MATH 234
FIRST HOUR EXAM
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Question 1. (20 points) Answer by true or false:

7 l ‘ If a system of linear equations is u_ndetermined, then it must have infinitely many solutions.
2. . l If A and B are n X n nonsingular matrices, then AB is also nonsingular.

3. E If A and B are 2 X 2 matrices that satisfy AB = O, then A= 0 or B = 0.

4 'F The product of two elementary matrices of the same size is an elementary matrix.

5. [ The sum of two n X n nonsingular matrices is also nonsingular. |

: __#I If a matrix A is symmetric, then the matrix A7 is also symmetric.

~N o

.
; | If a matrix A is row equivalent to I, then A is nonsingular.

co

i If a matrix A is nonsingular, then the matrix AT is also nonsingular.

——

9. | The inverse of an elementary matrix is also an elementary matrix.
—

10. _’l: The method of solving a linear system by reducing its augmented matrix to reduced row echelon
form is called Gaussian elimination.

11 { If Ax = b is an overdetermined and consistent linear system, then it must have infinitely many
solutions.

12. fT Any two nonsingular matrices are row equivalent.

13. F] A homogeneous system can have a nontrivial solution.

14. ji If A and B are n X n matrices such that AB = BA, then A and B are both nonsingular.
15. E If |A| =0, then A must have two identical rows or two identical columns.

i il 1

16. l If A is an n X n matrix, and Ax = | 1 | has a unique solution, then Ax = b has a unique solution
1

for every b € R?
17, If a matrix is in row echelon form, then it is also in reduced row echelon form.
18. 1 It is possible for a singular matrix to be row equivalent to the identity matrix.

19. £ If A is a 3 x 3 matrix, then | — 24| = —2|A|.

20. i If A is an n X n matrix, then |[A"| = |A|"



Question 2 (3 points each ) Circle the most correct answer:

1. If A is a 3 X 5 matrix, then

(a) Ax = b is consistent for every vector b € R°.

(b) Ax = b is inconsistent for every vector b € R.
¢) Ax = 0 has infinitely many solutions.

(d) Ax =0 has only the trivial solution.

1 2 1
2. Let A= | —1 1 0 |. If we want to find the LU factorization of A, then L =
1 81
1 0 0]
(@) -1 10
1 2 1|
1 0 0]
(b) | -1 1 O
| I 8 1]
1 0 0]
(c) 1 1 0
-1 -2 1 |
M1 0 0]
(d) 1 1 0
| =1L -8 1 |

3. If B= EA, where F is an elementary matrix of type I, then

(a) |Bl=14]
(b)/|B| = —|4]
c) |Bl = |E|
(d) |Bl=—|B]|

4. If A and B are n X n matrices such that A singular and B is nonsingular, then

(a) AB=0

AB is singular
(c) A+ B is singular
(d) AB is nonsingular

a 11
5. Let A=| a 2 0 |. Then A is nonsingular if and only if
-2 2 a
(a)_a=2
b) kb is any real number
(c) a=-2

(d) a==+2



1 0
6. Let A be a 3 x 3 matrix and suppose that A [ 0 ] = [ 0 } Then

(a)/Ax = 0 has infinitely many solutions

(b) Ax = (1,0,0)T has infinitely many solutions
(c) A is nonsingular

(d) None of the above

a b ¢ a 4d a+g
7.Let A=|d e f|andB=| b 4e b+h |.If|A| =3 then |B|=
g h i ¢ 4f c+1
@
(b) 6
(c) 3
(d) 24

8. If A is a 4 x 4 matrix with det(A) = 2 then det(4A™1) is

(a) 2
(b) 8
(c) 264
@ 128
9. Let A= [ i ? . Then the adjoint of A is
@47
Ol iy
Cl i
ol
10. If det(A) # 0 then

(a) A is nonsingular
(b) Ax = 0 has only the trivial solution

(¢\ A is row equivalent to T

A_ll of the above



Question 3.(10 points) Suppose that [A|b] = [
For what values of a and b does the system have

1. a unique solution.
2. no solution.

3. infinitely many solutions.

2

5

} is the augmented matrix of a linear system.



Question 4.(12 points) Use Guauss-Jordan reduction to solve the system

1 + Ty + 233 + T =5
2¢7 — Ty + =x3 + 8xz4 =4
dzy + @z + bxy — 2z4 =0

R i | K] [ ! \ 2 15
z A1 &4l = Lo =% zé!{#
L - » rr
e e | SJ | O =3 3 .—é(w-lﬁ
\ i 2 | -\ 5‘ r| iy 2 O }‘j%_
O \ | —?: 20 ™ o VO f%
e o © -IZJ .l 1O o o \:’j},'_
B _
(e oy
ol 1 o'
O O @) ) /34)‘
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Question 5.(10 points) Let A = E -1 1 1

1. The adjoint of A.
2. The determinant of A.

3. The inverse of A.

..._‘?_ _,_2
s 52

-1 -2 -3

] . Find
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Question 1. (20 points) Answer by true or false:

If a matrix A is nonsingular, then the matrix AT is also nonsingular.

The inverse of an elementary matrix is also an elementary matrix.

[@5]

bbb

If a system of linear equations is undetermined, then it must have infinitely many solutions.
If A and B are n X n nonsingular matrices, then AB is also nonsingular.

If A and B are 2 x 2 matrices that satisfy AB = O, then A= 0 or B = 0.

e

If a matrix A is row equivalent to I, then A is nonsingular.

(@7}

The method of solving a linear system by reducing its augmented matrix to reduced row echelon
form is called Gaussian elimination.

The product of two elementary matrices of the same size is an elementary matrix.

o

The sum of two n X n nonsingular matrices is also nonsingular.
10. \__ If a matrix A is symmetric, then the matrix A7 is also symmetric.
11. \ Any two nonsingular matrices are row equivalent.

12. { If Ax = b is an overdetermined and consistent linear system, then it must have infinitely many
solutions.

13. _—_-I A homogeneous system can have a nontrivial solution.
14. If A and B are n X n matrices such that AB = BA, then A and B are both nonsingular.
15. It is possible for a singular matrix to be row equivalent to the identity matrix.
16.
1F. -’T If A is an n X n matrix, then |A"| = |4|"

18. E If |A| =0, then A must have two identical rows or two identical columns.

AN

If Ais a 3 x 3 matrix, then | — 24| = —2|A].

1

——
19. l If Ais an n X n matrix, and Ax = | 1 | has a unique solution, then Ax = b has a unique solution
1

for every b € R3
20. 1 If a matrix is in row echelon form, then it is also in reduced row echelon form.



Question 2 (3 points each ) Circle the most correct answer:

1 21
1.Let A= | —1 1 0 |.If we want to find the LU factorization of A, then L =
1 81
[ E ]
(a) 1 1 0
| —1 =3 1 ]
1 0 0]
(b) r 1 0
| -1 -8 1|
1 0 47
@41
| 1 2 1 ]
1 0 0]
@y | =1 1 ©
| 1 8 L |

2. If det(A) # 0 then

(a) Ax = 0 has only the trivial solution
(b) A is row equivalent to I

(c). A is nonsingular
All of the above

a 11
3. Let A= |i a 2 0 :l . Then A is nonsingular if and only if
-2 2 a
(a) a=2
(b) a=—2
@ a is any real number
(d) a= %2

4. If B = EA, where E is an elementary matrix of type I, then

(a) |B| = |Z]
(b) |Bl=—|E]|
(c) 1B| =4

OLESE
5. If A and B are n X n matrices such that A singular and B is nonsingular, then

AB is singular

(b) A+ B is singular
(¢) AB=0
(d) AB is nonsingular



6. If A is a 3 x 5 matrix, then

(a) Ax =0 has only the trivial solution.
(b) Ax = b is consistent for every vector b € R°.
(c) Ax = b is inconsistent for every vector b € R®.

(d)) Ax = 0 has infinitely many solutions.

1 0
7. Let A be a 3 x 3 matrix and suppose that A l: 0} = {O} Then

0 0
(a). A is nonsingular
(b) = 0 has infinitely many solutions

(c) Ax = (1,0,0)T has infinitely many solutions
(d) None of the above

, a b c a 4d a+g
8. TetA=|d e f|l|andB=|b 4e b+h

g h 1 c 4f c+i

. If |A| = 3 then | B| =

(a) 3

O
(c) 6
(d) 24

9. If A is a 4 x 4 matrix with det(A) = 2 then det(4471) is

(a) 264
b)) 128

(c) 2
(d) 8
2 3 . .
10. Let A= [ 41 ] Then the adjoint of A is
1 —4
) [ -3 2 }
F g g ]
O
T
Y| -4 2
-1 4 ]
(d) 3 -2




