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PREFACE

This solutions manual is designed to accompany the seventh edition of Linear
Algebra with Applications by Steven J. Leon. The answers in this manual supple-
ment those given in the answer key of the textbook. In addition this manual contains
the complete solutions to all of the nonroutine exercises in the book.

At the end of each chapter of the textbook there are two chapter tests (A and
B) and a section of computer exercises to be solved using MATLAB. The questions
in each Chapter Test A are to be answered as either true or false. Although the true-
false answers are given in the Answer Section of the textbook, students are required
to explain or prove their answers. This manual includes explanations, proofs, and
counterexamples for all Chapter Test A questions. The chapter tests labelled B
contain workout problems. The answers to these problems are not given in the
Answers to Selected Exercises Section of the textbook, however, they are provided
in this manual. Complete solutions are given for all of the nonroutine Chapter Test
B exercises.

In the MATLAB exercises most of the computations are straightforward. Con-
sequently they have not been included in this solutions manual. On the other hand,
the text also includes questions related to the computations. The purpose of the
questions is to emphasize the significance of the computations. The solutions man-
ual does provide the answers to most of these questions. There are some questions
for which it is not possible to provide a single answer. For example, aome exercises
involve randomly generated matrices. In these cases the answers may depend on
the particular random matrices that were generated.

Steven J. Leon
sleon@umassd.edu
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CHAPTER
1

SECTION 1

2. (d)




1 1 1 1 1
0 2 1 −2 1
0 0 4 1 −2
0 0 0 1 −3
0 0 0 0 2




5. (a) 3x1 + 2x2 = 8
x1 + 5x2 = 7

(b) 5x1 − 2x2 + x3 = 3
2x1 + 3x2 − 4x3 = 0

(c) 2x1 + x2 + 4x3 = −1
4x1 − 2x2 + 3x3 = 4
5x1 + 2x2 + 6x2 = −1

(d) 4x1 − 3x2 + x3 + 2x4 = 4
3x1 + x2 − 5x3 + 6x4 = 5
x1 + x2 + 2x3 + 4x4 = 8

5x1 + x2 + 3x3 − 2x4 = 7
9. Given the system

−m1x1 + x2 = b1

−m2x1 + x2 = b2

one can eliminate the variable x2 by subtracting the first row from the
second. One then obtains the equivalent system

−m1x1 + x2 = b1

(m1 − m2)x1 = b2 − b1

1
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(a) If m1 6= m2, then one can solve the second equation for x1

x1 =
b2 − b1

m1 − m2

One can then plug this value of x1 into the first equation and solve for
x2. Thus, if m1 6= m2, there will be a unique ordered pair (x1, x2) that
satisfies the two equations.

(b) If m1 = m2, then the x1 term drops out in the second equation

0 = b2 − b1

This is possible if and only if b1 = b2.
(c) If m1 6= m2, then the two equations represent lines in the plane with

different slopes. Two nonparallel lines intersect in a point. That point
will be the unique solution to the system. If m1 = m2 and b1 = b2, then
both equations represent the same line and consequently every point on
that line will satisfy both equations. If m1 = m2 and b1 6= b2, then the
equations represent parallel lines. Since parallel lines do not intersect,
there is no point on both lines and hence no solution to the system.

10. The system must be consistent since (0, 0) is a solution.
11. A linear equation in 3 unknowns represents a plane in three space. The

solution set to a 3 × 3 linear system would be the set of all points that lie
on all three planes. If the planes are parallel or one plane is parallel to the
line of intersection of the other two, then the solution set will be empty. The
three equations could represent the same plane or the three planes could
all intersect in a line. In either case the solution set will contain infinitely
many points. If the three planes intersect in a point then the solution set
will contain only that point.

SECTION 2
2. (b) The system is consistent with a unique solution (4,−1).
4. (b) x1 and x3 are lead variables and x2 is a free variable.

(d) x1 and x3 are lead variables and x2 and x4 are free variables.
(f) x2 and x3 are lead variables and x1 is a free variable.

5. (l) The solution is (0,−1.5,−3.5).
6. (c) The solution set consists of all ordered triples of the form (0,−α, α).
7. A homogeneous linear equation in 3 unknowns corresponds to a plane that

passes through the origin in 3-space. Two such equations would correspond
to two planes through the origin. If one equation is a multiple of the other,
then both represent the same plane through the origin and every point on
that plane will be a solution to the system. If one equation is not a multiple of
the other, then we have two distinct planes that intersect in a line through the
origin. Every point on the line of intersection will be a solution to the linear
system. So in either case the system must have infinitely many solutions.
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In the case of a nonhomogeneous 2 × 3 linear system, the equations cor-
respond to planes that do not both pass through the origin. If one equation
is a multiple of the other, then both represent the same plane and there are
infinitely many solutions. If the equations represent planes that are parallel,
then they do not intersect and hence the system will not have any solutions.
If the equations represent distinct planes that are not parallel, then they
must intersect in a line and hence there will be infinitely many solutions.
So the only possibilities for a nonhomogeneous 2 × 3 linear system are 0 or
infinitely many solutions.

9. (a) Since the system is homogeneous it must be consistent.
14. At each intersection the number of vehicles entering must equal the number

of vehicles leaving in order for the traffic to flow. This condition leads to the
following system of equations

x1 + a1 = x2 + b1

x2 + a2 = x3 + b2

x3 + a3 = x4 + b3

x4 + a4 = x1 + b4

If we add all four equations we get

x1 + x2 + x3 + x4 + a1 + a2 + a3 + a4 = x1 + x2 + x3 + x4 + b1 + b2 + b3 + b4

and hence
a1 + a2 + a3 + a4 = b1 + b2 + b3 + b4

15. If (c1, c2) is a solution, then

a11c1 + a12c2 = 0
a21c1 + a22c2 = 0

Multiplying both equations through by α, one obtains

a11(αc1) + a12(αc2) = α · 0 = 0
a21(αc1) + a22(αc2) = α · 0 = 0

Thus (αc1, αc2) is also a solution.
16. (a) If x4 = 0 then x1, x2, and x3 will all be 0. Thus if no glucose is produced

then there is no reaction. (0, 0, 0, 0) is the trivial solution in the sense that
if there are no molecules of carbon dioxide and water, then there will be no
reaction.
(b) If we choose another value of x4, say x4 = 2, then we end up with
solution x1 = 12, x2 = 12, x3 = 12, x4 = 2. Note the ratios are still 6:6:6:1.

SECTION 3

1. (e)




8 −15 11
0 −4 −3

−1 −6 6



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(g)




5 −10 15
5 −1 4
8 −9 6




2. (d)

 36 10 56

10 3 16




5. (a) 5A =




15 20
5 5

10 35




2A + 3A =




6 8
2 2
4 14


 +




9 12
3 3
6 21


 =




15 20
5 5

10 35




(b) 6A =




18 24
6 6

12 42




3(2A) = 3




6 8
2 2
4 14


 =




18 24
6 6

12 42




(c) AT =

 3 1 2

4 1 7




(AT )T =

 3 1 2

4 1 7




T

=




3 4
1 1
2 7


 = A

6. (a) A + B =

 5 4 6

0 5 1


 = B + A

(b) 3(A + B) = 3

 5 4 6

0 5 1


 =


 15 12 18

0 15 3




3A + 3B =

 12 3 18

6 9 15


 +


 3 9 0

−6 6 −12




=

 15 12 18

0 15 3




(c) (A + B)T =

 5 4 6

0 5 1




T

=




5 0
4 5
6 1




AT + BT =




4 2
1 3
6 5


 +




1 −2
3 2
0 −4


 =




5 0
4 5
6 1




7. (a) 3(AB) = 3




5 14
15 42
0 16


 =




15 42
45 126
0 48




(3A)B =




6 3
18 9
−6 12





 2 4

1 6


 =




15 42
45 126
0 48






Section 3 5

A(3B) =




2 1
6 3

−2 4





 6 12

3 18


 =




15 42
45 126
0 48




(b) (AB)T =




5 14
15 42
0 16




T

=

 5 15 0

14 42 16




BT AT =

 2 1

4 6





 2 6 −2

1 3 4


 =


 5 15 0

14 42 16




8. (a) (A + B) + C =

 0 5

1 7


 +


 3 1

2 1


 =


 3 6

3 8




A + (B + C) =

 2 4

1 3


 +


 1 2

2 5


 =


 3 6

3 8




(b) (AB)C =

 −4 18

−2 13





 3 1

2 1


 =


 24 14

20 11




A(BC) =

 2 4

1 3





 −4 −1

8 4


 =


 24 14

20 11




(c) A(B + C) =

 2 4

1 3





 1 2

2 5


 =


 10 24

7 17




AB + AC =

 −4 18

−2 13


 +


 14 6

9 4


 =


 10 24

7 17




(d) (A + B)C =

 0 5

1 7





 3 1

2 1


 =


 10 5

17 8




AC + BC =

 14 6

9 4


 +


 −4 −1

8 4


 =


 10 5

17 8




9. Let

D = (AB)C =

 a11b11 + a12b21 a11b12 + a12b22

a21b11 + a22b21 a21b12 + a22b22





 c11 c12

c21 c22




It follows that

d11 = (a11b11 + a12b21)c11 + (a11b12 + a12b22)c21

= a11b11c11 + a12b21c11 + a11b12c21 + a12b22c21

d12 = (a11b11 + a12b21)c12 + (a11b12 + a12b22)c22

= a11b11c12 + a12b21c12 + a11b12c22 + a12b22c22

d21 = (a21b11 + a22b21)c11 + (a21b12 + a22b22)c21

= a21b11c11 + a22b21c11 + a21b12c21 + a22b22c21

d22 = (a21b11 + a22b21)c12 + (a21b12 + a22b22)c22

= a21b11c12 + a22b21c12 + a21b12c22 + a22b22c22

If we set

E = A(BC) =

 a11 a12

a21 a22





 b11c11 + b12c21 b11c12 + b12c22

b21c11 + b22c21 b21c12 + b22c22



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then it follows that

e11 = a11(b11c11 + b12c21) + a12(b21c11 + b22c21)
= a11b11c11 + a11b12c21 + a12b21c11 + a12b22c21

e12 = a11(b11c12 + b12c22) + a12(b21c12 + b22c22)
= a11b11c12 + a11b12c22 + a12b21c12 + a12b22c22

e21 = a21(b11c11 + b12c21) + a22(b21c11 + b22c21)
= a21b11c11 + a21b12c21 + a22b21c11 + a22b22c21

e22 = a21(b11c12 + b12c22) + a22(b21c12 + b22c22)
= a21b11c12 + a21b12c22 + a22b21c12 + a22b22c22

Thus
d11 = e11 d12 = e12 d21 = e21 d22 = e22

and hence
(AB)C = D = E = A(BC)

12.

A2 =




0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0




A3 =




0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0




and A4 = O. If n > 4, then

An = An−4A4 = An−4O = O

13. (b) x = (2, 1)T is a solution since b = 2a1 +a2. There are no other solutions
since the echelon form of A is strictly triangular.
(c) The solution to Ax = c is x = (−5

2
,−1

4
)T . Therefore c = −5

2
a1 − 1

4
a2.

15. If d = a11a22 − a21a12 6= 0 then

1
d


 a22 −a12

−a21 a11





 a11 a12

a21 a22




=




a11a22 − a12a21
d

0

0 a11a22 − a12a21
d




= I


 a11 a12

a21 a22




[
1
d


 a22 −a12

−a21 a11




]

=




a11a22 − a12a21
d

0

0 a11a22 − a12a21
d




= I

Therefore
1
d


 a22 −a12

−a21 a11


 = A−1
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16. Since
A−1A = AA−1 = I

it follows from the definition that A−1 is nonsingular and its inverse is A.
17. Since

AT (A−1)T = (A−1A)T = I

(A−1)T AT = (AA−1)T = I

it follows that
(A−1)T = (AT )−1

18. If Ax = Ay and x 6= y, then A must be singular, for if A were nonsingular
then we could multiply by A−1 and get

A−1Ax = A−1Ay
x = y

19. For m = 1,
(A1)−1 = A−1 = (A−1)1

Assume the result holds in the case m = k, that is,

(Ak)−1 = (A−1)k

It follows that

(A−1)k+1Ak+1 = A−1(A−1)kAkA = A−1A = I

and
Ak+1(A−1)k+1 = AAk(A−1)kA−1 = AA−1 = I

Therefore
(A−1)k+1 = (Ak+1)−1

and the result follows by mathematical induction.
20. (a) (A+B)2 = (A+B)(A+B) = (A+B)A+(A+B)B = A2+BA+AB+B2

In the case of real numbers ab + ba = 2ab, however, with matrices
AB + BA is generally not equal to 2AB.

(b)

(A + B)(A − B) = (A + B)(A − B)
= (A + B)A − (A + B)B
= A2 + BA − AB − B2

In the case of real numbers ab−ba = 0, however, with matrices AB−BA
is generally not equal to O.

21. If we replace a by A and b by the identity matrix, I, then both rules will
work, since

(A + I)2 = A2 + IA + AI + B2 = A2 + AI + AI + B2 = A2 + 2AI + B2

and

(A + I)(A − I) = A2 + IA − AI − I2 = A2 + A − A − I2 = A2 − I2
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22. There are many possible choices for A and B. For example, one could choose

A =

 0 1

0 0


 and B =


 1 1

0 0




More generally if

A =

 a b

ca cb


 B =


 db eb

−da −ea




then AB = O for any choice of the scalars a, b, c, d, e.
23. To construct nonzero matrices A, B, C with the desired properties, first find

nonzero matrices C and D such that DC = O (see Exercise 22). Next, for
any nonzero matrix A, set B = A + D. It follows that

BC = (A + D)C = AC + DC = AC + O = AC

24. A 2 × 2 symmetric matrix is one of the form

A =

 a b

b c




Thus

A2 =

 a2 + b2 ab + bc

ab + bc b2 + c2




If A2 = O, then its diagonal entries must be 0.

a2 + b2 = 0 and b2 + c2 = 0

Thus a = b = c = 0 and hence A = O.
25. For most pairs of symmetric matrices A and B the product AB will not be

symmetric. For example

 1 1

1 2





 1 2

2 1


 =


 3 3

5 4




See Exercise 27 for a characterization of the conditions under which the
product will be symmetric.

26. (a) AT is an n × m matrix. Since AT has m columns and A has m rows,
the multiplication AT A is possible. The multiplication AAT is possible
since A has n columns and AT has n rows.

(b) (AT A)T = AT (AT )T = AT A
(AAT )T = (AT )T AT = AAT

27. Let A and B be symmetric n × n matrices. If (AB)T = AB then

BA = BT AT = (AB)T = AB

Conversely if BA = AB then

(AB)T = BT AT = BA = AB

28. If A is skew-symmetric then AT = −A. Since the (j, j) entry of AT is ajj

and the (j, j) entry of −A is −ajj, it follows that is ajj = −ajj for each j
and hence the diagonal entries of A must all be 0.
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29. (a)

BT = (A + AT )T = AT + (AT )T = AT + A = B

CT = (A − AT )T = AT − (AT )T = AT − A = −C

(b) A = 1
2(A + AT ) + 1

2(A − AT )
31. The search vector is x = (1, 0, 1, 0, 1,0)T. The search result is given by the

vector
y = ATx = (1, 2, 2, 1, 1, 2, 1)T

The ith entry of y is equal to the number of search words in the title of the
ith book.

34. If α = a21/a11, then

 1 0

α 1





 a11 a12

0 b


 =


 a11 a12

αa11 αa12 + b


 =


 a11 a12

a21 αa12 + b




The product will equal A provided

αa12 + b = a22

Thus we must choose

b = a22 − αa12 = a22 −
a21a12

a11

SECTION 4

2. (a)

 0 1

1 0


, type I

(b) The given matrix is not an elementary matrix. Its inverse is given by



1
2 0

0 1
3




(c)




1 0 0
0 1 0

−5 0 1


, type III

(d)




1 0 0
0 1/5 0
0 0 1


, type II

5. (c) Since
C = FB = FEA

where F and E are elementary matrices, it follows that C is row equivalent
to A.

6. (b) E−1
1 =




1 0 0
3 1 0
0 0 1


, E−1

2 =




1 0 0
0 1 0
2 0 1


, E−1

3 =




1 0 0
0 1 0
0 −1 1



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The product L = E−1
1 E−1

2 E−1
3 is lower triangular.

L =




1 0 0
3 1 0
2 −1 1




7. A can be reduced to the identity matrix using three row operations

 2 1

6 4


 →


 2 1

0 1


 →


 2 0

0 1


 →


 1 0

0 1




The elementary matrices corresponding to the three row operations are

E1 =

 1 0

−3 1


 , E2 =


 1 −1

0 1


 , E3 =




1
2 0
0 1




So
E3E2E1A = I

and hence

A = E−1
1 E−1

3 E−1
3 =


 1 0

3 1





 1 1

0 1





 2 0

0 1




and A−1 = E3E2E1.

8. (b)

 1 0

−1 1





 2 4

0 5




(d)




1 0 0
−2 1 0

3 −2 1







−2 1 2
0 3 2
0 0 2




9. (a)




1 0 1
3 3 4
2 2 3







1 2 −3
−1 1 −1

0 −2 3


 =




1 0 0
0 1 0
0 0 1







1 2 −3
−1 1 −1

0 −2 −3







1 0 1
3 3 4
2 2 3


 =




1 0 0
0 1 0
0 0 1




10. (e)




1 −1 0
0 1 −1
0 0 1




12. (b) XA + B = C
X = (C − B)A−1

=

 8 −14

−13 19




(d) XA + C = X
XA − XI = −C
X(A − I) = −C
X = −C(A − I)−1

=

 2 −4

−3 6



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13. (a) If E is an elementary matrix of type I or type II then E is symmetric.
Thus ET = E is an elementary matrix of the same type. If E is the
elementary matrix of type III formed by adding α times the ith row of
the identity matrix to the jth row, then ET is the elementary matrix
of type III formed from the identity matrix by adding α times the jth
row to the ith row.

(b) In general the product of two elementary matrices will not be an ele-
mentary matrix. Generally the product of two elementary matrices will
be a matrix formed from the identity matrix by the performance of two
row operations. For example, if

E1 =




1 0 0
2 1 0
0 0 0


 and E2 =




1 0 0
0 1 0
2 0 1




then E1 and E2 are elementary matrices, but

E1E2 =




1 0 0
2 1 0
2 0 1




is not an elementary matrix.
14. If T = UR, then

tij =
n∑

k=1

uikrkj

Since U and R are upper triangular

ui1 = ui2 = · · · = ui,i−1 = 0
rj+1,j = rj+2,j = · · · − rnj = 0

If i > j, then

tij =
j∑

k=1

uikrkj +
n∑

k=j+1

uikrkj

=
j∑

k=1

0 rkj +
n∑

k=j+1

uik0

= 0

Therefore T is upper triangular.
If i = j, then

tjj = tij =
i−1∑

k=1

uikrkj + ujjrjj +
n∑

k=j+1

uikrkj

=
i−1∑

k=1

0 rkj + ujjrjj +
n∑

k=j+1

uik0

= ujjrjj
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Therefore
tjj = ujjrjj j = 1, . . . , n

15. If we set x = (2, 1− 4)T , then

Ax = 2a1 + 1a2 − 4a3 = 0

Thus x is a nonzero solution to the system Ax = 0. But if a homogeneous
system has a nonzero solution, then it must have infinitely many solutions.
In particular, if c is any scalar, then cx is also a solution to the system since

A(cx) = cAx = c0 = 0

Since Ax = 0 and x 6= 0 it follows that the matrix A must be singular. (See
Theorem 1.4.2)

16. If a1 = 3a2 − 2a3, then
a1 − 3a2 + 2a3 = 0

Therefore x = (1,−3, 2)T is a nontrivial solution to Ax = 0. It follows form
Theorem 1.4.2 that A must be singular.

17. If x0 6= 0 and Ax0 = Bx0, then Cx0 = 0 and it follows from Theorem 1.4.2
that C must be singular.

18. If B is singular, then it follows from Theorem 1.4.2 that there exists a nonzero
vector x such that Bx = 0. If C = AB, then

Cx = ABx = A0 = 0

Thus, by Theorem 1.4.2, C must also be singular.
19. (a) If U is upper triangular with nonzero diagonal entries, then using row

operation II, U can be transformed into an upper triangular matrix with
1’s on the diagonal. Row operation III can then be used to eliminate
all of the entries above the diagonal. Thus U is row equivalent to I and
hence is nonsingular.

(b) The same row operations that were used to reduce U to the identity
matrix will transform I into U−1. Row operation II applied to I will
just change the values of the diagonal entries. When the row operation
III steps referred to in part (a) are applied to a diagonal matrix, the
entries above the diagonal are filled in. The resulting matrix, U−1, will
be upper triangular.

20. Since A is nonsingular it is row equivalent to I. Hence there exist elementary
matrices E1, E2, . . . , Ek such that

Ek · · ·E1A = I

It follows that
A−1 = Ek · · ·E1

and
Ek · · ·E1B = A−1B = C

The same row operations that reduce A to I, will transform B to C. There-
fore the reduced row echelon form of (A | B) will be (I | C).
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21. (a) If the diagonal entries of D1 are α1, α2, . . . , αn and the diagonal entries
of D2 are β1, β2, . . . , βn, then D1D2 will be a diagonal matrix with diag-
onal entries α1β1, α2β2, . . . , αnβn and D2D1 will be a diagonal matrix
with diagonal entries β1α1, β2α2, . . . , βnαn. Since the two have the same
diagonal entries it follows that D1D2 = D2D1.

(b)

AB = A(a0I + a1A + · · ·+ akAk)
= a0A + a1A

2 + · · ·+ akAk+1

= (a0I + a1A + · · ·+ akAk)A
= BA

22. If A is symmetric and nonsingular, then

(A−1)T = (A−1)T (AA−1) = ((A−1)TAT )A−1 = A−1

23. If A is row equivalent to B then there exist elementary matrices E1, E2, . . . , Ek

such that
A = EkEk−1 · · ·E1B

Each of the Ei’s is invertible and E−1
i is also an elementary matrix (Theorem

1.4.1). Thus
B = E−1

1 E−1
2 · · ·E−1

k A

and hence B is row equivalent to A.
24. (a) If A is row equivalent to B, then there exist elementary matrices E1, E2, . . . , Ek

such that
A = EkEk−1 · · ·E1B

Since B is row equivalent to C, there exist elementary matrices H1, H2, . . . , Hj

such that
B = HjHj−1 · · ·H1C

Thus
A = EkEk−1 · · ·E1HjHj−1 · · ·H1C

and hence A is row equivalent to C.
(b) If A and B are nonsingular n × n matrices then A and B are row

equivalent to I. Since A is row equivalent to I and I is row equivalent
to B it follows from part (a) that A is row equivalent to B.

25. If U is any row echelon form of A then A can be reduced to U using row
operations, so A is row equivalent to U . If B is row equivalent to A then it
follows from the result in Exercise 24(a) that B is row equivalent to U .

26. If B is row equivalent to A, then there exist elementary matrices E1, E2, . . . , Ek

such that
B = EkEk−1 · · ·E1A

Let M = EkEk−1 · · ·E1. The matrix M is nonsingular since each of the Ei’s
is nonsingular.
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Conversely suppose there exists a nonsingular matrix M such that
B = MA. Since M is nonsingular it is row equivalent to I. Thus there exist
elementary matrices E1, E2, . . . , Ek such that

M = EkEk−1 · · ·E1I

It follows that
B = MA = EkEk−1 · · ·E1A

Therefore B is row equivalent to A.
27. (a) The system V c = y is given by




1 x1 x2
1 · · · xn

1

1 x2 x2
2 · · · xn

2
...
1 xn+1 x2

n+1 · · · xn
n+1







c1

c2

...
cn+1




=




y1

y2

...
yn+1




Comparing the ith row of each side, we have

c1 + c2xi + · · ·+ cn+1x
n
i = yi

Thus
p(xi) = yi i = 1, 2, . . . , n + 1

(b) If x1, x2, . . . , xn+1 are distinct and V c = 0, then we can apply part (a)
with y = 0. Thus if p(x) = c1 + c2x + · · ·+ cn+1x

n, then

p(xi) = 0 i = 1, 2, . . . , n + 1

The polynomial p(x) has n + 1 roots. Since the degree of p(x) is less
than n + 1, p(x) must be the zero polynomial. Hence

c1 = c2 = · · · = cn+1 = 0

Since the system V c = 0 has only the trivial solution, the matrix V
must be nonsingular.

SECTION 5

2. B = AT A =




aT
1

aT
2
...

aT
n




(a1, a2, . . . , an) =




aT
1 a1 aT

1 a2 · · · aT
1 an

aT
2 a1 aT

2 a2 · · · aT
2 an

...
aT

na1 aT
na2 · · · aT

nan




5. (a)

 1 1 1

2 1 2







4 −2 1
2 3 1
1 1 2


 +


 −1

−1


 (1 2 3) =


 6 0 1

11 −1 4




(c) Let

A11 =




3
5 −4

5

4
5

3
5


 A12 =


 0 0

0 0




A21 = (0 0) A22 = (1 0)



Section 5 15

The block multiplication is performed as follows:




A11 A12

A21 A22







AT
11 AT

21

AT
12 AT

22


 =




A11A
T
11 + A12A

T
12 A11A

T
21 + A12A

T
22

A21A
T
11 + A22A

T
12 A21A

T
21 + A22A

T
22




=




1 0 0
0 1 0
0 0 0




6. (a)

XY T = x1yT
1 + x2yT

2 + x3yT
3

=

 2

4





 1 2


 +


 1

2





 2 3


 +


 5

3





 4 1




=

 2 4

4 8


 +


 2 3

4 6


 +


 20 5

12 3




(b) Since yix
T
i = (xiyT

i )T for j = 1, 2, 3, the outer product expansion of
Y XT is just the transpose of the outer product expansion of XY T . Thus

Y XT = y1x
T
1 + y2x

T
2 + y3x

T
3

=

 2 4

4 8


 +


 2 4

3 6


 +


 20 12

5 3




7. It is possible to perform both block multiplications. To see this suppose A11

is a k×r matrix, A12 is a k×(n−r) matrix, A21 is an (m−k)×r matrix and
A22 is (m − k) × (n − r). It is possible to perform the block multiplication
of AAT since the matrix multiplication A11A

T
11, A11A

T
21, A12A

T
12, A12A

T
22,

A21A
T
11, A21A

T
21, A22A

T
12, A22A

T
22 are all possible. It is possible to perform

the block multiplication of AT A since the matrix multiplications AT
11A11,

AT
11A12, AT

21A21, AT
21A11, AT

12A12, AT
22A21, AT

22A22 are all possible.

8. AX = A(x1,x2, . . . ,xr) = (Ax1, Ax2, . . . , Axr)
B = (b1,b2, . . . ,br)
AX = B if and only if the column vectors of AX and B are equal

Axj = bj j = 1, . . . , r

9. (a) Since D is a diagonal matrix, its jth column will have djj in the jth row
and the other entries will all be 0. Thus dj = djjej for j = 1, . . . , n.

(b)

AD = A(d11e1, d22e2, . . . , dnnen)
= (d11Ae1, d22Ae2, . . . , dnnAen)
= (d11a1, d22a2, . . . , dnnan)

10. (a)

UΣ =

 U1 U2





 Σ1

O


 = U1Σ1 + U2O = U1Σ1
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(b) If we let X = UΣ, then

X = U1Σ1 = (σ1u1, σ2u2, . . . , σnun)

and it follows that

A = UΣV T = XV T = σ1u1vT
1 + σ2u2vT

2 + · · ·+ σnunvT
n

11.



A−1
11 C

O A−1
22







A11 A12

O A22


 =




I A−1
11 A12 + CA22

O I




If
A−1

11 A12 + CA22 = O

then
C = −A−1

11 A12A
−1
22

Let

B =




A−1
11 −A−1

11 A12A
−1
22

O A−1
22




Since AB = BA = I it follows that B = A−1.
12. Let 0 denote the zero vector in Rn. If A is singular then there exists a vector

x1 6= 0 such that Ax1 = 0. If we set

x =

 x1

0




then

Mx =

 A C

O B





 x1

0


 =


 Ax1 + C0

Ox1 + B0


 =


 0

0




By Theorem 1.4.2, M must be singular. Similarly, if B is singular then there
exists a vector x2 6= 0 such that Bx2 = 0. So if we set

x =

 0

x2




then x is a nonzero vector and Mx is equal to the zero vector.
15. The block form of S−1 is given by

S−1 =

 I −A

O I




It follows that

S−1MS =

 I −A

O I





 AB O

B O





 I A

O I




=

 I −A

O I





 AB ABA

B BA



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=

 O O

B BA




16. The block multiplication of the two factors yields

 I O

B I





 A11 A12

O C


 =


 A11 A12

BA11 BA12 + C




If we equate this matrix with the block form of A and solve for B and C we
get

B = A21A
−1
11 and C = A22 − A21A

−1
11 A12

To check that this works note that

BA11 = A21A
−1
11 A11 = A21

BA12 + C = A21A
−1
11 A12 + A22 − A21A

−1
11 A12 = A22

and hence
 I O

B I





 A11 A12

O C


 =


 A11 A12

A21 A22


 = A

17. In order for the block multiplication to work we must have

XB = S and Y M = T

Since both B and M are nonsingular, we can satisfy these conditions by
choosing X = SB−1 and Y = TM−1.

18. (a)

BC =




b1

b2

...
bn




(c) =




b1c
b2c
...

bnc




= cb

(b)

Ax = (a1, a2, . . . , an)




x1

x2

...
xn




= a1(x1) + a2(x2) + · · ·+ an(xn)

(c) It follows from parts (a) and (b) that

Ax = a1(x1) + a2(x2) + · · ·+ an(xn)
= x1a1 + x2a2 + · · ·+ xnan

19. If Ax = 0 for all x ∈ Rn, then

aj = Aej = 0 for j = 1, . . . , n

and hence A must be the zero matrix.
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20. If
Bx = Cx for all x ∈ Rn

then
(B − C)x = 0 for all x ∈ Rn

It follows from Exercise 19 that

B − C = O

B = C

21. (a)

 A−1 0

−cT A−1 1





 A a

cT β





 x

xn+1


 =


 A−1 0

−cT A−1 1





 b

bn+1





 I A−1a

0T −cT A−1a + β





 x

xn+1


 =


 A−1b

−cT A−1b + bn+1




(b) If
y = A−1a and z = A−1b

then
(−cTy + β)xn+1 = −cTz + bn+1

xn+1 =
−cTz + bn+1

−cTy + β
(β − cT y 6= 0)

and
x + xn+1A

−1a = A−1b

x = A−1b− xn+1A
−1a = z − xn+1y

MATLAB EXERCISES
1. In parts (a), (b), (c) it should turn out that A1 = A4 and A2 = A3. In part

(d) A1 = A3 and A2 = A4. Exact equality will not occur in parts (c) and
(d) because of roundoff error.

2. The solution x obtained using the \ operation will be more accurate and yield
the smaller residual vector. The computation of x is also more efficient since
the solution is computed using Gaussian elimination with partial pivoting
and this involves less arithmetic than computing the inverse matrix and
multiplying it times b.

3. (a) Since Ax = 0 and x 6= 0, it follows from Theorem 1.4.2 that A is
singular.

(b) The columns of B are all multiples of x. Indeed,

B = (x, 2x, 3x, 4x, 5x, 6x)

and hence

AB = (Ax, 2Ax, 3Ax, 4Ax, 5Ax, 6Ax) = O



MATLAB Exercises 19

(c) If D = B + C, then

AD = AB + AC = O + AC = AC

4. By construction B is upper triangular whose diagonal entries are all equal to
1. Thus B is row equivalent to I and hence B is nonsingular. If one changes
B by setting b10,1 = −1/256 and computes Bx, the result is the zero vector.
Since x 6= 0, the matrix B must be singular.

5. (a) Since A is nonsingular its reduced row echelon form is I. If E1, . . . , Ek

are elementary matrices such that Ek · · ·E1A = I, then these same
matrices can be used to transform (A b) to its reduced row echelon
form U . It follows then that

U = Ek · · ·E1(A b) = A−1(A b) = (I A−1b)

Thus, the last column of U should be equal to the solution x of the
system Ax = b.

(b) After the third column of A is changed, the new matrix A is now sin-
gular. Examining the last row of the reduced row echelon form of the
augmented matrix (A b), we see that the system is inconsistent.

(c) The system Ax = c is consistent since y is a solution. There is a free
variable x3, so the system will have infinitely many solutions.

(f) The vector v is a solution since

Av = A(w + 3z) = Aw + 3Az = c

For this solution the free variable x3 = v3 = 3. To determine the general
solution just set x = w + tz. This will give the solution corresponding
to x3 = t for any real number t.

6. (c) There will be no walks of even length from Vi to Vj whenever i + j is
odd.

(d) There will be no walks of length k from Vi to Vj whenever i + j + k is
odd.

(e) The conjecture is still valid for the graph containing the additional
edges.

(f) If the edge {V6, V8} is included, then the conjecture is no longer valid.
There is now a walk of length 1 V6 to V8 and i + j + k = 6 + 8 + 1 is
odd.

8. The change in part (b) should not have a significant effect on the survival
potential for the turtles. The change in part (c) will effect the (2, 2) and (3, 2)
of the Leslie matrix. The new values for these entries will be l22 = 0.9540 and
l32 = 0.0101. With these values the Leslie population model should predict
that the survival period will double but the turtles will still eventually die
out.

9. (b) x1 = c − V x2.
10. (b)

A2k =

 I kB

kB I



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This can be proved using mathematical induction. In the case k = 1

A2 =

 O I

I B





 O I

I B


 =


 I B

B I




If the result holds for k = m

A2m =

 I mB

mB I




then

A2m+2 = A2A2m

=

 I B

B I





 I mB

mB I




=

 I (m + 1)B

(m + 1)B I




It follows by mathematical induction that the result holds for all positive
integers k.

(b)

A2k+1 = AA2k =

 O I

I B





 I kB

kB I


 =


 kB I

I (k + 1)B




11. (a) By construction the entries of A were rounded to the nearest integer.
The matrix B = ATA must also have integer entries and it is symmetric
since

BT = (ATA)T = AT (AT )T = ATA = B

(b)

LDLT =

 I O

E I





 B11 O

O F





 I ET

O I




=

 B11 B11E

T

EB11 EB11E
T + F




where
E = B21B

−1
11 and F = B22 − B21B

−1
11 B12

It follows that

B11E
T = B11(B−1

11 )T BT
21 = B11B

−1
11 B12 = B12

EB11 = B21B
−1
11 B11 = B21

EB11E
T + F = B21E

T + B22 − B21B
−1
11 B12

= B21B
−1
11 B12 + B22 − B21B

−1
11 B12

= B22

Therefore
LDLT = B
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CHAPTER TEST A
1. The statement is false in general. If the row echelon form has free variables

and the linear system is consistent, then there will be infinitely many solu-
tions. However, it is possible to have an inconsistent system whose coefficient
matrix will reduce to an echelon form with free variables. For example, if

A =

 1 1

0 0


 b =


 1

1




then A involves one free variable, but the system Ax = b is inconsistent.
2. The statement is true since the zero vector will always be a solution.
3. The statement is true. A matrix A is nonsingular if and only if it is row

equivalent to the I (the identity matrix). A will be row equivalent to I if
and only if its reduced row echelon form is I.

4. The statement is false in general. For example, if A = I and B = −I, the
matrices A and B are both nonsingular, but A + B = O is singular.

5. The statement is false in general. If A and B are nonsingular, then AB
must also be nonsingular, however, (AB)−1 is equal to B−1A−1 rather than
A−1B−1. For example, if

A =

 1 1

0 1


 B =


 1 0

1 1




then

AB =

 2 1

1 1


 and (AB)−1 =


 1 −1

−1 2




however,

A−1B−1 =

 1 −1

0 1





 1 0

−1 1


 =


 2 −1

−1 1




Note that

B−1A−1 =

 1 0

−1 1





 1 −1

0 1


 =


 1 −1

−1 2


 = (AB)−1

6. The statement is false in general.

(A − B)2 = A2 − BA − AB + B2 6= A2 − 2AB + B2

since in general BA 6= AB. For example, if

A =

 1 1

1 1


 and B =


 0 1

0 0




then

(A − B)2 =

 1 0

1 1




2

=

 1 0

2 1




however,

A2 − 2AB + B2 =

 2 2

2 2


 −


 0 2

0 2


 +


 0 0

0 0


 =


 2 0

2 0



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7. The statement is false in general. If A is nonsingular and AB = AC, then we
can multiply both sides of the equation by A−1 and conclude that B = C.
However, if A is singular, then it is possible to have AB = AC and B 6= C.
For example, if

A =

 1 1

1 1


 , B =


 1 1

4 4


 , C =


 2 2

3 3




then

AB =

 1 1

1 1





 1 1

4 4


 =


 5 5

5 5




AC =

 1 1

1 1





 2 2

3 3


 =


 5 5

5 5




8. The statement is false. An elementary matrix is a matrix that is constructed
by performing exactly one elementary row operation on the identity matrix.
The product of two elementary matrices will be a matrix formed by per-
forming two elementary row operations on the identity matrix. For example,

E1 =




1 0 0
2 1 0
0 0 1


 and E2 =




1 0 0
0 1 0
3 0 1




are elementary matrices, however,

E1E2 =




1 0 0
2 1 0
3 0 1




is not an elementary matrix.
9. The statement is true. The row vectors of A are x1yT , x2yT , . . . , xnyT . Note,

all of the row vectors are multiples of yT . Since x and y are nonzero vectors,
at least one of these row vectors must be nonzero. However, if any nonzero
row is picked as a pivot row, then since all of the other rows are multiples
of the pivot row, they will all be eliminated in the first step of the reduction
process. The resulting row echelon form will have exactly one nonzero row.

10. The statement is true. If b = a1 + a2 + a3, then x = (1, 1, 1)T is a solution
to Ax = b, since

Ax = x1a1 + x2a2 + x3a3 = a1 + a2 + a3 = b

If a2 = a3, then we can also express b as a linear combination

b = a1 + 0a2 + 2a3

Thus y = (1, 0, 2)T is also a solution to the system. However, if there is more
than one solution, then the echelon form of A must involve a free variable. A
consistent system with a free variable must have infinitely many solutions.
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CHAPTER TEST B
1.




1 −1 3 2 1
−1 1 −2 1 −2

2 −2 7 7 1


 →




1 −1 3 2 1
0 0 1 3 −1
0 0 1 3 −1




→




1 −1 0 −7 4
0 0 1 3 −1
0 0 0 0 0




The free variables are x2 and x4. If we set x2 = a and x4 = b, then

x1 = 4 + a + 7b and x3 = −1 − 3b

and hence the solution set consists of all vectors of the form

x =




4 + a + 7b
a

−1 − 3b
b




2. (a) A linear equation in 3 unknowns corresponds to a plane in 3-space.
(b) Given 2 equations in 3 unknowns, each equation corresponds to a plane.

If one equation is a multiple of the other then the equations represent
the same plane and any point on the that plane will be a solution to
the system. If the two planes are distinct then they are either parallel
or they intersect in a line. If they are parallel they do not intersect, so
the system will have no solutions. If they intersect in a line then there
will be infinitely many solutions.

(c) A homogeneous linear system is always consistent since it has the trivial
solution x = 0. It follows from part (b) then that a homogeneous sys-
tem of 2 equations in 3 unknowns must have infinitely many solutions.
Geometrically the 2 equations represent planes that both pass through
the origin, so if the planes are distinct they must intersect in a line.

3. (a) If the system is consistent and there are two distinct solutions there must
be a free variable and hence there must be infinitely many solutions. In
fact all vectors of the form x = x1 + c(x1 − x2) will be solutions since

Ax = Ax1 + c(Ax1 − Ax2) = b + c(b− b) = b

(b) If we set z = x1 − x2 then z 6= 0 and Az = 0. Therefore it follows from
Theorem 1.4.2 that A must be singular.

4. (a) The system will be consistent if and only if the vector b = (3, 1)T can
be written as a linear combination of the column vectors of A. Linear
combinations of the column vectors of A are vectors of the form

c1


 α

2α


 + c2


 β

2β


 = (c1α + c2β)


 1

2




Since b is not a multiple of (1, 2)T the system must be inconsistent.
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(b) To obtain a consistent system choose b to be a multiple of (1, 2)T . If
this is done the second row of the augmented matrix will zero out in
the elimination process and you will end up with one equation in 2
unknowns. The reduced system will have infinitely many solutions.

5. (a) To transform A to B you need to interchange the second and third rows
of A. The elementary matrix that does this is

E =




1 0 0
0 0 1
0 1 0




(b) To transform A to C using a column operation you need to subtract
twice the second column of A from the first column. The elementary
matrix that does this is

F =




1 0 0
−2 1 0

0 0 1




6. If b = 3a1 + a2 + 4a3 then b is a linear combination of the column vectors
of A and it follows from the consistency theorem that the system Ax = b is
consistent. In fact x = (3, 1, 4)T is a solution to the system.

7. If a1 −3a2 +2a3 = 0 then x = (1,−3, 2)T is a solution to Ax = 0. It follows
from Theorem 1.4.2 that A must be singular.

8. If

A =

 1 4

1 4


 and B =


 2 3

2 3




then

Ax =

 1 4

1 4





 1

1


 =


 5

5


 =


 2 3

2 3





 1

1


 = Bx

9. In general the product of two symmetric matrices is not necessarily symmet-
ric. For example if

A =

 1 2

2 2


 , B =


 1 1

1 4




then A and B are both symmetric but their product

AB =

 1 2

2 2





 1 1

1 4


 =


 3 9

4 10




is not symmetric.
10. If E and F are elementary matrices then they are both nonsingular and their

inverses are elementary matrices of the same type. If C = EF then C is a
product of nonsingular matrices, so C is nonsingular and C−1 = F−1E−1.

11.

A−1 =




I O O
O I O
O −B I



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12. (a) The column partition of A and the row partition of B must match up,
so k must be equal to 5. There is really no restriction on r, it can be
any integer in the range 1 ≤ r ≤ 9. In fact r = 10 will work when B has
block structure 

 B11

B21




(b) The (2,2) block of the product is given by A21B12 + A22B22
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SECTION 1
1. (c) det(A) = −3
7. Given that a11 = 0 and a21 6= 0, let us interchange the first two rows of

A and also multiply the third row through by −a21. We end up with the
matrix 


a21 a22 a23

0 a12 a13

−a21a31 −a21a32 −a21a33




Now if we add a31 times the first row to the third, we obtain the matrix



a21 a22 a23

0 a12 a13

0 a31a22 − a21a32 a31a23 − a21a33




This matrix will be row equivalent to I if and only if
∣∣∣∣

a12 a13

a31a22 − a21a32 a31a23 − a21a33

∣∣∣∣ 6= 0

Thus the original matrix A will be row equivalent to I if and only if

a12a31a23 − a12a21a33 − a13a31a22 + a13a21a32 6= 0

8. Theorem 2.1.3. If A is an n × n triangular matrix then the determinant
of A equals the product of the diagonal elements of A.
Proof: The proof is by induction on n. In the case n = 1, A = (a11) and
det(A) = a11. Assume the result holds for all k × k triangular matrices and

26
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let A be a (k + 1)× (k + 1) lower triangular matrix. (It suffices to prove the
theorem for lower triangular matrices since det(AT ) = det(A).) If det(A) is
expanded by cofactors using the first row of A we get

det(A) = a11 det(M11)

where M11 is the k×k matrix obtained by deleting the first row and column
of A. Since M11 is lower triangular we have

det(M11) = a22a33 · · ·ak+1,k+1

and consequently
det(A) = a11a22 · · ·ak+1,k+1

9. If the ith row of A consists entirely of 0’s then

det(A) = ai1Ai1 + ai2Ai2 + · · ·+ ainAin = 0

If the ith column of A consists entirely of 0’s then

det(A) = det(AT ) = 0

10. In the case n = 1, if A is a matrix of the form

 a b

a b




then det(A) = ab−ab = 0. Suppose that the result holds for (k+1)× (k+1)
matrices and that A is a (k + 2) × (k + 2) matrix whose ith and jth rows
are identical. Expand det(A) by factors along the mth row where m 6= i and
m 6= j.

det(A) = am1 det(Mm1) + am2 det(Mm2) + · · ·+ am,k+2 det(Mm,k+2).

Each Mms, 1 ≤ s ≤ k + 2, is a (k + 1)× (k + 1) matrix having two rows that
are identical. Thus by the induction hypothesis

det(Mms) = 0 (1 ≤ s ≤ k + 2)

and consequently det(A) = 0.
11. (a) In general det(A + B) 6= det(A) + det(B). For example if

A =

 1 0

0 0


 and B =


 0 0

0 1




then
det(A) + det(B) = 0 + 0 = 0

and
det(A + B) = det(I) = 1

(b)

AB =

 a11b11 + a12b21 a11b12 + a12b22

a21b11 + a22b21 a21b12 + a22b22



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and hence

det(AB) = (a11b11a21b12 + a11b11a22b22 + a12b21a21b12 + a12b21a22b22)
−(a21b11a11b12 + a21b11a12b22 + a22b21a11b12 + a22b21a12b22)

= a11b11a22b22 + a12b21a21b12 − a21b11a12b22 − a22b21a11b12

On the other hand

det(A) det(B) = (a11a22 − a21a12)(b11b22 − b21b12)
= a11a22b11b22 + a21a12b21b12 − a21a12b11b22 − a11a22b21b12

Therefore det(AB) = det(A) det(B)

(c) In part (b) it was shown that for any pair of 2 × 2 matrices, the de-
terminant of the product of the matrices is equal to the product of the
determinants. Thus if A and B are 2 × 2 matrices, then

det(AB) = det(A) det(B) = det(B) det(A) = det(BA)

12. (a) If d = det(A + B), then

d = (a11 + b11)(a22 + b22) − (a21 + b21)(a12 + b12)
= a11a22 + a11b22 + b11a22 + b11b22 − a21a12 − a21b12 − b21a12 − b21b12

= (a11a22 − a21a12) + (b11b22 − b21b12) + (a11b22 − b21a12) + (b11a22 − a21b12)
= det(A) + det(B) + det(C) + det(D)

(b) If

B = EA =

 αa21 αa22

βa11 βa12




then

C =

 a11 a12

βa11 βa12


 D =


 αa21 αa22

a21 a22




and hence
det(C) = det(D) = 0

It follows from part (a) that

det(A + B) = det(A) + det(B)

13. Expanding det(A) by cofactors using the first row we get

det(A) = a11 det(M11) − a12 det(M12)

If the first row and column of M12 are deleted the resulting matrix will be
the matrix B obtained by deleting the first two rows and columns of A. Thus
if det(M12) is expanded along the first column we get

det(M12) = a21 det(B)

Since a21 = a12 we have

det(A) = a11 det(M11) − a2
12 det(B)
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SECTION 2
5. To transform the matrix A into the matrix αA one must perform row oper-

ation II n times. Each time row operation II is performed the value of the
determinant is changed by a factor of α. Thus

det(αA) = αn det(A)

Alternatively, one can show this result holds by noting that det(αI) is equal
to the product of its diagonal entries. Thus, det(αI) = αn and it follows
that

det(αA) = det(αIA) = det(αI) det(A) = αn det(A)

6. Since
det(A−1) det(A) = det(A−1A) = det(I) = 1

it follows that

det(A−1) =
1

det(A)

8. If E is an elementary matrix of type I or II then E is symmetric, so ET = E.
If E is an elementary matrix of type III formed from the identity matrix by
adding c times its ith row to its jth row, then ET will be the elementary
matrix of type III formed from the identity matrix by adding c times its jth
row to its ith row

9. (b) 18; (d) −6; (f) −3
10. Row operation III has no effect on the value of the determinant. Thus if B

can be obtained from A using only row operation III, then det(B) = det(A).
Row operation I has the effect of changing the sign of the determinant. If
B is obtained from A using only row operations I and III, then det(B) =
det(A) if row operation I has been applied an even number of times and
det(B) = − det(A) if row operation I has been applied an odd number of
times.

11. Since det(A2) = det(A)2 it follows that det(A2) must be a nonnegative
real number. (We are assuming the entries of A are all real numbers.) If
A2 + I = O then A2 = −I and hence det(A2) = det(−I). This is not
possible if n is odd, since for n odd, det(−I) = −1. On the other hand it is
possible for A2 + I = O when n is even. For example when n = 2, if we take

A =

 0 1

−1 0




then it is easily verified that A2 + I = O.
12. (a) Row operation III has no effect on the value of the determinant. Thus

det(V ) =

∣∣∣∣∣∣∣∣

1 x1 x2
1

1 x2 x2
2

1 x3 x2
3

∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣

1 x1 x2
1

0 x2 − x1 x2
2 − x2

1

0 x3 − x1 x2
3 − x2

1

∣∣∣∣∣∣∣∣
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and hence

det(V ) = (x2 − x1)(x2
3 − x2

1) − (x3 − x1)(x2
2 − x2

1)
= (x2 − x1)(x3 − x1)[(x3 + x1) − (x2 + x1)]
= (x2 − x1)(x3 − x1)(x3 − x2)

(b) The determinant will be nonzero if and only if no two of the xi values
are equal. Thus V will be nonsingular if and only if the three points x1,
x2, x3 are distinct.

14. Since
det(AB) = det(A) det(B)

it follows that det(AB) 6= 0 if and only if det(A) and det(B) are both
nonzero. Thus AB is nonsingular if and only if A and B are both nonsingular.

15. If AB = I, then det(AB) = 1 and hence by Exercise 14 both A and B are
nonsingular. It follows then that

B = IB = (A−1A)B = A−1(AB) = A−1I = A−1

Thus to show that a square matrix A is nonsingular it suffices to show that
there exists a matrix B such that AB = I. We need not check whether or
not BA = I.

16. If A is a n × n skew symmetric matrix, then

det(A) = det(AT ) = det(−A) = (−1)n det(A)

Thus if n is odd then

det(A) = − det(A)
2 det(A) = 0

and hence A must be singular.
17. If Ann is nonzero and one subtracts c = det(A)/Ann from the (n, n) entry

of A, then the resulting matrix, call it B, will be singular. To see this look
at the cofactor expansion of the B along its last row.

det(B) = bn1Bn1 + · · ·+ bn,n−1Bn,n−1 + bnnBnn

= an1An1 + · · ·+ An,n−1An,n−1 + (ann − c)Ann

= det(A) − cAnn

= 0

18.

X =




x1 x2 x3

x1 x2 x3

y1 y2 y3


 Y =




x1 x2 x3

y1 y2 y3

y1 y2 y3




Since X and Y both have two rows the same it follows that det(X) = 0 and
det(Y ) = 0. Expanding det(X) along the first row, we get

0 = x1X11 + x2X12 + x3X13

= x1z1 + x2z2 + x3z3
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= xTz

Expanding det(Y ) along the third row, we get

0 = y1Y31 + y2Y32 + y3Y33

= y1z1 + y2z2 + y3z3

= yTz.

19. Prove: Evaluating an n × n matrix by cofactors requires (n! − 1) additions
and

n−1∑

k=1

n!
k!

multiplications.
Proof: The proof is by induction on n. In the case n = 1 no additions and
multiplications are necessary. Since 1! − 1 = 0 and

0∑

k=1

n!
k!

= 0

the result holds when n = 1. Let us assume the result holds when n = m. If
A is an (m + 1) × (m + 1) matrix then

det(A) = a11 det(M11) − a12 det(M12) ± · · · ± a1,m+1 det(M1,m+1)

Each M1j is an m × m matrix. By the induction hypothesis the calculation
of det(M1j) requires (m! − 1) additions and

m−1∑

k=1

m!
k!

multiplications. The calculation of all m+1 of these determinants requires
(m + 1)(m! − 1) additions and

m−1∑

k=1

(m + 1)!
k!

multiplications. The calculation of det(A) requires an additional m + 1 mul-
tiplications and an additional m additions. Thus the number of additions
necessary to compute det(A) is

(m + 1)(m! − 1) + m = (m + 1)! − 1

and the number of multiplications needed is
m−1∑

k=1

(m + 1)!
k!

+ (m + 1) =
m−1∑

k=1

(m + 1)!
k!

+
(m + 1)!

m!
=

m∑

k=1

(m + 1)!
k!

20. In the elimination method the matrix is reduced to triangular form and the
determinant of the triangular matrix is calculated by multiplying its diagonal
elements. At the first step of the reduction process the first row is multiplied
by mi1 = −ai1/a11 and then added to the ith row. This requires 1 division,
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n − 1 multiplications and n − 1 additions. However, this row operation is
carried out for i = 2, . . . , n. Thus the first step of the reduction requires n−1
divisions, (n−1)2 multiplications and (n−1)2 additions. At the second step
of the reduction this same process is carried out on the (n − 1) × (n − 1)
matrix obtained by deleting the first row and first column of the matrix
obtained from step 1. The second step of the elimination process requires
n− 2 divisions, (n− 2)2 multiplications, and (n− 2)2 additions. After n− 1
steps the reduction to triangular form will be complete. It will require:

(n − 1) + (n − 2) + · · ·+ 1 =
n(n − 1)

2
divisions

(n − 1)2 + (n − 2)2 + · · ·+ 12 =
n(2n − 1)(n − 1)

6
multiplications

(n − 1)2 + (n − 2)2 + · · ·+ 12 =
n(2n − 1)(n − 1)

6
additions

It takes n− 1 additional multiplications to calculate the determinant of the
triangular matrix. Thus the calculation det(A) by the elimination method
requires:

n(n − 1)
2

+
n(2n − 1)(n − 1)

6
+ (n − 1) =

(n − 1)(n2 + n + 3)
3

multiplications and divisions and n(2n − 1)(n − 1)
6 additions.

SECTION 3

1. (b) det(A) = 10, adj A =

 4 −1

−1 3


, A−1 =

1
10

adjA

(d) det(A) = 1, A−1 = adjA =




1 −1 0
0 1 −1
0 0 1




6. A adjA = O

7. The solution of Ix = b is x = b. It follows from Cramer’s rule that

bj = xj =
det(Bj)
det(I)

= det(Bj)

8. If det(A) = α then det(A−1) = 1/α. Since adjA = αA−1 we have

det(adj A) = det(αA−1) = αn det(A−1) = αn−1 = det(A)n−1

10. If A is nonsingular then det(A) 6= 0 and hence

adj A = det(A)A−1

is also nonsingular. It follows that

(adj A)−1 =
1

det(A)
(A−1)−1 = det(A−1)A
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Also
adjA−1 = det(A−1)(A−1)−1 = det(A−1)A

11. If A = O then adjA is also the zero matrix and hence is singular. If A is
singular and A 6= O then

A adj A = det(A)I = 0I = O

If aT is any nonzero row vector of A then

aT adj A = 0T or (adj A)Ta = 0

By Theorem 1.4.2, (adjA)T is singular. Since

det(adj A) = det[(adjA)T ] = 0

it follows that adj A is singular.
12. If det(A) = 1 then

adjA = det(A)A−1 = A−1

and hence
adj(adj A) = adj(A−1)

It follows from Exercise 10 that

adj(adj A) = det(A−1)A =
1

det(A)
A = A

13. The (j, i) entry of QT is qij. Since

Q−1 =
1

det(Q)
adj Q

its (j, i) entry is Qij/ det(Q). If Q−1 = QT , then

qij =
Qij

det(Q)

MATLAB EXERCISES
2. The magic squares generated by MATLAB have the property that they are

nonsingular when n is odd and singular when n is even.
3. (a) The matrix B is formed by interchanging the first two rows of A.

det(B) = − det(A).
(b) The matrix C is formed by multiplying the third row of A by 4.

det(C) = 4 det(A).
(c) The matrix D is formed from A by adding 4 times the fourth row of A

to the fifth row.
det(D) = det(A).
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5. The matrix U is very ill-conditioned. In fact it is singular with respect to the
machine precision used by MATLAB. So in general one could not expect to
get even a single digit of accuracy in the computed values of det(UT ) and
det(UUT ). On the other hand, since U is upper triangular, the computed
value of det(U ) is the product of its diagonal entries. This value should be
accurate to the machine precision.

6. (a) Since Ax = 0 and x 6= 0, the matrix must be singular. However,
there may be no indication of this if the computations are done in
floating point arithmetic. To compute the determinant MATLAB does
Gaussian elimination to reduce the matrix to upper triangular form U
and then multiplies the diagonal entries of U . In this case the product
u11u22u33u44u55 has magnitude on the order of 1014. If the computed
value of u66 has magnitude of the order 10−k and k ≤ 14, then MAT-
LAB will round the result to a nonzero integer. (MATLAB knows that
if you started with an integer matrix, you should end up with an integer
value for the determinant.) In general if the determinant is computed
in floating point arithmetic, then you cannot expect it to be a reliable
indicator of whether or not a matrix is nonsingular.

(c) Since A is singular, B = AAT should also be singular. Hence the exact
value of det(B) should be 0.

CHAPTER TEST A
1. The statement is true since

det(AB) = det(A) det(B) = det(B) det(A) = det(BA)

2. The statement is false in general. For example, if

A =

 1 0

0 0


 and B =


 0 0

0 1




then det(A + B) = det(I) = 1 while det(A) + det(B) = 0 + 0 = 0.
3. The statement is false in general. For example, if A = I, (the 2 × 2 identity

matrix), then det(2A) = 4 while 2 det(A) = 2.
4. The statement is true. For any matrix C, det(CT ) = det(C), so in particular

for C = AB we have

det((AB)T ) = det(AB) = det(A) det(B)

5. The statement is false in general. For example if

A =

 2 3

0 4


 and B =


 1 0

0 8




then det(A) = det(B) = 8, however, A 6= B.
6. The statement is true. For a product of two matrices we know that

det(AB) = det(A) det(B)
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Using this it is easy to see that the determinant of a product of k matrices
is the product of the determinants of the matrices, i.e,

det(A1A2 · · ·Ak) = det(A1) det(A2) · · ·det(Ak)

(This can be proved formally using mathematical induction.) In the special
case that A1 = A2 = · · · = Ak we have

det(Ak) = det(A)k

7. The statement is true. A triangular matrix T is nonsingular if and only if

det(T ) = t11t22 · · · tnn 6= 0

Thus T is nonsingular if and only if all of its diagonal entries are nonzero.
8. The statement is true. If Ax = 0 and x 6= 0, then it follows from Theorem

1.4.2 that A must be singular. If A is singular then det(A) = 0.
9. The statement is false in general. For example, if

A =

 0 1

1 0




and B is the 2 × 2 identity matrix, then A and B are row equivalent, however,
their determinants are not equal.

10. The statement is true. If Ak = O, then

det(A)k = det(Ak) = det(O) = 0

So det(A) = 0, and hence A must be singular.

CHAPTER TEST B
1. (a) det(1

2
A) = (1

2
)3 det(A) = 1

8
· 4 = 1

2

(b) det(B−1AT ) = det(B−1) det(AT ) = 1
det(B) det(A) = 1

6 · 4 = 2
3

(c) det(EA2) = − det(A2) = − det(A)2 = −16

2. (a)

det(A) = x

∣∣∣∣
x −1

−1 x

∣∣∣∣ −
∣∣∣∣

1 −1
−1 x

∣∣∣∣ +
∣∣∣∣

1 x
−1 −1

∣∣∣∣
= x(x2 − 1) − (x − 1) + (−1 + x)
= x(x− 1)(x + 1)

(b) The matrix will be singular if x equals 0, 1, or -1.
3. (a)




1 1 1 1
1 2 3 4
1 3 6 10
1 4 10 20




→




1 1 1 1
0 1 2 3
0 2 5 9
0 3 9 19




(l21 = l31 = l41 = 1)
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


1 1 1 1
0 1 2 3
0 2 5 9
0 3 9 19




→




1 1 1 1
0 1 2 3
0 0 1 3
0 0 3 10




(l32 = 2, l42 = 3)




1 1 1 1
0 1 2 3
0 0 1 3
0 0 3 10




→




1 1 1 1
0 1 2 3
0 0 1 3
0 0 0 1




(l43 = 3)

A = LU =




1 0 0 0
1 1 0 0
1 2 1 0
1 3 3 1







1 1 1 1
0 1 2 3
0 0 1 3
0 0 0 1




(b) det(A) = det(LU ) = det(L) det(U ) = 1 · 1 = 1
4. If A is nonsingular then det(A) 6= 0 and it follows that

det(AT A) = det(AT ) det(A) = det(A) det(A) = det(A)2 > 0

Therefore AT A must be nonsingular.
5. If B = S−1AS, then

det(B) = det(S−1AS) = det(S−1) det(A) det(S)

=
1

det(S)
det(A) det(S) = det(A)

6. If A is singular then det(A) = 0 and if B is singular then det(B) so if one
of the matrices is singular then

det(C) = det(AB) = det(A) det(B) = 0

Therefore the matrix C must be singular.
7. The determinant of A − λI will equal 0 if and only if A− λI is singular. By

Theorem 1.4.2, A−λI is singular if and only if there exists a nonzero vector
x such that (A− λI)x = 0. It follows then that det(A − λI) = 0 if and only
if Ax = λx for some x 6= 0.

8. If A = xyT then all of the rows of A are multiples of yT . In fact a(i, :) = xiyT

for j = 1, . . . , n. It follows that if U is any row echelon form of A then U
can have at most one nonzero row. Since A is row equivalent to U and
det(U ) = 0, it follows that det(A) = 0.

9. Let z = x− y. Since x and y are distinct it follows that z 6= 0. Since

Az = Ax − Ay = 0

it follows from Theorem 1.4.2 that A must be singular and hence det(A) = 0.
10. If A has integer entries then adj A will have integer entries. So if | det(A)| = 1

then
A−1 =

1
det(A)

adj A = ± adj A

and hence A−1 must also have integer entries.
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3. To show that C is a vector space we must show that all eight axioms are

satisfied.
A1. (a + bi) + (c + di) = (a + c) + (b + d)i

= (c + a) + (d + b)i
= (c + di) + (a + bi)

A2. (x + y) + z = [(x1 + x2i) + (y1 + y2i)] + (z1 + z2i)
= (x1 + y1 + z1) + (x2 + y2 + z2)i
= (x1 + x2i) + [(y1 + y2i) + (z1 + z2i)]
= x + (y + z)

A3. (a + bi) + (0 + 0i) = (a + bi)
A4. If z = a + bi then define −z = −a − bi. It follows that

z + (−z) = (a + bi) + (−a − bi) = 0 + 0i = 0

A5. α[(a + bi) + (c + di)] = (αa + αc) + (αb + αd)i
= α(a + bi) + α(c + di)

A6. (α + β)(a + bi) = (α + β)a + (α + β)bi
= α(a + bi) + β(a + bi)

A7. (αβ)(a + bi) = (αβ)a + (αβ)bi
= α(βa + βbi)

37
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A8. 1 · (a + bi) = 1 · a + 1 · bi = a + bi

4. Let A = (aij), B = (bij) and C = (cij) be arbitrary elements of Rm×n.
A1. Since aij +bij = bij +aij for each i and j it follows that A+B = B +A.
A2. Since

(aij + bij) + cij = aij + (bij + cij)

for each i and j it follows that

(A + B) + C = A + (B + C)

A3. Let O be the m × n matrix whose entries are all 0. If M = A + O then

mij = aij + 0 = aij

Therefore A + O = A.
A4. Define −A to be the matrix whose ijth entry is −aij . Since

aij + (−aij) = 0

for each i and j it follows that

A + (−A) = O

A5. Since
α(aij + bij) = αaij + αbij

for each i and j it follows that

α(A + B) = αA + αB

A6. Since
(α + β)aij = αaij + βaij

for each i and j it follows that

(α + β)A = αA + βA

A7. Since
(αβ)aij = α(βaij)

for each i and j it follows that

(αβ)A = α(βA)

A8. Since
1 · aij = aij

for each i and j it follows that

1A = A

5. Let f , g and h be arbitrary elements of C[a, b].
A1. For all x in [a, b]

(f + g)(x) = f(x) + g(x) = g(x) + f(x) = (g + f)(x).

Therefore
f + g = g + f
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A2. For all x in [a, b],

[(f + g) + h](x) = (f + g)(x) + h(x)
= f(x) + g(x) + h(x)
= f(x) + (g + h)(x)
= [f + (g + h)](x)

Therefore
[(f + g) + h] = [f + (g + h)]

A3. If z(x) is identically 0 on [a, b], then for all x in [a, b]

(f + z)(x) = f(x) + z(x) = f(x) + 0 = f(x)

Thus
f + z = f

A4. Define −f by

(−f)(x) = −f(x) for all x in [a, b]

Since
(f + (−f))(x) = f(x) − f(x) = 0

for all x in [a, b] it follows that

f + (−f) = z

A5. For each x in [a, b]

[α(f + g)](x) = αf(x) + αg(x)
= (αf)(x) + (αg)(x)

Thus
α(f + g) = αf + αg

A6. For each x in [a, b]

[(α + β)f ](x) = (α + β)f(x)
= αf(x) + βf(x)
= (αf)(x) + (βf)(x)

Therefore
(α + β)f = αf + βf

A7. For each x in [a, b],

[(αβ)f ](x) = αβf(x) = α[βf(x)] = [α(βf)](x)

Therefore
(αβ)f = α(βf)

A8. For each x in [a, b]
1f(x) = f(x)

Therefore
1f = f
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6. The proof is exactly the same as in Exercise 5.
9. (a) If y = β0 then

y + y = β0 + β0 = β(0 + 0) = β0 = y

and it follows that

(y + y) + (−y) = y + (−y)
y + [y + (−y)] = 0
y + 0 = 0
y = 0

(b) If αx = 0 and α 6= 0 then it follows from part (a), A7 and A8 that

0 =
1
α

0 =
1
α

(αx) =
(

1
α

α

)
x = 1x = x

10. Axiom 6 fails to hold.

(α + β)x = ((α + β)x1, (α + β)x2)
αx + βx = ((α + β)x1, 0)

12. A1. x ⊕ y = x · y = y · x = y ⊕ x
A2. (x ⊕ y) ⊕ z = x · y · z = x ⊕ (y ⊕ z)
A3. Since x ⊕ 1 = x · 1 = x for all x, it follows that 1 is the zero vector.
A4. Let

−x = −1 ◦ x = x−1 =
1
x

It follows that

x ⊕ (−x) = x · 1
x

= 1 (the zero vector).

Therefore 1
x is the additive inverse of x for the operation ⊕.

A5. α ◦ (x ⊕ y) = (x ⊕ y)α = (x · y)α = xα · yα

α ◦ x ⊕ α ◦ y = xα ⊕ yα = xα · yα

A6. (α + β) ◦ x = x(α+β) = xα · xβ

α ◦ x ⊕ β ◦ x = xα ⊕ xβ = xα · xβ

A7. (αβ) ◦ x = xαβ

α ◦ (β ◦ x) = α ◦ xβ = (xβ)α = xαβ

A8. 1 ◦ x = x1 = x
Since all eight axioms hold, R+ is a vector space under the operations

of ◦ and ⊕.
13. The system is not a vector space. Axioms A3, A4, A5, A6 all fail to hold.
14. Axioms 6 and 7 fail to hold. To see this consider the following example. If

α = 1.5, β = 1.8 and x = 1, then

(α + β) ◦ x = [[3.3]] · 1 = 3

and
α ◦ x + β ◦ x = [[1.5]] · 1 + [[1.8]] · 1 = 1 · 1 + 1 · 1 = 2



Section 1 41

So Axiom 6 fails. Furthermore,

(αβ) ◦ x = [[2.7]] · 1 = 2

and
α ◦ (β ◦ x) = [[1.5]]([[1.8]] · 1) = 1 · (1 · 1) = 1

so Axiom 7 also fails to hold.
15. If {an}, {bn}, {cn} are arbitrary elements of S, then for each n

an + bn = bn + an

and
an + (bn + cn) = (an + bn) + cn

Hence

{an} + {bn} = {bn} + {an}
{an} + ({bn} + {cn}) = ({an} + {bn}) + {cn}

so Axioms 1 and 2 hold.
The zero vector is just the sequence {0, 0, . . .} and the additive inverse

of {an} is the sequence {−an}. The last four axioms all hold since

α(an + bn) = αan + αbn

(α + β)an = αan + βan

αβan = α(βan)
1an = an

for each n. Thus all eight axioms hold and hence S is a vector space.
16. If

p(x) = a1 + a2x + · · ·+ anxn−1 ↔ a = (a1, a2, . . . , an)T

q(x) = b1 + b2x + · · ·+ bnxn−1 ↔ b = (b1, b2, . . . , bn)T

then

αp(x) = αa1 + αa2x + · · ·+ αanxn−1

αa = (αa1, αa2, . . . , αan)T

and

(p + q)(x) = (a1 + b1) + (a2 + b2)x + · · ·+ (an + bn)xn−1

a + b = (a1 + b1, a2 + b2, . . .an + bn)T

Thus
αp ↔ αa and p + q ↔ a + b
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SECTION 2
7. Cn[a, b] is a nonempty subset of C[a, b]. If f ∈ Cn[a, b], then f (n) is contin-

uous. Any scalar multiple of a continuous function is continuous. Thus for
any scalar α, the function

(αf)(n) = αf (n)

is also continuous and hence αf ∈ Cn[a, b]. If f and g are vectors in Cn[a, b]
then both have continuous nth derivatives and their sum will also have a
continuous nth derivative. Thus f + g ∈ Cn[a, b] and therefore Cn[a, b] is a
subspace of C[a, b].

8. (a) If B ∈ S1, then AB = BA. It follows that

A(αB) = αAB = αBA = (αB)A

and hence αB ∈ S1.
If B and C are in S1, then

AB = BA and AC = CA

thus
A(B + C) = AB + AC = BA + CA = (B + C)A

and hence B + C ∈ S1. Therefore S1 is a subspace of R2×2.
(b) If B ∈ S2, then AB 6= BA. However, for the scalar 0, we have

0B = O 6∈ S2

Therefore S2 is not a subspace. (Also, S2 is not closed under addition.)
(c) If B ∈ S3, then BA = O. It follows that

(αB)A = α(BA) = αO = O

Therefore, αB ∈ S3. If B and C are in S3, then

BA = O and CA = O

It follows that

(B + C)A = BA + CA = O + O = O

Therefore B + C ∈ S3 and hence S3 is a subspace of R2×2.
11 (a) x ∈ Span(x1,x2) if and only if there exist scalars c1 and c2 such that

c1x1 + c2x2 = x

Thus x ∈ Span(x1,x2) if and only if the system Xc = x is consistent.
To determine whether or not the system is consistent we can compute
the row echelon form of the augmented matrix (X |x).




−1 3 2
2 4 6
3 2 6


 →




1 −3 −2
0 1 1
0 0 1




The system is inconsistent and therefore x 6∈ Span(x1,x2).
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(b)



−1 3 −9
2 4 −2
3 2 5


 →




1 −3 −2
0 1 −2
0 0 0




The system is consistent and therefore y ∈ Span(x1,x2).
12. (a) Since the vectors x1,x2, . . . ,xk span V , any vector v in V can be written

as a linear combination v = c1x1 + c2x2 + · · ·+ ckxk. If we add a vector
xk+1 to our spanning set, then we can write v as a letter combination
of the vectors in this augmented set since

v = c1x1 + c2x2 + · · ·+ ckxk + 0vk+1

So the new set of k + 1 vectors will still be a spanning set.
(b) If one of the vectors, say xk, is deleted from the set then we may or

may not end up with a spanning set. It depends on whether xk is in
Span(x1,x2, . . . ,xk−1). If xk 6∈ Span(x1,x2, . . . ,xk−1), then {x1,x2, . . . ,xk−1}
cannot be a spanning set. On the other hand if xk ∈ Span(x1,x2, . . . ,xk−1),
then

Span(x1,x2, . . . ,xk) = Span(x1,x2, . . . ,xk−1)

and hence the k − 1 vectors will span the entire vector space.
13. If A = (aij) is any element of R2×2, then

A =

 a11 0

0 0


 +


 0 a12

0 0


 +


 0 0

a21 0


 +


 0 0

0 a22




= a11E11 + a12E12 + a21E21 + a22E22

15. If {an} ∈ S0, then an → 0 as n → ∞. If α is any scalar, then αan → 0 as
n → ∞ and hence {αan} ∈ S0. If {bn} is also an element of S0, then bn → 0
as n → ∞ and it follows that

lim
n→∞

(an + bn) = lim
n→∞

an + lim
n→∞

bn = 0 + 0 = 0

Therefore {an + bn} ∈ S0, and it follows that S0 is a subspace of S.
16. Let S 6= {0} be a subspace of R1 and let a be an arbitrary element of R1.

If s is a nonzero element of S, then we can define a scalar α to be the real
number a/s. Since S is a subspace it follows that

αs =
a

s
s = a

is an element of S. Therefore S = R1.
17. (a) implies (b).

If N (A) = {0}, then Ax = 0 has only the trivial solution x = 0. By Theorem
1.4.2, A must be nonsingular.

(b) implies (c).

If A is nonsingular then Ax = b if and only if x = A−1b. Thus A−1b is the
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unique solution to Ax = b.

(c) implies (a).

If the equation Ax = b has a unique solution for each b, then in particular
for b = 0 the solution x = 0 must be unique. Therefore N (A) = {0}.

18. Let α be a scalar and let x and y be elements of U ∩V . The vectors x and y
are elements of both U and V . Since U and V are subspaces it follows that

αx ∈ U and x + y ∈ U

αx ∈ V and x + y ∈ V

Therefore
αx ∈ U ∩ V and x + y ∈ U ∩ V

Thus U ∩ V is a subspace of W .
19. S ∪ T is not a subspace of R2.

S ∪ T = {(s, t)T | s = 0 or t = 0}

The vectors e1 and e2 are both in S ∪ T , however, e1 + e2 6∈ S ∪ T .
20. If z ∈ U + V , then z = u + v where u ∈ U and v ∈ V . Since U and V are

subspaces it follows that

αu ∈ U and αv ∈ V

for all scalars α. Thus
αz = αu + αv

is an element of U + V . If z1 and z2 are elements of U + V , then

z1 = u1 + v1 and z2 = u2 + v2

where u1,u2 ∈ U and v1,v2 ∈ V . Since U and V are subspaces it follows
that

u1 + u2 ∈ U and v1 + v2 ∈ V

Thus

z1 + z2 = (u1 + v1) + (u2 + v2) = (u1 + u2) + (v1 + v2)

is an element of U + V . Therefore U + V is a subspace of W .
21. (a) The distributive law does not work in general. For a counterexample,

consider the vector space R2. If we set y = e1 + e2 and let

S = Span(e1), T = Span(e2), U = Span(y)

then
T + U = R2, S ∩ T = {0}, S ∩ U = {0}

and hence

S ∩ (T + U ) = S ∩ R2 = S

(S ∩ T ) + (S ∩ U ) = {0} + {0} = {0}
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(b) This distributive law also does not work in general. For a counterexam-
ple we can use the same subspaces S, T , and U of R2 that were used in
part (a). Since

T ∩ U = {0} and S + U = R2

it follows that

S + (T ∩ U ) = S + {0} = S

(S + T ) ∩ (S + U ) = R2 ∩ R2 = R2

SECTION 3
5. (a) If xk+1 ∈ Span(x1,x2, . . . ,xk), then the new set of vectors will be lin-

early dependent. To see this suppose that

xk+1 = c1x1 + c2x2 + · · ·+ ckxk

If we set ck+1 = −1, then

c1x1 + c2x2 + · · ·+ ckxk + ck+1xk+1 = 0

with at least one of the coefficients, namely ck+1, being nonzero.
On the other hand if xk+1 6∈ Span(x1,x2, . . . ,xk) and

c1x1 + c2x2 + · · ·+ ckxk + ck+1xk+1 = 0

then ck+1 = 0 (otherwise we could solve for xk+1 in terms of the other
vectors). But then

c1x1 + c2x2 + · · ·+ ckxk + ckxk = 0

and it follows from the independence of x1, . . . ,xk that all of the ci co-
efficients are zero and hence that x1, . . . ,xk+1 are linearly independent.
Thus if x1, . . . ,xk are linearly independent and we add a vector xk+1 to
the collection, then the new set of vectors will be linearly independent
if and only if xk+1 6∈ Span(x1,x2, . . . ,xk)

(b) Suppose that x1,x2, . . . ,xk are linearly independent. To test whether
or not x1,x2, . . . ,xk−1 are linearly independent consider the equation

c1x1 + c2x2 + · · ·+ ck−1xk−1 = 0(1)

If c1, c2, . . . , ck−1 work in equation (1), then

c1x1 + c2x2 + · · ·+ ck−1xk−1 + 0xk = 0

and it follows from the independence of x1, . . . ,xk that

c1 = c2 = · · · = ck−1 = 0

and hence x1, . . . ,xk−1 must be linearly independent.
7. (a) W (cos πx, sinπx) = π. Since the Wronskian is not identically zero the

vectors are linearly independent.
(b) W (x, ex, e2x) = 2(x− 1)e3x 6≡ 0
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(c) W (x2, ln(1 + x2), 1 + x2) =
−8x3

(1 + x2)2
6≡ 0

(d) To see that x3 and |x|3 are linearly independent suppose

c1x
3 + c2|x|3 ≡ 0

on [−1, 1]. Setting x = 1 and x = −1 we get

c1 + c2 = 0
−c1 + c2 = 0

The only solution to this system is c1 = c2 = 0. Thus x3 and |x|3 are
linearly independent.

8. The vectors are linearly dependent since

cos x − 1 + 2 sin2 x

2
≡ 0

on [−π, π].
10. (a) If

c1(2x) + c2|x| = 0

for all x in [−1, 1], then in particular we have

−2c1 + c2 = 0 (x = −1)
2c1 + c2 = 0 (x = 1)

and hence c1 = c2 = 0. Therefore 2x and |x| are linearly independent in
C[−1, 1].

(b) For all x in [0, 1]
1 · 2x + (−2)|x| = 0

Therefore 2x and |x| are linearly dependent in C[0, 1].
11. Let v1, . . . ,vn be vectors in a vector space V . If one of the vectors, say v1,

is the zero vector then set

c1 = 1, c2 = c3 = · · · = cn = 0

Since
c1v1 + c2v2 + · · ·+ cnvn = 0

and c1 6= 0, it follows that v1, . . . ,vn are linearly dependent.
12. If v1 = αv2, then

1v1 − αv2 = 0

and hence v1,v2 are linearly dependent. Conversely, if v1, v2 are linearly
dependent, then there exists scalars c1, c2, not both zero, such that

c1v1 + c2v2 = 0

If say c1 6= 0, then

v1 = −c2

c1
v2
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13. Let v1,v2, . . . ,vn be a linearly independent set of vectors and suppose there
is a subset, say v1, . . . ,vk of linearly dependent vectors. This would imply
that there exist scalars c1, c2, . . . , ck, not all zero, such that

c1v1 + c2v2 + · · ·+ ckvk = 0

but then
c1v1 + · · ·+ ckvk + 0vk+1 + · · ·+ 0vn = 0

This contradicts the original assumption that v1,v2, . . . ,vn are linearly in-
dependent.

14. If x ∈ N (A) then Ax = 0. Partitioning A into columns and x into rows and
performing the block multiplication, we get

x1a1 + x2a2, · · ·+ xnan = 0

Since a1, a2, . . . , an are linearly independent it follows that

x1 = x2 = · · · = xn = 0

Therefore x = 0 and hence N (A) = {0}.
15. If

c1y1 + c2y2 + · · ·+ ckyk = 0

then

c1Ax1 + c2Ax2 + · · ·+ ckAxk = 0
A(c1x1 + c2x2 + · · ·+ ckxk) = 0

Since A is nonsingular it follows that

c1x1 + c2x2 + · · ·+ ckxk = 0

and since x1, . . . ,xk are linearly independent it follows that

c1 = c2 = · · · = ck = 0

Therefore y1,y2, . . . ,yk are linearly independent.
16. Since v1, . . . ,vn span V we can write

v = c1v1 + c2v2 + · · ·+ cnvn

If we set cn+1 = −1 then cn+1 6= 0 and

c1v1 + · · ·+ cnvn + cn+1v = 0

Thus v1, . . . ,vn, v are linearly dependent.
17. If {v2, . . . ,vn} were a spanning set for V then we could write

v1 = c2v2 + · · ·+ cnvn

Setting c1 = −1, we would have

c1v1 + c2v2 + · · ·+ cnvn = 0

which would contradict the linear independence of v1,v2, . . . ,vn.
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SECTION 4
3. (a) Since ∣∣∣∣

2 4
1 3

∣∣∣∣ = 2 6= 0

it follows that x1 and x2 are linearly independent and hence form a
basis for R2.

(b) It follows from Theorem 3.4.1 that any set of more than two vectors in
R2 must be linearly dependent.

5. (a) Since ∣∣∣∣∣∣

2 3 2
1 −1 6
3 4 4

∣∣∣∣∣∣
= 0

it follows that x1, x2, x3 are linearly dependent.
(b) If c1x1 + c2x2 = 0, then

2c1 + 3c2 = 0
c1 − c2 = 0

3c1 + 4c2 = 0

and the only solution to this system is c1 = c2 = 0. Therefore x1 and
x2 are linearly independent.

8 (a) Since the dimension of R3 is 3, it takes at least three vectors to span
R3. Therefore x1 and x2 cannot possibly span R3.

(b) The matrix X must be nonsingular or satisfy an equivalent condition
such as det(X) 6= 0.

(c) If x3 = (a, b, c)T and X = (x1,x2,x3) then

det(X) =

∣∣∣∣∣∣

1 3 a
1 −1 b
1 4 c

∣∣∣∣∣∣
= 5a − b − 4c

If one chooses a, b, and c so that

5a − b − 4c 6= 0

then {x1,x2,x3} will be a basis for R3.
9. (a) If a1 and a2 are linearly independent then they span a 2-dimensional

subspace of R3. A 2-dimensional subspace of R3 corresponds to a plane
through the origin in 3-space.

(b) If b = Ax then
b = x1a1 + x2a2

so b is in Span(a1, a2) and hence the dimension of Span(a1, a2,b) is 2.
10. We must find a subset of three vectors that are linearly independent. Clearly

x1 and x2 are linearly independent, but

x3 = x2 − x1
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so x1, x2, x3 are linearly dependent. Consider next the vectors x1, x2, x4.
If X = (x1,x2,x4) then

det(X) =

∣∣∣∣∣∣

1 2 2
2 5 7
2 4 4

∣∣∣∣∣∣
= 0

so these three vectors are also linearly dependent. Finally if use x5 and form
the matrix X = (x1,x2,x5) then

det(X) =

∣∣∣∣∣∣

1 2 1
2 5 1
2 4 0

∣∣∣∣∣∣
= −2

so the vectors x1, x2, x5 are linearly independent and hence form a basis for
R3.

16. dimU = 2. The set {e1, e2} is a basis for U .
dimV = 2. The set {e2, e3} is a basis for V .
dimU ∩ V = 1. The set {e2} is a basis for U ∩ V .
dimU + V = 3. The set {e1, e2, e3} is a basis for U + V .

17. Let {u1,u2} be a basis for U and {v1,v2} be a basis for V . It follows from
Theorem 3.4.1 that u1,u2, v1,v2 are linearly dependent. Thus there exist
scalars c1, c2, c3, c4 not all zero such that

c1u1 + c2u2 + c3v1 + c4v2 = 0

Let
x = c1u1 + c2u2 = −c3v1 − c4v2

The vector x is an element of U ∩ V . We claim x 6= 0, for if x = 0, then

c1u1 + c2u2 = 0 = −c3v1 − c4v2

and by the linear independence of u1 and u2 and the linear independence of
v1 and v2 we would have

c1 = c2 = c3 = c4 = 0

contradicting the definition of the ci’s.
18. Let U and V be subspaces of Rn with the property that U ∩ V = {0}.

If either U = {0} or V = {0} the result is obvious, so assume that both
subspaces are nontrivial with dimU = k > 0 and dimV = r > 0. Let
{u1, . . . ,uk} be a basis for U and let {v1, . . . ,vr} be a basis for V . The
vectors u1, . . . ,uk,v1, . . . ,vr span U + V . We claim that these vectors form
a basis for U + V and hence that dimU + dimV = k + r. To show this we
must show that the vectors are linearly independent. Thus we must show
that if

c1u1 + · · ·+ ckuk + ck+1v1 + · · ·+ ck+rvr = 0(2)

then c1 = c2 = · · · = ck+r = 0. If we set

u = c1u1 + · · ·+ ckuk and v = ck+1v1 + · · ·+ ck+rvr
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then equation (2) becomes
u + v = 0

This implies u = −v and hence that both u and v are in both in U∩V = {0}.
Thus we have

u = c1u1 + · · ·+ ckuk = 0

v = ck+1v1 + · · ·+ ck+rvr = 0

So, by the independence of u1, . . . ,uk and the independence of v1, . . . ,vr it
follows that

c1 = c2 = · · · = ck+r = 0

SECTION 5
11. The transition matrix from E to F is U−1V . To compute U−1V , note that

U−1(U | V ) = (I | U−1V )

and hence (I | U−1V ) and (U | V ) are row equivalent. Thus (I | U−1V ) is
the reduced row echelon form of (U | V ).

SECTION 6
1. (a) The reduced row echelon form of the matrix is




1 0 2
0 1 0
0 0 0




Thus (1, 0, 2) and (0, 1, 0) form a basis for the row space. The first
and second columns of the original matrix form a basis for the column
space:

a1 = (1, 2, 4)T and a2 = (3, 1, 7)T

The reduced row echelon form involves one free variable and hence the
nullspace will have dimension 1. Setting x3 = 1, we get x1 = −2 and
x2 = 0. Thus (−2, 0, 1)T is a basis for the nullspace.

(b) The reduced row echelon form of the matrix is



1 0 0 −10/7
0 1 0 −2/7
0 0 1 0




Clearly then, the set

{(1, 0, 0, −10/7), (0, 1, 0, −2/7), (0, 0, 1, 0)}
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is a basis for the row space. Since the reduced row echelon form of the
matrix involves one free variable the nullspace will have dimension 1.
Setting the free variable x4 = 1 we get

x1 = 10/7, x2 = 2/7, x3 = 0

Thus {(10/7, 2/7, 0, 1)T} is a basis for the nullspace. The dimension
of the column space equals the rank of the matrix which is 3. Thus the
column space must be R3 and we can take as our basis the standard
basis {e1, e2, e3}.

(c) The reduced row echelon form of the matrix is



1 0 0 −0.65
0 1 0 1.05
0 0 1 0.75




The set {(1, 0, 0, −0.65), (0, 1, 0, 1.05), (0, 0, 1, 0, 0.75)} is a basis
for the row space. The set {(0.65, −1.05, −0.75, 1)T} is a basis for
the nullspace. As in part (b) the column space is R3 and we can take
{e1, e2, e3} as our basis.

3 (b) The reduced row echelon form of A is given by

U =




1 2 0 5 −3 0
0 0 1 −1 2 0
0 0 0 0 0 1




The lead variables correspond to columns 1, 3, and 6. Thus a1, a3, a6 form
a basis for the column space of A. The remaining column vectors satisfy the
following dependency relationships.

a2 = 2a1

a4 = 5a1 − a3

a5 = −3a1 + 2a3

4. (c) consistent, (d) inconsistent, (f) consistent
6. There will be exactly one solution. The condition that b is in the column

space of A guarantees that the system is consistent. If the column vectors
are linearly independent, then there is at most one solution. Thus the two
conditions together imply exactly one solution.

7. (a) Since N (A) = {0}

Ax = x1a1 + · · ·+ xnan = 0

has only the trivial solution x = 0, and hence a1, . . . , an are linearly
independent. The column vectors cannot span Rm since there are only
n vectors and n < m.

(b) If b is not in the column space of A, then the system must be inconsistent
and hence there will be no solutions. If b is in the column space of A,
then the system will be consistent, so there will be at least one solution.
By part (a), the column vectors are linearly independent, so there cannot
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be more than one solution. Thus, if b is in the column space of A, then
the system will have exactly one solution.

9. (a) If A and B are row equivalent, then they have the same row space and
consequently the same rank. Since the dimension of the column space
equals the rank it follows that the two column spaces will have the same
dimension.

(b) If A and B are row equivalent, then they will have the same row space,
however, their column spaces are in general not the same. For example
if

A =

 1 0

0 0


 and B =


 0 0

1 0




then A and B are row equivalent but the column space of A is equal to
Span(e1) while the column space of B is Span(e2).

10. The column vectors of A and U satisfy the same dependency relations. By
inspection one can see that

u3 = 2u1 + u2 and u4 = u1 + 4u2

Therefore

a3 = 2a1 + a2 =




−6
10
4
2




+




4
−3

7
−1




=




−2
7

11
1




and

a4 = a1 + 4a2 =




−3
5
2
1




+




16
−12

28
−4




=




13
−7
30
−3




11. If A is 5 × 8 with rank 5, then the column space of A will be R5. So by the
Consistency Theorem, the system Ax = b will be consistent for any b in
R5. Since A has 8 columns, its reduced row echelon form will involve 3 free
variables. A consistent system with free variables must have infinitely many
solutions.

12. If U is the reduced row echelon form of A then the given conditions imply
that

u1 = e1, u2 = e2, u3 = u1 + 2u2, u4 = e3, u5 = 2u1 − u2 + 3u4

Therefore

U =




1 0 1 0 2
0 1 2 0 −1
0 0 0 1 3
0 0 0 0 0




13. (a) Since A is 5 × 3 with rank 3, its nullity is 0. Therefore N (A) = {0}.
(b) If

c1y1 + c2y2 + c3y3 = 0
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then

c1Ax1 + c2Ax2 + c3Ax3 = 0
A(c1x1 + c2x2 + c3x3) = 0

and it follows that c1x1 + c2x2 + c3x3 is in N (A). However, we know
from part (a) that N (A) = {0}. Therefore

c1x1 + c2x2 + c3x3 = 0

Since x1, x2, x3 are linearly independent it follows that c1 = c2 = c3 = 0
and hence y1, y2, y3 are linearly independent.

(c) Since dim R5 = 5 it takes 5 linearly independent vectors to span the
vector space. The vectors y1, y2, y3 do not span R5 and hence cannot
form a basis for R5.

14. Given A is m × n with rank n and y = Ax where x 6= 0. If y = 0 then

x1a1 + x2a2 + · · ·+ xnan = 0

But this would imply that the columns vectors of A are linearly dependent.
Since A has rank n we know that its column vectors must be linearly inde-
pendent. Therefore y cannot be equal to 0.

15. If the system Ax = b is consistent, then b is in the column space of A.
Therefore the column space of (A | b) will equal the column space of A.
Since the rank of a matrix is equal to the dimension of the column space it
follows that the rank of (A | b) equals the rank of A.

Conversely if (A | b) and A have the same rank, then b must be in the
column space of A. If b were not in the column space of A, then the rank of
(A | b) would equal rank(A) + 1.

16. (a) If x ∈ N (A), then
BAx = B0 = 0

and hence x ∈ N (BA). Thus N (A) is a subspace of N (BA). On the
other hand, if x ∈ N (BA), then

B(Ax) = BAx = 0

and hence Ax ∈ N (B). But N (B) = {0} since B is nonsingular. There-
fore Ax = 0 and hence x ∈ N (A). Thus BA and A have the same
nullspace. It follows from the Rank-Nullity Theorem that

rank(A) = n − dimN (A)
= n − dimN (BA)
= rank(BA)

(b) By part (a), left multiplication by a nonsingular matrix does not alter
the rank. Thus

rank(A) = rank(AT ) = rank(CT AT )
= rank((AC)T )
= rank(AC)



54 Chapter 3

17. Corollary 3.6.4. An n×n matrix A is nonsingular if and only if the column
vectors of A form a basis for Rn.
Proof: It follows from Theorem 3.6.3 that the column vectors of A form a
basis for Rn if and only if for each b ∈ Rn the system Ax = b has a unique
solution. We claim Ax = b has a unique solution for each b ∈ Rn if and
only if A is nonsingular. If A is nonsingular then x = A−1b is the unique
solution to Ax = b. Conversely, if for each b ∈ Rn, Ax = b has a unique
solution, then x = 0 is the only solution to Ax = 0. Thus it follows from
Theorem 1.4.2 that A is nonsingular.

18. If N (A−B) = Rn then the nullity of A−B is n and consequently the rank
of A − B must be 0. Therefore

A − B = O

A = B

19. (a) The column space of B will be a subspace of N (A) if and only if

Abj = 0 for j = 1, . . . , n

However, the jth column of AB is

ABej = Abj , j = 1, . . . , n

Thus the column space of B will be a subspace of N (A) if and only if
all the column vectors of AB are 0 or equivalently AB = O.

(b) Suppose that A has rank r and B has rank k and AB = O. By part (a)
the column space of B is a subspace of N (A). Since N (A) has dimension
n − r, it follows that the dimension of the column space of B must be
less than or equal to n − r. Therefore

rank(A) + rank(B) = r + k ≤ r + (n − r) = n

20. Let x0 be a particular solution to Ax = b. If y = x0 + z, where z ∈ N (A),
then

Ay = Ax0 + Az = b + 0 = b
and hence y is also a solution.

Conversely, if x0 and y are both solutions to Ax = b and z = y− x0,
then

Az = Ay − Ax0 = b− b = 0
and hence z ∈ N (A).

21. (a) Since

A = xyT =




x1

x2

...
xm




yT =




x1yT

x2yT

...
xmyT




the rows of A are all multiples of yT . Thus {yT} is a basis for the row
space of A. Since

A = xyT = x(y1, y2, . . . , yn)
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= (y1x, y2x, . . . , ynx)

it follows that the columns of A are all multiples of x and hence {x} is
a basis for the column space of A.

(b) Since A has rank 1, the nullity of A is n − 1.
22. (a) If c is a vector in the column space of C, then

c = ABx

for some x ∈ Rr . Let y = Bx. Since c = Ay, it follows that c is in the
column space of A and hence the column space of C is a subspace of
the column space of A.

(b) If cT is a row vector of C, then c is in the column space of CT . But
CT = BTAT . Thus, by part (a), c must be in the column space of BT

and hence cT must be in the row space of B.
(c) It follows from part (a) that rank(C) ≤ rank(A) and it follows from

part (b) that rank(C) ≤ rank(B). Therefore

rank(C) ≤ min{rank(A), rank(B)}

23 (a) In general a matrix E will have linearly independent column vectors if
and only if Ex = 0 has only the trivial solution x = 0. To show that
C has linearly independent column vectors we will show that Cx 6= 0
for all x 6= 0 and hence that Cx = 0 has only the trivial solution. Let
x be any nonzero vector in Rr and let y = Bx. Since B has linearly
independent column vectors it follows that y 6= 0. Similarly since A has
linearly independent column vectors, Ay 6= 0. Thus

Cx = ABx = Ay 6= 0

(b) If A and B both have linearly independent row vectors, then BT and
AT both have linearly independent column vectors. Since CT = BTAT ,
it follows from part (a) that the column vectors of CT are linearly inde-
pendent, and hence the row vectors of C must be linearly independent.

24. (a) If the column vectors of B are linearly dependent then Bx = 0 for some
nonzero vector x ∈ Rr. Thus

Cx = ABx = A0 = 0

and hence the column vectors of C must be linearly dependent.
(b) If the row vectors of A are linearly dependent then the column vectors

of AT must be linearly dependent. Since CT = BT AT , it follows from
part (a) that the column vectors of CT must be linearly dependent. If
the column vectors of CT are linearly dependent, then the row vectors
of C must be linearly dependent.

25. (a) Let C denote the right inverse of A and let b ∈ Rm. If we set x = Cb
then

Ax = ACb = Imb = b

Thus if A has a right inverse then Ax = b will be consistent for each
b ∈ Rm and consequently the column vectors of A will span Rm.
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(b) No set of less than m vectors can span Rm. Thus if n < m, then the
column vectors of A cannot span Rm and consequently A cannot have
a right inverse. If n ≥ m then a right inverse is possible.

27. Let B be an n × m matrix. Since

DB = Im

if and only if
BTDT = IT

m = Im

it follows that D is a left inverse for B if and only if DT is a right inverse
for BT .

28. If the column vectors of B are linearly independent, then the row vectors
of BT are linearly independent. Thus BT has rank m and consequently the
column space of BT is Rm. By Exercise 26, BT has a right inverse and
consequently B must have a left inverse.

29. Let B be an n × m matrix. If B has a left inverse, then BT has a right
inverse. It follows from Exercise 25 that the column vectors of BT span Rm.
Thus the rank of BT is m. The rank of B must also be m and consequently
the column vectors of B must be linearly independent.

30. Let u(1, :),u(2, :), . . .,u(k, :) be the nonzero row vectors of U . If

c1u(1, :) + c2u(2, :) + · · ·+ cku(k, :) = 0T

then we claim
c1 = c2 = · · · = ck = 0

This is true since the leading nonzero entry in u(i, :) is the only nonzero entry
in its column. Let us refer to the column containing the leading nonzero entry
of u(i, :) as j(i). Thus if

yT = c1u(1, :) + c2u(2, :) + · · ·+ cku(k, :) = 0T

then
0 = yj(i) = ci, i = 1, . . . , k

and it follows that the nonzero row vectors of U are linearly independent.

MATLAB EXERCISES
1. (a) The column vectors of U will be linearly independent if and only if the

rank of U is 4.
(d) The matrices S and T should be inverses.

2. (a) Since
r = dim of row space ≤ m

and
r = dim of column space ≤ n
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it follows that
r ≤ min(m, n)

(c) All the rows of A are multiples of yT and all of the columns of A are
multiples of x. Thus the rank of A is 1.

(d) Since X and Y T were generated randomly, both should have rank 2 and
consequently we would expect that their product should also have rank
2.

3. (a) The column space of C is a subspace of the column space of B. Thus
A and B must have the same column space and hence the same rank.
Therefore we would expect the rank of A to be 4.

(b) The first four columns of A should be linearly independent and hence
should form a basis for the column space of A. The first four columns
of the reduced row echelon form of A should be the same as the first
four columns of the 8 × 8 identity matrix. Since the rank is 4, the last
four rows should consist entirely of 0’s.

(c) If U is the reduced row echelon form of B, then U = MB where M is
a product of elementary matrices. If B is an n × n matrix of rank n,
then U = I and M = B−1. In this case it follows that the reduced row
echelon form of (B BX) will be

B−1(B BX) = (I X)

If B is m × n of rank n and n < m, then its reduced row echelon form
is given by

U = MB =

 I

O




It follows that the reduced row echelon form of (B BX) will be

MB(I X) =

 I

O


 (I X) =


 I X

O O




4. (d) The vectors Cy and b + cu are equal since

Cy = (A + uvT )y = Ay + cu = b + cu

The vectors Cz and (1 + d)u are equal since

Cz = (A + uvT )z = Az + du = u + du

It follows that

Cx = C(y− ez) = b + cu− e(1 + d)u = b

The rank one update method will fail if d = −1. In this case

Cz = (1 + d)u = 0

Since z is nonzero, the matrix C must be singular.
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CHAPTER TEST A
1. The statement is true. If S is a subspace of a vector space V , then it is

nonempty and it is closed under the operations of V . To show that S, with
the operations of addition and scalar multiplication from V , forms a vector
space we must show that the eight vector space axioms are satisfied. Since
S is closed under scalar multiplication, it follows from Theorem 3.1.1 that
if x is any vector in S, then 0 = 0x is a vector in S and −1x is the additive
inverse of x. So axioms A3 and A4 are satisfied. The remaining six axioms
hold for all vectors in V and hence hold for all vectors in S. Thus S is a
vector space.

2. The statement is false. The elements of R3 are 3× 1 matrices. Vectors that
are in R2 cannot be in vectors in R3 since they are only 2 × 1 matrices.

3. The statement is false. A two dimensional subspace of R3 corresponds to
a plane through the origin in 3-space. If S and T are two different two
dimensional subspaces of R3 then both correspond to planes through the
origin and their intersection must correspond to a line through the origin.
Thus the intersection cannot consist of just the zero vector.

4. The statement is false in general. See the solution to Exercise 19 of Section 2.
5. The statement is true. See the solution to Exercise 18 of Section 2.
6. The statement is true. See Theorem 3.4.3.
7. The statement is false in general. If x1,x2, . . . ,xn span a vector space V of

dimension k < n, then they will be linearly dependent since there are more
vectors than the dimension of the vector space. For example,

x1 =

 1

0


 , x2 =


 0

1


 , x3 =


 1

1




are vectors that span R2, but are not linearly independent. Since the di-
mension of R2 is 2, any set of more than 2 vectors in R2 must be linearly
dependent.

8. The statement is true. If

Span(x1,x2, . . . ,xk) = Span(x1,x2, . . . ,xk−1)

then xk must be in Span(x1,x2, . . . ,xk−1). So xk can be written as a linear
combination of x1,x2, . . . ,xk−1 and hence there is a dependency relation
among the vectors. Specifically if

xk = c1x1 + c2x2 + · · ·+ ck−1xk−1

then we have the dependency relation

c1x1 + c2x2 + · · ·+ ck−1xk−1 − 1xk = 0

9. The statement is true. The rank of A is the dimension of the row space of A.
The rank of AT is the dimension of the row space of AT . The independent
rows of AT correspond to the independent columns of A. So the rank of
AT equals the dimension of the column space of A. But the row space and



Chapter Test B 59

column space of A have the same dimension (Theorem 3.6.5). So A and AT

must have the same rank.
10. If m 6= n then the statement is false since

dimN (A) = n − r and dim N (AT ) = m − r

where r is the rank of A.

CHAPTER TEST B
1. The vectors are linearly dependent since

0x1 + 0x2 + 1x3 = 0x1 + 0x2 + 10 = 0

2. (a) S1 consists of all vectors of the form

x =

−a

a




so if

x =

−a

a


 and y =


 −b

b




are arbitrary vectors in S1 and c is any scalar then

cx =

 −ca

ca


 ∈ S1

and

x + y =

 −a

a


 +


−b

b


 =


−a − b

a + b


 ∈ S1

Since S1 is nonempty and closed under the operations of scalar multi-
plication and vector addition, it follow that S1 is a subspace of R2.

(b) S2 is not a subspace of R2 since it is not closed under addition. The
vectors

x =

 1

0


 and y =


 0

1




are both in S2, however,

x + y =

 1

1




is not in S2.
3. (a)




1 3 1 3 4 0
0 0 1 1 1 0
0 0 2 2 2 0
0 0 3 3 3 0




→




1 3 0 2 3 0
0 0 1 1 1 0
0 0 0 0 0 0
0 0 0 0 0 0




The free variables are x2, x4, and x5. If we set x2 = a, x4 = b, and
x5 = c, then

x1 = −3a − 2b − 3c and x3 = −b − c
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Thus N (A) consists of all vectors of the form

x =




−3a − 2b − 3c
a

−b − c
b
c




= a




−3
1
0
0
0




+ b




−2
0

−1
1
0




+ c




−3
0

−1
0
1




The vectors

x1 =




−3
1
0
0
0




, x2 =




−2
0

−1
1
0




, x3 =




−3
0

−1
0
1




form a basis for N (A).
(b) The lead 1’s occur in the first and third columns of the echelon form.

Therefore

a1 =




1
0
0
0




, a3 =




1
1
2
3




form a basis for the column space of A.
4. The columns of the matrix that correspond to the lead variables are linearly

independent and span the column space of the matrix. So the dimension
of the column space is equal to the number of lead variables in any row
echelon form of the matrix. If there are r lead variables then there are n− r
free variables. By the Rank-Nullity Theorem the dimension of the nullspace
is n − r. So the dimension of the nullspace is equal to the number of free
variables in any echelon form of the matrix.

5. (a) One dimensional subspaces correspond to lines through the origin in
3-space. If the first subspace U1 is the span of a vector u1 and the
second subspace U2 is the span of a vector u2 and the vectors u1 and
u2 are linearly independent, then the two lines will only intersect at the
origin and consequently we will have U1 ∩ U2 = {0}.

(b) Two dimensional subspaces correspond to planes through the origin in
3-space. Any two distinct planes through the origin will intersect in a
line. So V1 ∩ V2 must contain infinitely many vectors.

6. (a) If

A =

 a b

b c


 , B =


 d e

e f




are arbitrary symmetric matrices and α is any scalar, then

αA =

 αa αb

αb αc


 and A + B =


 a + d b + e

b + e c + f




are both symmetric. Therefore S is closed under the operations of scalar
multiplication and vector addition and hence S is a subspace of R2×2.
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(b) The vectors

E1 =

 1 0

0 0


 , E2 =


 0 1

1 0


 , E3 =


 0 0

0 1




are linearly independent and they span S. Therefore they form a basis
for S.

7. (a) If A is 6 × 4 with rank 4, then by the Rank-Nullity Theorem dimN (A) =
0 and consequently N (A) = {0}.

(b) The column vectors of A are linearly independent since the rank of A is
4, however, they do not span R6 since you need 6 linearly independent
vectors to spanR6.

(c) By the Consistency Theorem if b is in the column space of A then the
system is consistent. The condition that the column vectors of A are
linearly independent implies that there cannot be more than 1 solution.
Therefore there must be exactly 1 solution.

8. (a) The dimension of R3 is 3, so any collection of more than 3 vectors must
be linearly dependent.

(b) Since dimR3 = 3, it takes 3 linearly independent vectors to span R3.
No 2 vectors can span, so x1 and x2 do not span R3.

(c) The matrix

X = (x1,x2,x3) =




1 1 1
2 3 5
2 3 5




only has 2 linearly independent row vectors, so the dimension of the
rowspace and dimension of the column space both must be equal to
2. Therefore x1, x2, x3 are linearly dependent and only span a 2-
dimensional subspace of R3. The vectors to not form a basis for R3

since they are linearly dependent.
(d) If we set A = (x1,x2,x4), then

det(A) =

∣∣∣∣∣∣

1 1 1
2 3 2
2 3 3

∣∣∣∣∣∣
=

∣∣∣∣∣∣

1 1 1
0 1 0
0 1 1

∣∣∣∣∣∣
= 1

Therefore x1, x2, x3 are linearly independent. Since dimR3 = 3, the
three vectors will span and form a basis for R3.

9. If
c1y1 + c2y2 + c3y3 = 0

then
c1Ax1 + c2Ax2 + c3Ax3 = A0 = 0

Multiplying through by A−1 we get

c1x1 + c2x2 + c3x3 = 0

Since x1, x2, x3 are linearly independent, it follows that c1 = c2 = c3 = 0.
Therefore y1, y2, y3 are linearly independent.
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10. (a) The rank of A equals the dimension of the column space of A which is
3. By the Rank-Nullity Theorem, dimN (A) = 5 − 3 = 2.

(b) Since a1, a2, a3 are linearly independent, the first three columns of the
reduced row echelon form U will be

u1 = e1, u2 = e2, u3 = e3

The remaining columns of U satisfy the same dependency relations that
the column vectors of A satisfy. Therefore

u4 = u1 + 3u2 + u3 = e1 + 3e2 + e3

u5 = 2u1 − u3 = 2e1 − e3

and it follows that

U =




1 0 0 1 2
0 1 0 3 0
0 0 1 1 −1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0




11. (a) If U = (u1,u2), then the transition matrix corresponding to a change
of basis from [e1, e2] to [u1,u2] is

U−1 =

 7 −2

−3 1




(b) Let V = (v1,v2). If x = V d = Uc then c = U−1V d and hence the
transition matrix corresponding to a change of basis from [v1,v2] to
[u1,u2] is

U−1V =

 7 −2

−3 1





 5 4

2 9


 =


 31 10

−13 −3





