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PREFACE

TO THE STUDENT

Authors of books live with the hope that someone actually reads them. Contrary to
what you might believe, almost everything in a typical college-level mathematics text
is written for you and not the instructor. True, the topics covered in the text are cho-
sen to appeal to instructors because they make the decision on whether to use it in
their classes, but everything written in it is aimed directly at you the student. So I
want to encourage you—no, actually I want to fell you—to read this textbook! But
do not read this text like you would a novel; you should not read it fast and you
should not skip anything. Think of it as a workbook. By this I mean that mathemat-
ics should always be read with pencil and paper at the ready because, most likely, you
will have to work your way through the examples and the discussion. Read—oops,
work—all the examples in a section before attempting any of the exercises; the ex-
amples are constructed to illustrate what I consider the most important aspects of the
section, and therefore, reflect the procedures necessary to work most of the problems
in the exercise sets. I tell my students when reading an example, cover up the solu-
tion; try working it first, compare your work against the solution given, and then
resolve any differences. I have tried to include most of the important steps in each
example, but if something is not clear you should always try—and here is where
the pencil and paper come in again—to fill in the details or missing steps. This may
not be easy, but that is part of the learning process. The accumulation of facts fol-
lowed by the slow assimilation of understanding simply cannot be achieved without
a struggle.

Specifically for you, a Student Resource and Solutions Manual (SRSM) is avail-
able as an optional supplement. In addition to containing solutions of selected prob-
lems from the exercises sets, the SRSM has hints for solving problems, extra exam-
ples, and a review of those areas of algebra and calculus that I feel are particularly
important to the successful study of differential equations. Bear in mind you do not
have to purchase the SRSM; by following my pointers given at the beginning of most
sections, you can review the appropriate mathematics from your old precalculus or
calculus texts.

In conclusion, I wish you good luck and success. I hope you enjoy the text and
the course you are about to embark on—as an undergraduate math major it was one
of my favorites because I liked mathematics that connected with the physical world.
If you have any comments, or if you find any errors as you read/work your way
through the text, or if you come up with a good idea for improving either it or the
SRSM, please feel free to either contact me or my editor at Brooks/Cole Publishing
Company:

charlie.vanwagner @cengage.com

TO THE INSTRUCTOR

WHAT IS NEW IN THIS EDITION?

First, let me say what has not changed. The chapter lineup by topics, the number and
order of sections within a chapter, and the basic underlying philosophy remain the
same as in the previous editions.
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In case you are examining this text for the first time, A First Course in
Differential Equations with Modeling Applications, 9th Edition, is intended for
either a one-semester or a one-quarter course in ordinary differential equations. The
longer version of the text, Differential Equations with Boundary-Value Problems,
7th Edition, can be used for either a one-semester course, or a two-semester course
covering ordinary and partial differential equations. This longer text includes six
more chapters that cover plane autonomous systems and stability, Fourier series and
Fourier transforms, linear partial differential equations and boundary-value prob-
lems, and numerical methods for partial differential equations. For a one semester
course, I assume that the students have successfully completed at least two semes-
ters of calculus. Since you are reading this, undoubtedly you have already examined
the table of contents for the topics that are covered. You will not find a “suggested
syllabus” in this preface; I will not pretend to be so wise as to tell other teachers
what to teach. I feel that there is plenty of material here to pick from and to form a
course to your liking. The text strikes a reasonable balance between the analytical,
qualitative, and quantitative approaches to the study of differential equations. As far
as my “underlying philosophy” it is this: An undergraduate text should be written
with the student’s understanding kept firmly in mind, which means to me that the
material should be presented in a straightforward, readable, and helpful manner,
while keeping the level of theory consistent with the notion of a “first course.”

For those who are familiar with the previous editions, I would like to mention a
few of the improvements made in this edition.

e Contributed Problems Selected exercise sets conclude with one or two con-
tributed problems. These problems were class-tested and submitted by in-
structors of differential equations courses and reflect how they supplement
their classroom presentations with additional projects.

* Exercises Many exercise sets have been updated by the addition of new prob-
lems to better test and challenge the students. In like manner, some exercise
sets have been improved by sending some problems into early retirement.

e Design This edition has been upgraded to a four-color design, which adds
depth of meaning to all of the graphics and emphasis to highlighted phrases.
I oversaw the creation of each piece of art to ensure that it is as mathemati-
cally correct as the text.

e New Figure Numeration It took many editions to do so, but I finally became
convinced that the old numeration of figures, theorems, and definitions had to
be changed. In this revision I have utilized a double-decimal numeration sys-
tem. By way of illustration, in the last edition Figure 7.52 only indicates that
it is the 52nd figure in Chapter 7. In this edition, the same figure is renumbered
as Figure 7.6.5, where

Chapter Section

v

7.6.5 < Fifth figure in the section

I feel that this system provides a clearer indication to where things are, with-
out the necessity of adding a cumbersome page number.

e Projects from Previous Editions Selected projects and essays from past
editions of the textbook can now be found on the companion website at
academic.cengage.com/math/zill.

STUDENT RESOURCES

e Student Resource and Solutions Manual, by Warren S. Wright, Dennis G. Zill,
and Carol D. Wright ISBN 0495385662 (accompanies A First Course in
Differential Equations with Modeling Applications, 9e), 0495383163 (ac-
companies Differential Equations with Boundary-Value Problems, 7¢e)) pro-
vides reviews of important material from algebra and calculus, the solution of
every third problem in each exercise set (with the exception of the Discussion
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Problems and Computer Lab Assignments), relevant command syntax for the
computer algebra systems Mathematica and Maple, lists of important con-
cepts, as well as helpful hints on how to start certain problems.

e DFE Tools is a suite of simulations that provide an interactive, visual explo-
ration of the concepts presented in this text. Visit academic.cengage.com/
math/zill to find out more or contact your local sales representative to ask
about options for bundling DE Tools with this textbook.

INSTRUCTOR RESOURCES

e Complete Solutions Manual, by Warren S. Wright and Carol D. Wright (ISBN
049538609X), provides worked-out solutions to all problems in the text.

e Test Bank, by Gilbert Lewis (ISBN 0495386065) Contains multiple-choice
and short-answer test items that key directly to the text.
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INTRODUCTION TO DIFFERENTIAL

EQUATIONS

1.1 Definitions and Terminology

1.2 Initial-Value Problems

1.3 Differential Equations as Mathematical Models
CHAPTER 1 IN REVIEW

The words differential and equations certainly suggest solving some kind of
equation that contains derivatives y’, y”, . . . . Analogous to a course in algebra and
trigonometry, in which a good amount of time is spent solving equations such as
x2 + 5x + 4 = 0 for the unknown number x, in this course one of our tasks will be
to solve differential equations such as y” + 2y’ + y = 0 for an unknown function
y=¢X).

The preceding paragraph tells something, but not the complete story, about the
course you are about to begin. As the course unfolds, you will see that there is more
to the study of differential equations than just mastering methods that someone has
devised to solve them.

But first things first. In order to read, study, and be conversant in a specialized
subject, you have to learn the terminology of that discipline. This is the thrust of the
first two sections of this chapter. In the last section we briefly examine the link
between differential equations and the real world. Practical questions such as How
fast does a disease spread? How fast does a population change? involve rates of
change or derivatives. As so the mathematical description—or mathematical

model —of experiments, observations, or theories may be a differential equation.



2 ° CHAPTER 1 INTRODUCTION TO DIFFERENTIAL EQUATIONS

1.1 DEFINITIONS AND TERMINOLOGY

REVIEW MATERIAL

Definition of the derivative

Rules of differentiation

Derivative as a rate of change

First derivative and increasing/decreasing
Second derivative and concavity

INTRODUCTION  The derivative dy/dx of a function y = ¢(x) is itself another function ¢’ (x)
found by an appropriate rule. The function y = ¢**’ is differentiable on the interval (—, %), and
by the Chain Rule its derivative is dy/dx = 0.2xe®'" If we replace ¢*'*" on the right-hand side of
the last equation by the symbol y, the derivative becomes

dy
—= = 0.2xy. 1
I Xy (1

Now imagine that a friend of yours simply hands you equation (1)—you have no idea how it was
constructed—and asks, What is the function represented by the symbol y? You are now face to face
with one of the basic problems in this course:

How do you solve such an equation for the unknown function y = ¢(x)?

A DEFINITION The equation that we made up in (1) is called a differential
equation. Before proceeding any further, let us consider a more precise definition of
this concept.

DEFINITION 1.1.1 Differential Equation

An equation containing the derivatives of one or more dependent variables,
with respect to one or more independent variables, is said to be a differential
equation (DE).

To talk about them, we shall classify differential equations by type, order, and
linearity.

CLASSIFICATION BY TYPE If an equation contains only ordinary derivatives of
one or more dependent variables with respect to a single independent variable it is
said to be an ordinary differential equation (ODE). For example,

A DE can contain more
than one dependent variable

| |
dy d’>y dy dx dy
Dysy=e, 2D ig=0, ad ZT+Z-2i+y
ax Y a2 dx Y and -t Tty @

are ordinary differential equations. An equation involving partial derivatives of
one or more dependent variables of two or more independent variables is called a
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partial differential equation (PDE). For example,

u  du u  du u u v
T Ty, SE_CE % g =T g
0x Jdy 0x ot ot ay 0x

are partial differential equations.”

Throughout this text ordinary derivatives will be written by using either the
Leibniz notation dy/dx, d*y/dx?, d*y/dx?, . .. or the prime notation y’, y", y", . . ..
By using the latter notation, the first two differential equations in (2) can be written
a little more compactly as y’ + 5y = ¢ and y” — y" + 6y = 0. Actually, the prime
notation is used to denote only the first three derivatives; the fourth derivative is
written y® instead of y””. In general, the nth derivative of y is written d"y/dx" or y.
Although less convenient to write and to typeset, the Leibniz notation has an advan-
tage over the prime notation in that it clearly displays both the dependent and
independent variables. For example, in the equation

unknown function
ror dependent variable

2
XL lex =0
dr?

T—independem variable

it is immediately seen that the symbol x now represents a dependent variable,
whereas the independent variable is 7. You should also be aware that in physical
sciences and engineering, Newton’s dot notation (derogatively referred to by some
as the “flyspeck” notation) is sometimes used to denote derivatives with respect
to time £ Thus the differential equation d%s/dt> = —32 becomes § = —32. Partial
derivatives are often denoted by a subscript notation indicating the indepen-
dent variables. For example, with the subscript notation the second equation in
(3) becomes u,, = u,; — 2u,.

CLASSIFICATION BY ORDER The order of a differential equation (either
ODE or PDE) is the order of the highest derivative in the equation. For example,

second order n r first order
d’y dy\?
) =

is a second-order ordinary differential equation. First-order ordinary differential
equations are occasionally written in differential form M(x, y) dx + N(x, y) dy = 0.
For example, if we assume that y denotes the dependent variable in
(y — x) dx + 4xdy = 0, then y’ = dy/dx, so by dividing by the differential dx, we
get the alternative form 4xy’ + y = x. See the Remarks at the end of this section.

In symbols we can express an nth-order ordinary differential equation in one
dependent variable by the general form

Flx, y, ¥, ....0") =0, “4)

where F is a real-valued function of n + 2 variables: x, y,y’, . . ., y". For both prac-
tical and theoretical reasons we shall also make the assumption hereafter that it is
possible to solve an ordinary differential equation in the form (4) uniquely for the

“Except for this introductory section, only ordinary differential equations are considered in A First
Course in Differential Equations with Modeling Applications, Ninth Edition. In that text the

word equation and the abbreviation DE refer only to ODEs. Partial differential equations or PDEs
are considered in the expanded volume Differential Equations with Boundary-Value Problems,
Seventh Edition.
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INTRODUCTION TO DIFFERENTIAL EQUATIONS

highest derivative y™ in terms of the remaining n + 1 variables. The differential
equation

n

y , .
d_x”:f(‘x’y’y""’y( l))> (5)

where f'is a real-valued continuous function, is referred to as the normal form of (4).
Thus when it suits our purposes, we shall use the normal forms

d/\" g dzy g !
—=fxy) and 5 =Sy y)
dx dx*

to represent general first- and second-order ordinary differential equations. For example,
the normal form of the first-order equation 4xy’ + y = xisy’ = (x — y)/4x; the normal
form of the second-order equation y” — y" + 6y = 0is y” = y' — 6y. See the Remarks.

CLASSIFICATION BY LINEARITY An nth-order ordinary differential equation (4)
is said to be linear if F is linear in y, y', . . ., y(”). This means that an nth-order ODE is
linear when (4) is a,(x)y™ + a,—1(x)y" PV + - - - + a1(x)y" + ap(x)y — g(x) =0 or

d d"ly dy
a,(x)
" d

"y
St a, ()t ax) T F ax)y = gl (6)
dx dx X
Two important special cases of (6) are linear first-order (n = 1) and linear second-
order (n = 2) DEs:

dy d’y dy
ai(x) ==+ ay)y =gx)  and  a(0) 5+ a(0) 5=+ ax)y = g0, (7)
dx dx dx
In the additive combination on the left-hand side of equation (6) we see that the char-
acteristic two properties of a linear ODE are as follows:

 The dependent variable y and all its derivatives y’, y”, . . ., y® are of the
first degree, that is, the power of each term involving y is 1.

e The coefficients ag, ay, . ..,a,of y,y', ..., y(”) depend at most on the
independent variable x.

The equations

d? d
(y —x)dx +4xdy=0, y"—2y'+y=0, and —}3)+x—y—5y=e“‘
dx dx

are, in turn, linear first-, second-, and third-order ordinary differential equations. We
have just demonstrated that the first equation is linear in the variable y by writing it in
the alternative form 4xy’ + y = x. A nonlinear ordinary differential equation is sim-
ply one that is not linear. Nonlinear functions of the dependent variable or its deriva-
tives, such as sin y or e, cannot appear in a linear equation. Therefore

nonlinear term: nonlinear term: nonlinear term:

coefficient depends on y nonlinear function of y power not 1
d?y , d*y

(1 =y +2y=c¢, —= +siny =0, and - Ty =0
dx dx

are examples of nonlinear first-, second-, and fourth-order ordinary differential equa-
tions, respectively.

SOLUTIONS As was stated before, one of the goals in this course is to solve, or
find solutions of, differential equations. In the next definition we consider the con-
cept of a solution of an ordinary differential equation.
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Solution of an ODE

Any function ¢, defined on an interval / and possessing at least n derivatives
that are continuous on /, which when substituted into an nth-order ordinary
differential equation reduces the equation to an identity, is said to be a
solution of the equation on the interval.

In other words, a solution of an nth-order ordinary differential equation (4) is a func-
tion ¢ that possesses at least n derivatives and for which

F(x, p(x), ¢’ (), ..., d"(x) =0 for all xin I.

We say that ¢ satisfies the differential equation on /. For our purposes we shall also
assume that a solution ¢ is a real-valued function. In our introductory discussion we
saw that y = ¢’ is a solution of dy/dx = 0.2xy on the interval (—os, ).

Occasionally, it will be convenient to denote a solution by the alternative
symbol y(x).

INTERVAL OF DEFINITION  You cannot think solution of an ordinary differential
equation without simultaneously thinking interval. The interval I in Definition 1.1.2
is variously called the interval of definition, the interval of existence, the interval
of validity, or the domain of the solution and can be an open interval (a, b), a closed
interval [a, b], an infinite interval (a, «), and so on.

I EXAMPLE 1 Verification of a Solution

Verify that the indicated function is a solution of the given differential equation on
the interval (—oo, ).

(a) dy/dx = xy"? y=x () y' =2y +y=0; y=xe

SOLUTION One way of verifying that the given function is a solution is to see, after
substituting, whether each side of the equation is the same for every x in the interval.
(a) From

. dy _ 1 SN
left-hand side: I 16 4 x)—4x,

1\ 1 1
right-hand side: xy'?=x- EX4 =x-(=x2)=-4,

we see that each side of the equation is the same for every real number x. Note
that y'? = 1 x? is, by definition, the nonnegative square root of 7¢x*.

(b) From the derivatives y' = xe* + ¢* and y"” = xe* + 2¢* we have, for every real

number x,
left-hand side: y' =2y +y = (xe' + 2¢%) — 2(xe* + €*) + xe* =0,
right-hand side: 0. |

Note, too, that in Example 1 each differential equation possesses the constant so-
lution y = 0, —oc < x < 0. A solution of a differential equation that is identically
zero on an interval / is said to be a trivial solution.

SOLUTION CURVE The graph of a solution ¢ of an ODE is called a solution
curve. Since ¢ is a differentiable function, it is continuous on its interval I of defini-
tion. Thus there may be a difference between the graph of the function ¢ and the




CHAPTER 1

(a) functiony = 1/x,x # 0

(b) solution y = 1/x, (0, %)

FIGURE 1.1.1

The functiony = 1/x
is not the same as the solutiony = 1/x

INTRODUCTION TO DIFFERENTIAL EQUATIONS

graph of the solution ¢. Put another way, the domain of the function ¢ need not be
the same as the interval / of definition (or domain) of the solution ¢. Example 2
illustrates the difference.

I EXAMPLE 2 Function versus Solution

The domain of y = 1/x, considered simply as a function, is the set of all real num-
bers x except 0. When we graph y = 1/x, we plot points in the xy-plane corre-
sponding to a judicious sampling of numbers taken from its domain. The rational
function y = 1/x is discontinuous at 0, and its graph, in a neighborhood of the ori-
gin, is given in Figure 1.1.1(a). The function y = 1/x is not differentiable at x = 0,
since the y-axis (whose equation is x = 0) is a vertical asymptote of the graph.
Now y = 1/x is also a solution of the linear first-order differential equation
xy' +y = 0. (Verify.) But when we say that y = 1/x is a solution of this DE, we
mean that it is a function defined on an interval / on which it is differentiable and
satisfies the equation. In other words, y = 1/x is a solution of the DE on any inter-
val that does not contain 0, such as (=3, —1), (%, 10), (=00, 0), or (0, ©). Because
the solution curves defined by y = 1/x for =3 <x < —l and § < x < 10 are sim-
ply segments, or pieces, of the solution curves defined by y = 1/x for —o0 < x <0
and 0 < x < o, respectively, it makes sense to take the interval / to be as large as
possible. Thus we take I to be either (—, 0) or (0, ). The solution curve on (0, )
is shown in Figure 1.1.1(b). |

EXPLICIT AND IMPLICIT SOLUTIONS You should be familiar with the terms
explicit functions and implicit functions from your study of calculus. A solution in
which the dependent variable is expressed solely in terms of the independent
variable and constants is said to be an explicit solution. For our purposes, let us
think of an explicit solution as an explicit formula y = ¢(x) that we can manipulate,
evaluate, and differentiate using the standard rules. We have just seen in the last two
examples that y = %x“, y=xe*, and y = 1/x are, in turn, explicit solutions
of dy/dx = xy"?,y" — 2y’ + y =0, and xy’ + y = 0. Moreover, the trivial solu-
tion y = 0 is an explicit solution of all three equations. When we get down to
the business of actually solving some ordinary differential equations, you will
see that methods of solution do not always lead directly to an explicit solution
y = ¢(x). This is particularly true when we attempt to solve nonlinear first-order
differential equations. Often we have to be content with a relation or expression
G(x, y) = 0 that defines a solution ¢ implicitly.

DEFINITION 1.1.3 Implicit Solution of an ODE

A relation G(x, y) = 0 is said to be an implicit solution of an ordinary
differential equation (4) on an interval /, provided that there exists at least
one function ¢ that satisfies the relation as well as the differential equation
on [.

It is beyond the scope of this course to investigate the conditions under which a
relation G(x, y) = 0 defines a differentiable function ¢. So we shall assume that if
the formal implementation of a method of solution leads to a relation G(x, y) = 0,
then there exists at least one function ¢ that satisfies both the relation (that is,
G(x, ¢(x)) = 0) and the differential equation on an interval /. If the implicit solution
G(x, y) = 0 is fairly simple, we may be able to solve for y in terms of x and obtain
one or more explicit solutions. See the Remarks.



(a) implicit solution

x>+ yr=25

(b) explicit solution

yi=V25—-x, -5<x<5

y
5

(¢) explicit solution

y, = =V25—-x3 -5<x<5

FIGURE 1.1.2  An implicit solution
and two explicit solutions of y’ = —x/y

N

FIGURE 1.1.3 Some solutions of

xy' —y=x%sinx
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I EXAMPLE 3 Verification of an Implicit Solution

The relation x> + y? = 25 is an implicit solution of the differential equation

dy by
_— = = 8
i 3 (®)

on the open interval (—5, 5). By implicit differentiation we obtain

d d d d
—x*+—y=—25 or 2x+2yd—y
X

=0.
dx dx dx

Solving the last equation for the symbol dy/dx gives (8). Moreover, solving

x> +y2 =125 for y in terms of x yields y = =\/25 — x>. The two functions
vy = (x) = V25 — x?and y = ¢,(x) = —V25 — x? satisfy the relation (that is,
x2 4+ ¢7 =25 and x> + ¢35 = 25) and are explicit solutions defined on the interval
(=5, 5). The solution curves given in Figures 1.1.2(b) and 1.1.2(c) are segments of
the graph of the implicit solution in Figure 1.1.2(a). |

Any relation of the form x> + y> — ¢ = 0 formally satisfies (8) for any constant c.
However, it is understood that the relation should always make sense in the real number
system; thus, for example, if ¢ = —25, we cannot say that x> + y*> + 25 = 0 is an
implicit solution of the equation. (Why not?)

Because the distinction between an explicit solution and an implicit solution
should be intuitively clear, we will not belabor the issue by always saying, “Here is
an explicit (implicit) solution.”

FAMILIES OF SOLUTIONS The study of differential equations is similar to that of
integral calculus. In some texts a solution ¢ is sometimes referred to as an integral
of the equation, and its graph is called an integral curve. When evaluating an anti-
derivative or indefinite integral in calculus, we use a single constant ¢ of integration.
Analogously, when solving a first-order differential equation F(x, y, y') =0, we
usually obtain a solution containing a single arbitrary constant or parameter c. A
solution containing an arbitrary constant represents a set G(x, y, ¢) = 0 of solutions
called a one-parameter family of solutions. When solving an nth-order differential
equation F(x, y, y',...,y™) =0, we seek an n-parameter family of solutions
G(x,y, c1, €2, . .., ¢y) = 0. This means that a single differential equation can possess
an infinite number of solutions corresponding to the unlimited number of choices
for the parameter(s). A solution of a differential equation that is free of arbitrary
parameters is called a particular solution. For example, the one-parameter family
y = ¢cx — x cos x is an explicit solution of the linear first-order equation xy’ — y =
x? sin x on the interval (—°, %), (Verify.) Figure 1.1.3, obtained by using graphing soft-
ware, shows the graphs of some of the solutions in this family. The solution y =
—x cos x, the blue curve in the figure, is a particular solution corresponding to ¢ = 0.
Similarly, on the interval (—o, %), y = cje* + coxe* is a two-parameter family of solu-
tions of the linear second-order equation y” — 2y’ + y = 0 in Example 1. (Verify.)
Some particular solutions of the equation are the trivial solutiony = 0 (¢; = ¢, = 0),
y=xe"(ci =0,cp=1),y =5¢" — 2xe* (c; =5, c, = —2), and so on.

Sometimes a differential equation possesses a solution that is not a member of a
family of solutions of the equation—that is, a solution that cannot be obtained by spe-
cializing any of the parameters in the family of solutions. Such an extra solution is called
a singular solution. For example, we have seen thaty = %x“ and y = 0 are solutions of
the differential equation dy/dx = xy'/? on (—2°, «). In Section 2.2 we shall demonstrate,
by actually solving it, that the differential equation dy/dx = xy"? possesses the one-
parameter family of solutions y = (i 2+ c)z. When ¢ = 0, the resulting particular
solutionisy = 1—'6 x*. But notice that the trivial solution y = 0 is a singular solution, since
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(a) two explicit solutions

c=-1,
x<0

(b) piecewise-defined solution

FIGURE 1.7.4 Some solutions of
xy' —4y=0

it is not a member of the family y = (ﬁ X+ c)z; there is no way of assigning a value to
the constant ¢ to obtain y = 0.

In all the preceding examples we used x and y to denote the independent and
dependent variables, respectively. But you should become accustomed to seeing
and working with other symbols to denote these variables. For example, we could
denote the independent variable by ¢ and the dependent variable by x.

I EXAMPLE 4 Using Different Symbols

The functions x = c¢; cos 4t and x = ¢, sin 4, where ¢ and ¢, are arbitrary constants
or parameters, are both solutions of the linear differential equation

x" + 16x = 0.
For x = ¢ cos 4t the first two derivatives with respect to ¢ are x' = —4c; sin 4¢
and x” = —16¢, cos 4. Substituting x” and x then gives

x" + 16x = —16¢, cos 4t + 16(c, cos 4t) = 0.
In like manner, for x = ¢, sin 4¢ we have x” = —16¢; sin 4t¢, and so
x" + 16x = —16¢,sin 4t + 16(c, sin 41) = 0.

Finally, it is straightforward to verify that the linear combination of solutions, or the
two-parameter family x = ¢| cos 4t + ¢, sin 4¢, is also a solution of the differential
equation. [ ]

The next example shows that a solution of a differential equation can be a
piecewise-defined function.

I EXAMPLE 5 A Piecewise-Defined Solution

You should verify that the one-parameter family y = cx* is a one-parameter family

of solutions of the differential equation xy’ — 4y = 0 on the inverval (—%, »). See
Figure 1.1.4(a). The piecewise-defined differentiable function

-t x<0
y:

X x=0

is a particular solution of the equation but cannot be obtained from the family
y = cx* by a single choice of c; the solution is constructed from the family by choos-
ingc = —1forx <0andc = 1 forx = 0. See Figure 1.1.4(b). [ |

SYSTEMS OF DIFFERENTIAL EQUATIONS Up to this point we have been
discussing single differential equations containing one unknown function. But
often in theory, as well as in many applications, we must deal with systems of
differential equations. A system of ordinary differential equations is two or more
equations involving the derivatives of two or more unknown functions of a single
independent variable. For example, if x and y denote dependent variables and ¢
denotes the independent variable, then a system of two first-order differential
equations is given by

D fexy)
= fexy
dt - )
)
dy = g(t, x,y)
dt U
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A solution of a system such as (9) is a pair of differentiable functions x = ¢(¢),
y = ¢»(1), defined on a common interval /, that satisfy each equation of the system
on this interval.

I REMARKS

(i) A few last words about implicit solutions of differential equations are in
order. In Example 3 we were able to solve the relation x> + y> = 25 for
y in terms of x to get two explicit solutions, ¢(x) = V25 — x> and
¢,(x) = —V25 — x?, of the differential equation (8). But don’t read too much
into this one example. Unless it is easy or important or you are instructed to,
there is usually no need to try to solve an implicit solution G(x, y) = 0 for y
explicitly in terms of x. Also do not misinterpret the second sentence following
Definition 1.1.3. An implicit solution G(x, y) = 0 can define a perfectly good
differentiable function ¢ that is a solution of a DE, yet we might not be able to
solve G(x, y) = 0 using analytical methods such as algebra. The solution curve
of ¢ may be a segment or piece of the graph of G(x, y) = 0. See Problems 45
and 46 in Exercises 1.1. Also, read the discussion following Example 4 in
Section 2.2.

(ii) Although the concept of a solution has been emphasized in this section,
you should also be aware that a DE does not necessarily have to possess
a solution. See Problem 39 in Exercises 1.1. The question of whether a
solution exists will be touched on in the next section.

(7ii) It might not be apparent whether a first-order ODE written in differential
form M(x, y)dx + N(x, y)dy = 0 is linear or nonlinear because there is nothing
in this form that tells us which symbol denotes the dependent variable. See
Problems 9 and 10 in Exercises 1.1.

(iv) It might not seem like a big deal to assume that F(x, y,y’, ..., y") = 0 can
be solved for y™, but one should be a little bit careful here. There are exceptions,
and there certainly are some problems connected with this assumption. See
Problems 52 and 53 in Exercises 1.1.

(v) You may run across the term closed form solutions in DE texts or in
lectures in courses in differential equations. Translated, this phrase usually
refers to explicit solutions that are expressible in terms of elementary (or
familiar) functions: finite combinations of integer powers of x, roots, exponen-
tial and logarithmic functions, and trigonometric and inverse trigonometric
functions.

(vi) If every solution of an nth-order ODE F(x, y, y', . .., y™) = 0 on an inter-
val I can be obtained from an n-parameter family G(x, y, ¢, ¢2, . . ., ¢;,) = 0 by
appropriate choices of the parameters ¢;, i = 1, 2, .. ., n, we then say that the

family is the general solution of the DE. In solving linear ODEs, we shall im-
pose relatively simple restrictions on the coefficients of the equation; with these
restrictions one can be assured that not only does a solution exist on an interval
but also that a family of solutions yields all possible solutions. Nonlinear ODEs,
with the exception of some first-order equations, are usually difficult or impos-
sible to solve in terms of elementary functions. Furthermore, if we happen to
obtain a family of solutions for a nonlinear equation, it is not obvious whether
this family contains all solutions. On a practical level, then, the designation
“general solution” is applied only to linear ODEs. Don’t be concerned about
this concept at this point, but store the words “general solution” in the back of
your mind—we will come back to this notion in Section 2.3 and again in
Chapter 4.
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EXERCISES 1.1

Answers to selected odd-numbered problems begin on page ANS-1.

In Problems 1-8 state the order of the given ordinary differ-
ential equation. Determine whether the equation is linear or
nonlinear by matching it with (6).

1. (1 —x)y" —4xy'+ 5y =cosx

3.5 — By +6y=0

4 du du + cos(r + u)
.+t —+u= r+u
dr* dr

dzy <dy>2
5. —==,4/1+|—

dx? dx

d’R k
6. — = ——

dr? R?

7. (sin 6)y” — (cos B)y' =2
=2
8.5&—(1 —%)x +x=0

In Problems 9 and 10 determine whether the given first-order
differential equation is linear in the indicated dependent
variable by matching it with the first differential equation
given in (7).

9. > — 1)dx+xdy=0;iny;inx
10. udv+ (v +uv —ue*)du = 0;inv;inu
In Problems 11-14 verify that the indicated function is an
explicit solution of the given differential equation. Assume

an appropriate interval / of definition for each solution.

11. 2y +y=0; y=e *?

@)}

—20t

dy
12. 2 +20y=24; y=
” y y

S R o)
9]

13. y" — 6y’ + 13y =0; y=e>*cos2x

14. y" + y=tanx; y = —(cosx)n(sec x + tan x)

In Problems 15-18 verify that the indicated function
y = ¢(x) is an explicit solution of the given first-order
differential equation. Proceed as in Example 2, by consider-
ing ¢ simply as a function, give its domain. Then by consid-
ering ¢ as a solution of the differential equation, give at least
one interval [ of definition.

15. (y —x)y =y —x+8 y=x+4Vx+2

16. y' =25+ y% y=5tanSx
17. vy =2xy% y=1/(4 —x?)
18. 2y’ =y3cosx; y= (1 —sinx) 2

In Problems 19 and 20 verify that the indicated expression is
an implicit solution of the given first-order differential equa-
tion. Find at least one explicit solution y = ¢ (x) in each case.
Use a graphing utility to obtain the graph of an explicit solu-
tion. Give an interval I of definition of each solution ¢.

19. %X = x - - 2xy, 1<2X_1>—t
dt C M\ x -

20. 2xydx + (2 —y)dy=0; —2x’y+y>=1

In Problems 21-24 verify that the indicated family of func-
tions is a solution of the given differential equation. Assume
an appropriate interval / of definition for each solution.

ce

1+ ce

L pa-p; p=
T odr ’

d 2 . 2 2
22. & +2xy=1, y= exf e'dt + ce™
dx 0

d’y  dy
23. i 4;6 + 4y =0; y=ce* + cxe?
d? d? d
24, x3—d)3)+ 2x2—d)2)—xd—y+y = 12x%
X X X

y=cx '+ cx + c3xInx + 4x?

25. Verify that the piecewise-defined function

X2, x<0
y = )
x5, x=0

is a solution of the differential equation xy" — 2y = 0
on (—%, ©).

26. In Example 3 we saw that y = ¢1(x) = V25 — x* and
y = ¢y(x) = —V25 — x> are solutions of dy/dx =
—x/y on the interval (—35, 5). Explain why the piecewise-
defined function

B V25 —x2, —5<x<0
YT1-V25 -2 0=x<5

is not a solution of the differential equation on the
interval (=5, 5).



In Problems 27-30 find values of m so that the function
y = €™ is a solution of the given differential equation.

27.y +2y=0
29. y' — 5y + 6y =0

28. 5y =2y
30. 2y" +7y' —4y=0

In Problems 31 and 32 find values of m so that the function
y = x™is a solution of the given differential equation.

3. vy +2y' =0
32. X% —Txy' + 15y =0

In Problems 33—36 use the concept that y = ¢, —o0 < x < o0,
is a constant function if and only if y' =0 to determine
whether the given differential equation possesses constant
solutions.

33. 3xy' + 5y =10

4.y =y>+2y—3

35. y— 1)y =1

36. y' +4y" + 6y =10

In Problems 37 and 38 verify that the indicated pair of

functions is a solution of the given system of differential
equations on the interval (—o, ©).

dx d*x
3. Z i1 38—yt
a7 dr? yore
dy d?y
Z=5x+3y; ﬁ—4x—e’,
X = e % + 3¢9, x = cos 2t + sin2t + 1 e,

y = —e ¥+ 5¢ y = —cos2t —sin2t — i

Discussion Problems

39. Make up a differential equation that does not possess
any real solutions.

40. Make up a differential equation that you feel confident
possesses only the trivial solution y = 0. Explain your
reasoning.

41. What function do you know from calculus is such that
its first derivative is itself? Its first derivative is a
constant multiple k of itself? Write each answer in
the form of a first-order differential equation with a
solution.

42. What function (or functions) do you know from calcu-
lus is such that its second derivative is itself? Its second
derivative is the negative of itself? Write each answer in
the form of a second-order differential equation with a
solution.
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43. Given that y = sin x is an explicit solution of the
d
first-order differential equation d_y = V1 — y* Find
X
an interval I of definition. [Hint: I is not the interval

(=, )]

44. Discuss why it makes intuitive sense to presume that
the linear differential equation y” + 2y’ + 4y = Ssin ¢
has a solution of the form y = A sin ¢t + B cos ¢, where
A and B are constants. Then find specific constants A
and B so that y = A sin ¢ + B cos ¢ is a particular solu-
tion of the DE.

In Problems 45 and 46 the given figure represents the graph
of an implicit solution G(x, y) = 0 of a differential equation
dy/dx = f(x, y). In each case the relation G(x, y) =0
implicitly defines several solutions of the DE. Carefully
reproduce each figure on a piece of paper. Use different
colored pencils to mark off segments, or pieces, on each
graph that correspond to graphs of solutions. Keep in mind
that a solution ¢ must be a function and differentiable. Use
the solution curve to estimate an interval / of definition of
each solution ¢.

45. y

FIGURE 1.1.5 Graph for Problem 45

46. y

FIGURE 1.1.6 Graph for Problem 46

47. The graphs of members of the one-parameter family
x> 4+ y3 = 3cxy are called folia of Descartes. Verify
that this family is an implicit solution of the first-order
differential equation

dy _y(y' —2x)
dx  x(2y* — X%
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48.

49.

50.

51.

52.

53.

54.

55.
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The graph in Figure 1.1.6 is the member of the family of
folia in Problem 47 corresponding to ¢ = 1. Discuss:
How can the DE in Problem 47 help in finding points
on the graph of x* + y3 = 3xy where the tangent line
is vertical? How does knowing where a tangent line is
vertical help in determining an interval / of definition
of a solution ¢ of the DE? Carry out your ideas,
and compare with your estimates of the intervals in
Problem 46.

In Example 3 the largest interval / over which the
explicit solutions y = ¢(x) and y = ¢,(x) are defined
is the open interval (—5, 5). Why can’t the interval / of
definition be the closed interval [—5, 5]?

In Problem 21 a one-parameter family of solutions of
the DE P’ = P(1 — P) is given. Does any solution
curve pass through the point (0, 3)? Through the
point (0, 1)?

Discuss, and illustrate with examples, how to solve
differential equations of the forms dy/dx = f(x) and
d?y/dx* = f(x).

The differential equation x(y')> — 4y’ — 12x* = 0 has
the form given in (4). Determine whether the equation
can be put into the normal form dy/dx = f(x, y).

The normal form (5) of an nth-order differential equa-
tion is equivalent to (4) whenever both forms have
exactly the same solutions. Make up a first-order differ-
ential equation for which F(x, y, y’) = 0 is not equiva-
lent to the normal form dy/dx = f(x, y).

Find a linear second-order differential equation
F(x, y,y', y") = 0 for which y = ¢;x + ¢,x? is a two-
parameter family of solutions. Make sure that your equa-
tion is free of the arbitrary parameters c¢; and c;.

Qualitative information about a solution y = ¢(x) of a
differential equation can often be obtained from the
equation itself. Before working Problems 55-58, recall
the geometric significance of the derivatives dy/dx
and d?y/dx>.

Consider the differential equation dy/dx = e .

(a) Explain why a solution of the DE must be an
increasing function on any interval of the x-axis.

(b) Whatare lim dy/dx and lim dy/dx? What does
this suggést about a solutién curve as x — *£©?

(¢) Determine an interval over which a solution curve is
concave down and an interval over which the curve
is concave up.

(d) Sketch the graph of a solution y = ¢(x) of the dif-
ferential equation whose shape is suggested by
parts (a)—(c).

56. Consider the differential equation dy/dx = 5 — y.

(a) Either by inspection or by the method suggested in
Problems 33-36, find a constant solution of the DE.

(b) Using only the differential equation, find intervals on
the y-axis on which a nonconstant solution y = ¢(x)
is increasing. Find intervals on the y-axis on which
y = ¢(x) is decreasing.

57. Consider the differential equation dy/dx = y(a — by),

where a and b are positive constants.

(a) Either by inspection or by the method suggested
in Problems 33-36, find two constant solutions of
the DE.

(b) Using only the differential equation, find intervals on
the y-axis on which a nonconstant solution y = ¢(x)
is increasing. Find intervals on which y = ¢(x) is
decreasing.

(¢) Using only the differential equation, explain why
y = a/2b is the y-coordinate of a point of inflection
of the graph of a nonconstant solution y = ¢ (x).

(d) On the same coordinate axes, sketch the graphs of
the two constant solutions found in part (a). These
constant solutions partition the xy-plane into three
regions. In each region, sketch the graph of a non-
constant solution y = ¢(x) whose shape is sug-
gested by the results in parts (b) and (c).

58. Consider the differential equation y’ = y* + 4.

(a) Explain why there exist no constant solutions of
the DE.

(b) Describe the graph of a solution y = ¢(x). For
example, can a solution curve have any relative
extrema?

(c) Explain why y = 0 is the y-coordinate of a point of
inflection of a solution curve.

(d) Sketch the graph of a solution y = ¢(x) of the
differential equation whose shape is suggested by
parts (a)—(c).

Computer Lab Assignments

In Problems 59 and 60 use a CAS to compute all derivatives
and to carry out the simplifications needed to verify that the
indicated function is a particular solution of the given differ-
ential equation.

59. y® — 20y" + 158y” — 580y’ + 841y = 0;

y = xe>* cos 2x

60. X3y + 2x%y" + 20xy’ — 78y = 0;

cos(5 In x) N sin(5 In x)

y =20

X X



1.2 INITIAL-VALUE PROBLEMS °

13

1.2

INITIAL-VALUE PROBLEMS

REVIEW MATERIAL

e Normal form of a DE
e Solution of a DE
e Family of solutions

INTRODUCTION We are often interested in problems in which we seek a solution y(x) of a
differential equation so that y(x) satisfies prescribed side conditions—that is, conditions imposed on

solutions of the DE
1/

e ¥

FIGURE 1.2.1 Solution of
first-order IVP

solutions of the DE

{

\

ms=y,
| - |
| (%0, ¥o) |
1 !

e

FIGURE 1.2.2 Solution of
second-order IVP

where yo, yi, ..

Y (xX0) = Y1, ...

the unknown y(x) or its derivatives. On some interval / containing x, the problem

d"y
=fluy,y. ..y D)
dx" (D)
Subject to:  y(Xp) = Yo, ¥' (%) = Yis - YT () = Voo

., Yn—1 are arbitrarily specified real constants, is called an initial-value
problem (IVP). The values of y(x) and its first n — 1 derivatives at a single point xg, y(xg) = yo,
, " D(xg) = y,—1, are called initial conditions.

FIRST- AND SECOND-ORDER IVPS The problem given in (1) is also called an
nth-order initial-value problem. For example,

dy .
Solve: — =f(xy)
dx 2
Subject to: y(xo) = yo
; Solve: &y 9. y')
an olve: i SOy, y 3)
Subject to: y(X) = Yo, ' (xp) = ¥,

are first- and second-order initial-value problems, respectively. These two problems
are easy to interpret in geometric terms. For (2) we are seeking a solution y(x) of the
differential equation y’ = f(x, y) on an interval / containing x¢ so that its graph passes
through the specified point (xo, yo). A solution curve is shown in blue in Figure 1.2.1.
For (3) we want to find a solution y(x) of the differential equation y” = f(x, y, y') on
an interval / containing x, so that its graph not only passes through (x, yo) but the slope
of the curve at this point is the number y;. A solution curve is shown in blue in
Figure 1.2.2. The words initial conditions derive from physical systems where the
independent variable is time ¢ and where y(¢y) = y¢ and y'(¢y) = y; represent the posi-
tion and velocity, respectively, of an object at some beginning, or initial, time f.

Solving an nth-order initial-value problem such as (1) frequently entails first
finding an n-parameter family of solutions of the given differential equation and then
using the 7 initial conditions at x( to determine numerical values of the n constants in
the family. The resulting particular solution is defined on some interval / containing
the initial point x.

I EXAMPLE 1 Two First-Order IVPs

In Problem 41 in Exercises 1.1 you were asked to deduce that y = ce” is a one-
parameter family of solutions of the simple first-order equation y" =y. All the
solutions in this family are defined on the interval (—o, ). If we impose an initial
condition, say, y(0) = 3, then substituting x = 0, y = 3 in the family determines the



14 °

CHAPTER 1

FIGURE 1.2.3 Solutions of two IVPs
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(b) solution defined on interval containing x = 0

FIGURE 1.2.4 Graphs of function

and solution of IVP in Example 2
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constant 3 = ce® = ¢. Thus y = 3¢" is a solution of the IVP

y =y y0)=3.
Now if we demand that a solution curve pass through the point (1, —2) rather than
(0, 3), then y(1) = —2 will yield —2 = ce or ¢ = —2¢~'. In this case y = —2¢* ! is
a solution of the IVP
yo=y oy =-2
The two solution curves are shown in dark blue and dark red in Figure 1.2.3. [ |
The next example illustrates another first-order initial-value problem. In this

example notice how the interval / of definition of the solution y(x) depends on the
initial condition y(xg) = yo.

I EXAMPLE 2 Interval I of Definition of a Solution

In Problem 6 of Exercises 2.2 you will be asked to show that a one-parameter family
of solutions of the first-order differential equation y’ + 2xy> = 0isy = 1/(x> + ¢).
If we impose the initial condition y(0) = —1, then substituting x =0 and y = —1
into the family of solutions gives —1 = 1/c or ¢ = —1. Thus y = 1 /(x> — 1). We
now emphasize the following three distinctions:

* Considered as a function, the domain of y = 1/(x> — 1) is the set of real
numbers x for which y(x) is defined; this is the set of all real numbers
exceptx = —1 and x = 1. See Figure 1.2.4(a).

 Considered as a solution of the differential equation y' + 2xy* = 0, the
interval I of definition of y = 1/(x> — 1) could be taken to be any
interval over which y(x) is defined and differentiable. As can be seen in
Figure 1.2.4(a), the largest intervals on which y = 1/(x> — 1) is a solution
are (—oo,—1), (—1, 1), and (1, ).

 Considered as a solution of the initial-value problem y' + 2xy* = 0,

y(0) = —1, the interval I of definition of y = 1/(x> — 1) could be taken to
be any interval over which y(x) is defined, differentiable, and contains the
initial point x = 0O; the largest interval for which this is true is (—1, 1). See
the red curve in Figure 1.2.4(b). |

See Problems 3—6 in Exercises 1.2 for a continuation of Example 2.

I EXAMPLE 3 Second-Order IVP

In Example 4 of Section 1.1 we saw that x = ¢ cos 4¢ + ¢; sin 4t is a two-parameter
family of solutions of x” + 16x = 0. Find a solution of the initial-value problem

T T
"+ 16x = 0, —|=-2, X|<)=1 4
X X X ( 2> by (2 ) @)
SOLUTION  We first apply x(77/2) = —2 to the given family of solutions: c¢| cos 27 +
¢y sin 27 = —2. Since cos 277 = 1 and sin 27 = 0, we find that c; = —2. We next apply

x'(7/2) = 1 to the one-parameter family x(f) = —2 cos 4t + ¢, sin 4¢. Differentiating
and then setting t = 7/2 and x’ = 1 gives 8 sin 27 + 4c, cos 271 = 1, from which we
see that ¢, = %. Hence x = —2 cos 41 + ﬁ sin 41 is a solution of (4). [ |

EXISTENCE AND UNIQUENESS Two fundamental questions arise in consider-
ing an initial-value problem:

Does a solution of the problem exist?
If a solution exists, is it unique?
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For the first-order initial-value problem (2) we ask:

Does the differential equation dy/dx = f(x, y) possess solutions?

xistence {Do any of the solution curves pass through the point (xo, y¢)?

When can we be certain that there is precisely one solution curve

Uniqueness {passing through the point (xg, yo)?

Note that in Examples 1 and 3 the phrase “a solution” is used rather than “the solu-
tion” of the problem. The indefinite article “a” is used deliberately to suggest the
possibility that other solutions may exist. At this point it has not been demonstrated
that there is a single solution of each problem. The next example illustrates an initial-
value problem with two solutions.

I EXAMPLE 4 AnIVP Can Have Several Solutions

Each of the functions y =0 and y = %AA satisfies the differential equation

dy/dx = xy''? and the initial condition y(0) = 0, so the initial-value problem

dy
oo O =0
X

has at least two solutions. As illustrated in Figure 1.2.5, the graphs of both functions
pass through the same point (0, 0). |

Within the safe confines of a formal course in differential equations one can be
fairly confident that most differential equations will have solutions and that solutions of
initial-value problems will probably be unique. Real life, however, is not so idyllic.
Therefore it is desirable to know in advance of trying to solve an initial-value problem
whether a solution exists and, when it does, whether it is the only solution of the prob-
lem. Since we are going to consider first-order differential equations in the next two
chapters, we state here without proof a straightforward theorem that gives conditions
that are sufficient to guarantee the existence and uniqueness of a solution of a first-order
initial-value problem of the form given in (2). We shall wait until Chapter 4 to address
the question of existence and uniqueness of a second-order initial-value problem.

THEOREM 1.2.1 Existence of a Unique Solution

Let R be a rectangular region in the xy-plane defined bya =x=b,c=y=d
that contains the point (xo, yo) in its interior. If f(x, y) and 9f /dy are continuous
on R, then there exists some interval Iy: (xo — h, xo + h), h > 0, contained in
[a, b], and a unique function y(x), defined on I, that is a solution of the initial-
value problem (2).

The foregoing result is one of the most popular existence and uniqueness theo-
rems for first-order differential equations because the criteria of continuity of f(x, y)
and 9f/dy are relatively easy to check. The geometry of Theorem 1.2.1 is illustrated
in Figure 1.2.6.

I EXAMPLE 5 Example 4 Revisited

We saw in Example 4 that the differential equation dy/dx = xy'/? possesses at least
two solutions whose graphs pass through (0, 0). Inspection of the functions
af _ x

— i d _
S, y) = xy an ay 2”2
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shows that they are continuous in the upper half-plane defined by y > 0. Hence
Theorem 1.2.1 enables us to conclude that through any point (xg, yo), Yo > 0 in the
upper half-plane there is some interval centered at xo on which the given differential
equation has a unique solution. Thus, for example, even without solving it, we know
that there exists some interval centered at 2 on which the initial-value problem
dy/dx = xy"?,y(2) = 1 has a unique solution. [ ]

In Example 1, Theorem 1.2.1 guarantees that there are no other solutions of the
initial-value problems y" =y, y(0) = 3 and y' =y, y(1) = —2 other than y = 3¢*
and y = —2¢*!, respectively. This follows from the fact that f(x, y) =y and
df /dy = 1 are continuous throughout the entire xy-plane. It can be further shown that
the interval 7 on which each solution is defined is (—, o).

INTERVAL OF EXISTENCE/UNIQUENESS Suppose y(x) represents a solution
of the initial-value problem (2). The following three sets on the real x-axis may not
be the same: the domain of the function y(x), the interval I over which the solution
y(x) is defined or exists, and the interval I of existence and uniqueness. Example 2
of Section 1.1 illustrated the difference between the domain of a function and the
interval 7 of definition. Now suppose (xo, yo) is a point in the interior of the rectan-
gular region R in Theorem 1.2.1. It turns out that the continuity of the function
f(x,y) on R by itself is sufficient to guarantee the existence of at least one solution
of dy/dx = f(x, y), y(xo) = yo, defined on some interval I. The interval I of defini-
tion for this initial-value problem is usually taken to be the largest interval contain-
ing xo over which the solution y(x) is defined and differentiable. The interval /
depends on both f(x, y) and the initial condition y(xy) = yo. See Problems 31-34 in
Exercises 1.2. The extra condition of continuity of the first partial derivative df/dy
on R enables us to say that not only does a solution exist on some interval /j con-
taining xo, but it is the only solution satisfying y(xo) = yo. However, Theorem 1.2.1
does not give any indication of the sizes of intervals I and Iy; the interval I of
definition need not be as wide as the region R, and the interval 1 of existence and
uniqueness may not be as large as I. The number h > 0 that defines the interval
Iy: (xo — h, xo + h) could be very small, so it is best to think that the solution y(x)
is unique in a local sense—that is, a solution defined near the point (xo, yo). See
Problem 44 in Exercises 1.2.

I REMARKS

(7) The conditions in Theorem 1.2.1 are sufficient but not necessary. This means
that when f(x, y) and df/dy are continuous on a rectangular region R, it must
always follow that a solution of (2) exists and is unique whenever (xg, yo) is a
point interior to R. However, if the conditions stated in the hypothesis of
Theorem 1.2.1 do not hold, then anything could happen: Problem (2) may still
have a solution and this solution may be unique, or (2) may have several solu-
tions, or it may have no solution at all. A rereading of Example 5 reveals that the
hypotheses of Theorem 1.2.1 do not hold on the line y = 0 for the differential
equation dy/dx = xy'’?, so it is not surprising, as we saw in Example 4 of this
section, that there are two solutions defined on a common interval —h < x < h
satisfying y(0) = 0. On the other hand, the hypotheses of Theorem 1.2.1 do
not hold on the line y = 1 for the differential equation dy/dx = |y — 1.
Nevertheless it can be proved that the solution of the initial-value problem
dy/dx = |y — 1|, y(0) = 1, is unique. Can you guess this solution?

(i) You are encouraged to read, think about, work, and then keep in mind
Problem 43 in Exercises 1.2.
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EXERCISES 1.2

Answers to selected odd-numbered problems begin on page ANS-1.

In Problems 1 and 2, y = 1/(1 + cje™") is a one-parameter
family of solutions of the first-order DE y' =y — y2. Find a
solution of the first-order IVP consisting of this differential
equation and the given initial condition.

1. y(0) = —1 2. y(—1) =2
In Problems 3-6, y = 1/(x?> + c) is a one-parameter family
of solutions of the first-order DE y’ + 2xy?> = 0. Find a
solution of the first-order IVP consisting of this differential
equation and the given initial condition. Give the largest
interval I over which the solution is defined.

3.92) =1
5. y0) =1

4. y(=2) =,
6. y(;) = —4
In Problems 7-10, x = ¢; cos t + c¢; sin ¢ is a two-parameter
family of solutions of the second-order DE x” + x = 0. Find

a solution of the second-order IVP consisting of this differ-
ential equation and the given initial conditions.

7. x(0) = —1, x'(0)=38

8. x(7m/2)=0, x'(w/2)=1

9. x(m/6) =1, x'(m/6) =0

10. x(m/4) = V2, x'(w/4) =2V2
In Problems 11-14, y = cje* + cre " is a two-parameter
family of solutions of the second-order DE y” — y = 0. Find

a solution of the second-order IVP consisting of this differ-
ential equation and the given initial conditions.

1L y©0) =1, y'(0) =2
12. y() =0, y(I)=e
13. y(-1)=5, y(-1)=-5
14. y(0) =0, y'(0)=0

In Problems 15 and 16 determine by inspection at least two
solutions of the given first-order IVP.

15. y =3y?3, y(0)=0
16. xy' =2y, y(0)=0

In Problems 17-24 determine a region of the xy-plane for
which the given differential equation would have a unique
solution whose graph passes through a point (x¢, yo) in the
region.

d
2oy 18. <% = Vaxy

17.
dx dx

dy
19. x— = 20.
. dx Y

21. (4 — y?)y' =x?
23. (¢ + Yy =y?

dy
=y
dx Y

22. (1 +ydy =x?
24, (y—x)y' =y +ux

In Problems 25-28 determine whether Theorem 1.2.1 guar-
antees that the differential equation y' = Vy?> — 9 pos-
sesses a unique solution through the given point.

25. (1,4)
27. (2, -3)

26. (5,3)
28. (—1,1)

29. (a) By inspection find a one-parameter family of solu-
tions of the differential equation xy’ = y. Verify that
each member of the family is a solution of the
initial-value problem xy’ =y, y(0) = 0.

(b) Explain part (a) by determining a region R in the
xy-plane for which the differential equation xy’ =y
would have a unique solution through a point (xg, yo)

inR.
(¢) Verify that the piecewise-defined function
)]0, x<0
Y x, x=0

satisfies the condition y(0) = 0. Determine whether
this function is also a solution of the initial-value
problem in part (a).

30. (a) Verify that y = tan (x + ¢) is a one-parameter family
of solutions of the differential equation y' = 1 + y2.
(b) Since f(x,y) = 1 + y*and 9f/dy = 2y are continu-
ous everywhere, the region R in Theorem 1.2.1 can
be taken to be the entire xy-plane. Use the family of
solutions in part (a) to find an explicit solution of
the first-order initial-value problem y’ =1+ y2,
y(0) = 0. Even though xo =0 is in the interval
(—2, 2), explain why the solution is not defined on
this interval.

(c) Determine the largest interval I of definition for the
solution of the initial-value problem in part (b).

31. (a) Verify that y = —1/(x + ¢) is a one-parameter
family of solutions of the differential equation
y =y
(b) Since f(x, y) = y? and 9f/dy = 2y are continuous
everywhere, the region R in Theorem 1.2.1 can be
taken to be the entire xy-plane. Find a solution from
the family in part (a) that satisfies y(0) = 1. Then
find a solution from the family in part (a) that
satisfies y(0) = —1. Determine the largest interval /
of definition for the solution of each initial-value
problem.
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32.

33.

34.
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(¢) Determine the largest interval / of definition for the
solution of the first-order initial-value problem
y' =2, y(0) = 0. [Hint: The solution is not a mem-
ber of the family of solutions in part (a).]

(a) Show that a solution from the family in part (a)
of Problem 31 that satisfies y' = y2, y(1) =1, is
y=1/2 —x).

(b) Then show that a solution from the family in part (a)
of Problem 31 that satisfies y’ = y?, y(3) = —1, is
y=1/2 — x).

(¢) Are the solutions in parts (a) and (b) the same?

(a) Verify that 3x> — y?> = ¢ is a one-parameter fam-
ily of solutions of the differential equation
ydy/dx = 3x.

(b) By hand, sketch the graph of the implicit solution
3x% — y? = 3. Find all explicit solutions y = ¢ (x) of
the DE in part (a) defined by this relation. Give the
interval / of definition of each explicit solution.

(¢) The point (—2, 3) is on the graph of 3x> — y? = 3,
but which of the explicit solutions in part (b) satis-
fies y(—2) = 3?

(a) Use the family of solutions in part (a) of Problem 33
to find an implicit solution of the initial-value
problem y dy/dx = 3x, y(2) = —4. Then, by hand,
sketch the graph of the explicit solution of this
problem and give its interval I of definition.

(b) Are there any explicit solutions of y dy/dx = 3x
that pass through the origin?

In Problems 35-38 the graph of a member of a family

of

solutions of a second-order differential equation

d?*y/dx* = f(x,y,y') is given. Match the solution curve with
at least one pair of the following initial conditions.

(@ yM=1, y1)=-2
®) y(=) =0, y(=1)=-4
(© yH=1, y(d)=2
@ y©)=-1, () =2
(e y0)=-1, y'(©0) =0
) y©O)=—4, y'(©0)=-2
35. y
5__
f —+ 5! ——+— >
5+
FIGURE 1.2.7  Graph for Problem 35

36.

37.

38.

INTRODUCTION TO DIFFERENTIAL EQUATIONS

FIGURE 1.2.10 Graph for Problem 38

Discussion Problems

In Problems 39 and 40 use Problem 51 in Exercises 1.1 and
(2) and (3) of this section.

39.

40.

41.

Find a function y = f(x) whose graph at each point (x, y)
has the slope given by 8e?* + 6x and has the
y-intercept (0, 9).

Find a function y = f(x) whose second derivative is
y" = 12x — 2 at each point (x, y) on its graph and
y = —x + 5 is tangent to the graph at the point corre-
sponding to x = 1.

Consider the initial-value problem y’' = x — 2y,
y(0) = % Determine which of the two curves shown
in Figure 1.2.11 is the only plausible solution curve.
Explain your reasoning.



42,

43.

44.
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FIGURE 1.2.11 Graphs for Problem 41

Determine a plausible value of xo for which the
graph of the solution of the initial-value problem
y' + 2y =3x — 6, y(xo) = 0 is tangent to the x-axis at
(x0, 0). Explain your reasoning.

Suppose that the first-order differential equation
dy/dx = f(x, y) possesses a one-parameter family of
solutions and that f(x, y) satisfies the hypotheses of
Theorem 1.2.1 in some rectangular region R of the
xy-plane. Explain why two different solution curves
cannot intersect or be tangent to each other at a point
(0, yo) in R.

The functions y(x) = 15 x*%,

0, x<0
y(-x): 1 .4

=
X x=0

—oo < x < % and

have the same domain but are clearly different. See
Figures 1.2.12(a) and 1.2.12(b), respectively. Show that
both functions are solutions of the initial-value problem

y y

(a) (b)
FIGURE 1.2.12 Two solutions of the IVP in Problem 44

dy/dx = xy"?, y(2) =1 on the interval (—o, o).
Resolve the apparent contradiction between this fact
and the last sentence in Example 5.

Mathematical Model

45. Population Growth Beginning in the next section

we will see that differential equations can be used to
describe or model many different physical systems. In
this problem suppose that a model of the growing popu-
lation of a small community is given by the initial-value
problem

dpP
m = 0.15P(¢) + 20, P(0) = 100,

where P is the number of individuals in the community
and time ¢ is measured in years. How fast—that is, at
what rate—is the population increasing at + = 0?7 How
fast is the population increasing when the population
is 500?

1.3 DIFFERENTIAL EQUATIONS AS MATHEMATICAL MODELS

REVIEW MATERIAL

Newton’s second law of motion
Hooke’s law

Kirchhoff’s laws

Archimedes’ principle

INTRODUCTION

these models in Chapters 3 and 5.

Units of measurement for weight, mass, and density

In this section we introduce the notion of a differential equation as a
mathematical model and discuss some specific models in biology, chemistry, and physics. Once we
have studied some methods for solving DEs in Chapters 2 and 4, we return to, and solve, some of

MATHEMATICAL MODELS 1t is often desirable to describe the behavior of
some real-life system or phenomenon, whether physical, sociological, or even eco-
nomic, in mathematical terms. The mathematical description of a system of phenom-
enon is called a mathematical model and is constructed with certain goals in mind.
For example, we may wish to understand the mechanisms of a certain ecosystem by
studying the growth of animal populations in that system, or we may wish to date
fossils by analyzing the decay of a radioactive substance either in the fossil or in the
stratum in which it was discovered.
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Construction of a mathematical model of a system starts with

(i) identification of the variables that are responsible for changing the
system. We may choose not to incorporate all these variables into the
model at first. In this step we are specifying the level of resolution of
the model.

Next

(i) we make a set of reasonable assumptions, or hypotheses, about the
system we are trying to describe. These assumptions will also include
any empirical laws that may be applicable to the system.

For some purposes it may be perfectly within reason to be content with low-
resolution models. For example, you may already be aware that in beginning
physics courses, the retarding force of air friction is sometimes ignored in modeling
the motion of a body falling near the surface of the Earth, but if you are a scientist
whose job it is to accurately predict the flight path of a long-range projectile,
you have to take into account air resistance and other factors such as the curvature
of the Earth.

Since the assumptions made about a system frequently involve a rate of change
of one or more of the variables, the mathematical depiction of all these assumptions
may be one or more equations involving derivatives. In other words, the mathemat-
ical model may be a differential equation or a system of differential equations.

Once we have formulated a mathematical model that is either a differential equa-
tion or a system of differential equations, we are faced with the not insignificant
problem of trying to solve it. If we can solve it, then we deem the model to be reason-
able if its solution is consistent with either experimental data or known facts about
the behavior of the system. But if the predictions produced by the solution are poor,
we can either increase the level of resolution of the model or make alternative as-
sumptions about the mechanisms for change in the system. The steps of the model-
ing process are then repeated, as shown in the following diagram:

: Express assumptions in terms Mathematical
of differential equations formulation
|
If necessary,
alter assumptions Solve the DEs

or increase resolution
of model
1

Check model
predictions with
known facts

Display model predictions Obtain
(e.g., graphically) solutions

Of course, by increasing the resolution, we add to the complexity of the mathemati-
cal model and increase the likelihood that we cannot obtain an explicit solution.

A mathematical model of a physical system will often involve the variable time 7.
A solution of the model then gives the state of the system; in other words, the values
of the dependent variable (or variables) for appropriate values of ¢ describe the system
in the past, present, and future.

POPULATION DYNAMICS One of the earliest attempts to model human popula-
tion growth by means of mathematics was by the English economist Thomas Malthus
in 1798. Basically, the idea behind the Malthusian model is the assumption that the rate
at which the population of a country grows at a certain time is proportional” to the total
population of the country at that time. In other words, the more people there are at time 7,
the more there are going to be in the future. In mathematical terms, if P(f) denotes the

“If two quantities u and v are proportional, we write u o v. This means that one quantity is a constant
multiple of the other: u = kv.
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total population at time ¢, then this assumption can be expressed as

dp dp
—x P or — = kP, (1)
dt dt

where k is a constant of proportionality. This simple model, which fails to take into
account many factors that can influence human populations to either grow or decline
(immigration and emigration, for example), nevertheless turned out to be fairly accu-
rate in predicting the population of the United States during the years 1790—1860.
Populations that grow at a rate described by (1) are rare; nevertheless, (1) is still used
to model growth of small populations over short intervals of time (bacteria growing
in a petri dish, for example).

RADIOACTIVE DECAY The nucleus of an atom consists of combinations of pro-
tons and neutrons. Many of these combinations of protons and neutrons are unstable —
that is, the atoms decay or transmute into atoms of another substance. Such nuclei are
said to be radioactive. For example, over time the highly radioactive radium, Ra-226,
transmutes into the radioactive gas radon, Rn-222. To model the phenomenon of
radioactive decay, it is assumed that the rate dA/dr at which the nuclei of a sub-
stance decay is proportional to the amount (more precisely, the number of nuclei)
A(?) of the substance remaining at time #:

dA dA
— = kA. 2)

dt dt

Of course, equations (1) and (2) are exactly the same; the difference is only in the in-

terpretation of the symbols and the constants of proportionality. For growth, as we

expect in (1), k > 0, and for decay, as in (2), k < 0.

The model (1) for growth can also be seen as the equation dS/dr = rS, which
describes the growth of capital S when an annual rate of interest r is compounded
continuously. The model (2) for decay also occurs in biological applications such as
determining the half-life of a drug—the time that it takes for 50% of a drug to be
eliminated from a body by excretion or metabolism. In chemistry the decay model
(2) appears in the mathematical description of a first-order chemical reaction. The
point is this:

A single differential equation can serve as a mathematical model for many
different phenomena.

Mathematical models are often accompanied by certain side conditions. For ex-
ample, in (1) and (2) we would expect to know, in turn, the initial population P, and
the initial amount of radioactive substance A, on hand. If the initial point in time is
taken to be ¢ = 0, then we know that P(0) = Py and A(0) = Ay. In other words, a
mathematical model can consist of either an initial-value problem or, as we shall see
later on in Section 5.2, a boundary-value problem.

NEWTON'’S LAW OF COOLING/WARMING  According to Newton’s empiri-
cal law of cooling/warming, the rate at which the temperature of a body changes is
proportional to the difference between the temperature of the body and the temper-
ature of the surrounding medium, the so-called ambient temperature. If 7(¢) repre-
sents the temperature of a body at time ¢, 7, the temperature of the surrounding
medium, and dT/dt the rate at which the temperature of the body changes, then
Newton’s law of cooling/warming translates into the mathematical statement

af r_ 7 A T-T1) 3)
— T — or  — =k(T—T,),
dt m [{r m

where k is a constant of proportionality. In either case, cooling or warming, if 7, is a
constant, it stands to reason that k < 0.
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SPREAD OF A DISEASE A contagious disease—for example, a flu virus—is
spread throughout a community by people coming into contact with other people. Let
x(t) denote the number of people who have contracted the disease and y(f) denote the
number of people who have not yet been exposed. It seems reasonable to assume that
the rate dx/dt at which the disease spreads is proportional to the number of encoun-
ters, or interactions, between these two groups of people. If we assume that the num-
ber of interactions is jointly proportional to x(f) and y(f)—that is, proportional to the
product xy—then

dx

— = kxy, 4

gk “4)
where k is the usual constant of proportionality. Suppose a small community has a
fixed population of n people. If one infected person is introduced into this commu-
nity, then it could be argued that x(¢) and y(¢) are related by x + y = n + 1. Using
this last equation to eliminate y in (4) gives us the model

dx

— =kx(n +1 — x). 5)

dat

An obvious initial condition accompanying equation (5) is x(0) = 1.

CHEMICAL REACTIONS The disintegration of a radioactive substance, governed
by the differential equation (1), is said to be a first-order reaction. In chemistry
a few reactions follow this same empirical law: If the molecules of substance A
decompose into smaller molecules, it is a natural assumption that the rate at which
this decomposition takes place is proportional to the amount of the first substance
that has not undergone conversion; that is, if X(7) is the amount of substance A
remaining at any time, then dX/dt = kX, where k is a negative constant since X is
decreasing. An example of a first-order chemical reaction is the conversion of #-butyl
chloride, (CH3);CCl, into #-butyl alcohol, (CH3);COH:

(CH,);CCl + NaOH — (CH;);COH + NaCl.

Only the concentration of the #-butyl chloride controls the rate of reaction. But in the
reaction

CH;CI + NaOH — CH;0H + NaCl

one molecule of sodium hydroxide, NaOH, is consumed for every molecule of
methyl chloride, CH3Cl, thus forming one molecule of methyl alcohol, CH3;0H, and
one molecule of sodium chloride, NaCl. In this case the rate at which the reaction
proceeds is proportional to the product of the remaining concentrations of CH3Cl and
NaOH. To describe this second reaction in general, let us suppose one molecule of a
substance A combines with one molecule of a substance B to form one molecule of a
substance C. If X denotes the amount of chemical C formed at time 7 and if @ and 8
are, in turn, the amounts of the two chemicals A and B at ¢ = 0 (the initial amounts),
then the instantaneous amounts of A and B not converted to chemical C are « — X
and B — X, respectively. Hence the rate of formation of C is given by

ax

— = k(a = X)(B — X), (6)
dt

where k is a constant of proportionality. A reaction whose model is equation (6) is

said to be a second-order reaction.

MIXTURES The mixing of two salt solutions of differing concentrations gives
rise to a first-order differential equation for the amount of salt contained in the mix-
ture. Let us suppose that a large mixing tank initially holds 300 gallons of brine (that
is, water in which a certain number of pounds of salt has been dissolved). Another



input rate of brine
3 gal/min

constant —

300 gal -

output rate of brine

3 gal/min

FIGURE 1.3.1 Mixing tank

FIGURE 1.3.2 Draining tank
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brine solution is pumped into the large tank at a rate of 3 gallons per minute; the
concentration of the salt in this inflow is 2 pounds per gallon. When the solution in
the tank is well stirred, it is pumped out at the same rate as the entering solution. See
Figure 1.3.1. If A(¢) denotes the amount of salt (measured in pounds) in the tank at
time ¢, then the rate at which A(7) changes is a net rate:

dA input rate output rate
L . - . - Rin - Rm/r' (7)
dt of salt of salt

The input rate R;, at which salt enters the tank is the product of the inflow concentra-
tion of salt and the inflow rate of fluid. Note that R;, is measured in pounds per
minute:

concentration
of salt input rate input rate
in inflow of brine of salt

l l l
R;, = (21b/gal) - (3 gal/min) = (6 Ib/min).

Now, since the solution is being pumped out of the tank at the same rate that it is
pumped in, the number of gallons of brine in the tank at time 7 is a constant 300 gal-
lons. Hence the concentration of the salt in the tank as well as in the outflow is
c(f) = A(1)/300 Ib/gal, so the output rate R, of salt is

concentration
of salt output rate  output rate
in outflow of brine of salt
l l l
(A _ A ., .
R, = (W lb/gal) (3 gal/min) = 100 Ib/min.
The net rate (7) then becomes

dA A dA 1
—=6—-— or —+—A=06. (®)
dt 100 dt 100

If r;, and r,,, denote general input and output rates of the brine solutions,” then
there are three possibilities: ri, = Four, Fin > Four, and 1y < royp. In the analysis lead-
ing to (8) we have assumed that r;,, = r,,. In the latter two cases the number of gal-
lons of brine in the tank is either increasing (r;, > r,,,) or decreasing (r;, < r,,;) at
the net rate r;, — r,,;. See Problems 10—12 in Exercises 1.3.

DRAINING A TANK In hydrodynamics Torricelli’s law states that the speed v of
efflux of water though a sharp-edged hole at the bottom of a tank filled to a depth &
is the same as the speed that a body (in this case a drop of water) would acquire in
falling freely from a height h—thatis, v = V2gh, where g is the acceleration due to
gravity. This last expression comes from equating the kinetic energy %m v? with the
potential energy mgh and solving for v. Suppose a tank filled with water is allowed to
drain through a hole under the influence of gravity. We would like to find the depth &
of water remaining in the tank at time ¢. Consider the tank shown in Figure 1.3.2. If
the area of the hole is Aj (in ft?) and the speed of the water leaving the tank is
v = V2gh (in ft/s), then the volume of water leaving the tank per second is A, V2gh
(in ft3/s). Thus if V(r) denotes the volume of water in the tank at time #, then

dv

- TAV2sh, ®)

“Don’t confuse these symbols with R;, and R,,;, which are input and output rates of salt.
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FIGURE 1.3.3  Symbols, units, and
voltages. Current i(f) and charge g(¢) are
measured in amperes (A) and coulombs
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FIGURE 1.3.4 Position of rock
measured from ground level

where the minus sign indicates that V is decreasing. Note here that we are ignoring
the possibility of friction at the hole that might cause a reduction of the rate of flow
there. Now if the tank is such that the volume of water in it at time ¢ can be written
V(t) = A,,h, where A,, (in ft?) is the constant area of the upper surface of the water
(see Figure 1.3.2), then dV/dt = A,, dh/dt. Substituting this last expression into (9)
gives us the desired differential equation for the height of the water at time #:

dh A, ol (10)
— = —— oh.

dt A, s

It is interesting to note that (10) remains valid even when A, is not constant. In this
case we must express the upper surface area of the water as a function of h—that is,

A,, = A(h). See Problem 14 in Exercises 1.3.

SERIES CIRCUITS Consider the single-loop series circuit shown in Figure 1.3.3(a),
containing an inductor, resistor, and capacitor. The current in a circuit after a switch
is closed is denoted by i(#); the charge on a capacitor at time 7 is denoted by ¢(#). The
letters L, R, and C are known as inductance, resistance, and capacitance, respectively,
and are generally constants. Now according to Kirchhoff’s second law, the im-
pressed voltage E(¢) on a closed loop must equal the sum of the voltage drops in the
loop. Figure 1.3.3(b) shows the symbols and the formulas for the respective voltage
drops across an inductor, a capacitor, and a resistor. Since current i(7) is related to
charge ¢(7) on the capacitor by i = dq/dt, adding the three voltages

inductor resistor capacitor
di d? d 1
L2=1%2 k=R ad g4
dt dt dt C
and equating the sum to the impressed voltage yields a second-order differential
equation

d%q dg 1
+R— + —qg = EQ@®). (11

L 2
dr- dt C

We will examine a differential equation analogous to (11) in great detail in
Section 5.1.

FALLING BODIES To construct a mathematical model of the motion of a body
moving in a force field, one often starts with Newton’s second law of motion. Recall
from elementary physics that Newton’s first law of motion states that a body either
will remain at rest or will continue to move with a constant velocity unless acted on
by an external force. In each case this is equivalent to saying that when the sum of
the forces F = , F,—that is, the net or resultant force—acting on the body is zero,
then the acceleration a of the body is zero. Newton’s second law of motion
indicates that when the net force acting on a body is not zero, then the net force is
proportional to its acceleration a or, more precisely, F = ma, where m is the mass of
the body.

Now suppose a rock is tossed upward from the roof of a building as illustrated in
Figure 1.3.4. What is the position s(f) of the rock relative to the ground at time ¢? The
acceleration of the rock is the second derivative d°s/dt>. If we assume that the up-
ward direction is positive and that no force acts on the rock other than the force of
gravity, then Newton’s second law gives

d’s d’s
— == or = —g. 12
m P mg P g (12)
In other words, the net force is simply the weight F = F; = —W of the rock near the

surface of the Earth. Recall that the magnitude of the weight is W = mg, where m is
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FIGURE 1.3.5 Falling body of mass m

(a) suspension bridge cable

(b) telephone wires

FIGURE 1.3.6 Cables suspended
between vertical supports
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FIGURE 1.3.7 Element of cable
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the mass of the body and g is the acceleration due to gravity. The minus sign in (12) is
used because the weight of the rock is a force directed downward, which is opposite
to the positive direction. If the height of the building is s( and the initial velocity of the
rock is vy, then s is determined from the second-order initial-value problem

d’s ,
5= =8 s(0) =155 5(0) =, (13)
dt

Although we have not been stressing solutions of the equations we have con-
structed, note that (13) can be solved by integrating the constant —g twice with
respect to . The initial conditions determine the two constants of integration.
From elementary physics you might recognize the solution of (13) as the formula
s() = =182 + ot + ;.

FALLING BODIES AND AIR RESISTANCE Before Galileo’s famous experiment
from the leaning tower of Pisa, it was generally believed that heavier objects in free
fall, such as a cannonball, fell with a greater acceleration than lighter objects, such as
a feather. Obviously, a cannonball and a feather when dropped simultaneously from
the same height do fall at different rates, but it is not because a cannonball is heavier.
The difference in rates is due to air resistance. The resistive force of air was ignored
in the model given in (13). Under some circumstances a falling body of mass m, such
as a feather with low density and irregular shape, encounters air resistance propor-
tional to its instantaneous velocity v. If we take, in this circumstance, the positive
direction to be oriented downward, then the net force acting on the mass is given by
F=F, + F, =mg — kv, where the weight F'; = mg of the body is force acting in the
positive direction and air resistance F, = —kv is a force, called viscous damping,
acting in the opposite or upward direction. See Figure 1.3.5. Now since v is related to
acceleration a by a = dv/dt, Newton’s second law becomes F = ma = m dv/dt. By
equating the net force to this form of Newton’s second law, we obtain a first-order
differential equation for the velocity v(¢) of the body at time ¢,

v k (14)
m-—=mg — KV.
dt 8

Here k is a positive constant of proportionality. If s(7) is the distance the body falls in
time ¢ from its initial point of release, then v = ds/dt and a = dv/dt = d’s/dt*. In
terms of s, (14) is a second-order differential equation

d? d 1°s ds
m—s= g—k—s or mt j+k—szmg. (15)

SUSPENDED CABLES Suppose a flexible cable, wire, or heavy rope is suspended
between two vertical supports. Physical examples of this could be one of the two
cables supporting the roadbed of a suspension bridge as shown in Figure 1.3.6(a) or
a long telephone wire strung between two posts as shown in Figure 1.3.6(b). Our goal
is to construct a mathematical model that describes the shape that such a cable
assumes.

To begin, let’s agree to examine only a portion or element of the cable between
its lowest point P; and any arbitrary point P,. As drawn in blue in Figure 1.3.7, this
element of the cable is the curve in a rectangular coordinate system with y-axis cho-
sen to pass through the lowest point P; on the curve and the x-axis chosen a units
below P;. Three forces are acting on the cable: the tensions T; and T in the cable
that are tangent to the cable at P, and P, respectively, and the portion W of the total
vertical load between the points P; and P, Let T} =|Ty|, T, = |T,|, and
W = |W/| denote the magnitudes of these vectors. Now the tension T, resolves
into horizontal and vertical components (scalar quantities) 7, cos # and 7> sin 6.
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Because of static equilibrium we can write
T, = T,cos 6 and W =T, sin 6.

By dividing the last equation by the first, we eliminate T, and get tan § = W/T}. But
because dy/dx = tan 6, we arrive at

dy W

o (16)

This simple first-order differential equation serves as a model for both the shape of a
flexible wire such as a telephone wire hanging under its own weight and the shape of
the cables that support the roadbed of a suspension bridge. We will come back to
equation (16) in Exercises 2.2 and Section 5.3.

WHAT LIES AHEAD Throughout this text you will see three different types of
approaches to, or analyses of, differential equations. Over the centuries differential
equations would often spring from the efforts of a scientist or engineer to describe
some physical phenomenon or to translate an empirical or experimental law into
mathematical terms. As a consequence a scientist, engineer, or mathematician would
often spend many years of his or her life trying to find the solutions of a DE. With a
solution in hand, the study of its properties then followed. This quest for solutions is
called by some the analytical approach to differential equations. Once they realized
that explicit solutions are at best difficult to obtain and at worst impossible to obtain,
mathematicians learned that a differential equation itself could be a font of valuable
information. It is possible, in some instances, to glean directly from the differential
equation answers to questions such as Does the DE actually have solutions? If a
solution of the DE exists and satisfies an initial condition, is it the only such solu-
tion? What are some of the properties of the unknown solutions? What can we say
about the geometry of the solution curves? Such an approach is qualitative analysis.
Finally, if a differential equation cannot be solved by analytical methods, yet we
can prove that a solution exists, the next logical query is Can we somehow approxi-
mate the values of an unknown solution? Here we enter the realm of numerical
analysis. An affirmative answer to the last question stems from the fact that a differ-
ential equation can be used as a cornerstone for constructing very accurate approxi-
mation algorithms. In Chapter 2 we start with qualitative considerations of first-order
ODEs, then examine analytical stratagems for solving some special first-order equa-
tions, and conclude with an introduction to an elementary numerical method. See
Figure 1.3.8.
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(a) analytical

(b) qualitative (¢) numerical

FIGURE 1.3.8 Different approaches to the study of differential equations
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REMARKS

Each example in this section has described a dynamical system—a system that
changes or evolves with the flow of time 7 Since the study of dynamical
systems is a branch of mathematics currently in vogue, we shall occasionally
relate the terminology of that field to the discussion at hand.

In more precise terms, a dynamical system consists of a set of time-
dependent variables, called state variables, together with a rule that enables
us to determine (without ambiguity) the state of the system (this may be a past,
present, or future state) in terms of a state prescribed at some time #y. Dynamical
systems are classified as either discrete-time systems or continuous-time systems.
In this course we shall be concerned only with continuous-time systems—
systems in which all variables are defined over a continuous range of time. The
rule, or mathematical model, in a continuous-time dynamical system is a differ-
ential equation or a system of differential equations. The state of the system
at a time 7 is the value of the state variables at that time; the specified state of
the system at a time #( is simply the initial conditions that accompany the math-
ematical model. The solution of the initial-value problem is referred to as the
response of the system. For example, in the case of radioactive decay, the rule
is dA /dt = kA. Now if the quantity of a radioactive substance at some time 7 is
known, say A(tg) = Ao, then by solving the rule we find that the response of the
system for ¢ = t( is A(f) = Aye" ™ (see Section 3.1). The response A(f) is the
single state variable for this system. In the case of the rock tossed from the roof
of a building, the response of the system—the solution of the differential
equation d’s/dt*> = —g, subject to the initial state s(0) = sq, s"(0) = vy, is the
function s(7) = —%gt2 + vt + 59,0 =t = T, where T represents the time
when the rock hits the ground. The state variables are s(f) and s'(f), which
are the vertical position of the rock above ground and its velocity at time ¢,
respectively. The acceleration s”(¢) is not a state variable, since we have to know
only any initial position and initial velocity at a time # to uniquely determine
the rock’s position s(f) and velocity s'(z) = v(¢) for any time in the interval
to =t = T. The acceleration s"(f) = a(?) is, of course, given by the differential
equation s"(f) = —g, 0<t<T.

One last point: Not every system studied in this text is a dynamical system.
We shall also examine some static systems in which the model is a differential
equation.

EXERCISES 1.3

Answers to selected odd-numbered problems begin on page ANS-1.

Population Dynamics

1. Under the same assumptions that underlie the model in

(1), determine a differential equation for the population
P(f) of a country when individuals are allowed to
immigrate into the country at a constant rate r > 0.
What is the differential equation for the population P(¢)
of the country when individuals are allowed to emigrate
from the country at a constant rate r > 0?

. The population model given in (1) fails to take death
into consideration; the growth rate equals the birth rate.
In another model of a changing population of a commu-
nity it is assumed that the rate at which the population
changes is a net rate—that is, the difference between

the rate of births and the rate of deaths in the commu-
nity. Determine a model for the population P(¢) if both
the birth rate and the death rate are proportional to the
population present at time 7.

. Using the concept of net rate introduced in Problem 2,

determine a model for a population P(¢) if the birth rate
is proportional to the population present at time 7 but the
death rate is proportional to the square of the population
present at time 7.

. Modify the model in Problem 3 for net rate at which

the population P(f) of a certain kind of fish changes by
also assuming that the fish are harvested at a constant
rate h > 0.
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Newton’s Law of Cooling/Warming

5.

A cup of coffee cools according to Newton’s law of
cooling (3). Use data from the graph of the temperature
T(¢) in Figure 1.3.9 to estimate the constants T, Ty, and
k in a model of the form of a first-order initial-value
problem: dT/dt = k(T — T,,), T(0) = Tp.

T
200 1
150 1
100 T
50T
0 23 55 75' 160 !
minutes

FIGURE 1.3.9 Cooling curve in Problem 5

The ambient temperature 7, in (3) could be a function
of time 7 Suppose that in an artificially controlled
environment, 7,,(¢) is periodic with a 24-hour period,
as illustrated in Figure 1.3.10. Devise a mathematical
model for the temperature 7(¢) of a body within this
environment.

Tu(0) 4
120

100 |
80
601

40

201

0 12 24 36 48 ¢

midnight noon midnight noon midnight

FIGURE 1.3.10 Ambient temperature in Problem 6

Spread of a Disease/Technology

7.

Suppose a student carrying a flu virus returns to an iso-
lated college campus of 1000 students. Determine a dif-
ferential equation for the number of people x(f) who have
contracted the flu if the rate at which the disease spreads
is proportional to the number of interactions between the
number of students who have the flu and the number of
students who have not yet been exposed to it.

At a time denoted as r = 0 a technological innovation is
introduced into a community that has a fixed population
of n people. Determine a differential equation for the

INTRODUCTION TO DIFFERENTIAL EQUATIONS

number of people x(f) who have adopted the innovation
at time 7 if it is assumed that the rate at which the innova-
tions spread through the community is jointly propor-
tional to the number of people who have adopted it and
the number of people who have not adopted it.

Mixtures

9.

10.

11

12

Suppose that a large mixing tank initially holds 300 gal-
lons of water in which 50 pounds of salt have been dis-
solved. Pure water is pumped into the tank at a rate of
3 gal/min, and when the solution is well stirred, it is
then pumped out at the same rate. Determine a differen-
tial equation for the amount of salt A(?) in the tank at
time z. What is A(0)?

Suppose that a large mixing tank initially holds 300 gal-
lons of water is which 50 pounds of salt have been
dissolved. Another brine solution is pumped into the tank
at a rate of 3 gal/min, and when the solution is well
stirred, it is then pumped out at a slower rate of 2 gal/min.
If the concentration of the solution entering is 2 1b/gal,
determine a differential equation for the amount of salt
A(?) in the tank at time 7.

. What is the differential equation in Problem 10, if the
well-stirred solution is pumped out at a faster rate of
3.5 gal/min?

. Generalize the model given in equation (8) on page 23
by assuming that the large tank initially contains Ny
number of gallons of brine, r;, and r,,, are the input and
output rates of the brine, respectively (measured in gal-
lons per minute), ¢;, is the concentration of the salt in
the inflow, c¢(#) the concentration of the salt in the tank
as well as in the outflow at time ¢ (measured in pounds
of salt per gallon), and A(?) is the amount of salt in the
tank at time 7.

Draining a Tank

13

. Suppose water is leaking from a tank through a circular
hole of area Ay, at its bottom. When water leaks through a
hole, friction and contraction of the stream near the hole
reduce the volume of water leaving the tank per second to
cA,V2gh, where ¢ (0 < ¢ < 1) is an empirical constant.
Determine a differential equation for the height 4 of water
at time 7 for the cubical tank shown in Figure 1.3.11. The
radius of the hole is 2 in., and g = 32 ft/s2.

circular ),
hole

FIGURE 1.3.11 Cubical tank in Problem 13



1.3 DIFFERENTIAL EQUATIONS AS MATHEMATICAL MODELS ° 29

14. The right-circular conical tank shown in Figure 1.3.12
loses water out of a circular hole at its bottom. Determine
a differential equation for the height of the water & at
time ¢. The radius of the hole is 2 in., g = 32 ft/s2, and
the friction/contraction factor introduced in Problem 13
isc = 0.6.

A\ circular hole

FIGURE 1.3.12 Conical tank in Problem 14

Series Circuits

15. A series circuit contains a resistor and an inductor as
shown in Figure 1.3.13. Determine a differential equa-
tion for the current i(7) if the resistance is R, the induc-
tance is L, and the impressed voltage is E(?).

R
FIGURE 1.3.13 LR series circuit in Problem 15

16. A series circuit contains a resistor and a capacitor as
shown in Figure 1.3.14. Determine a differential equa-
tion for the charge ¢(7) on the capacitor if the resis-
tance is R, the capacitance is C, and the impressed
voltage is E(1).

FIGURE 1.3.14 RC series circuit in Problem 16

Falling Bodies and Air Resistance

17. For high-speed motion through the air—such as the
skydiver shown in Figure 1.3.15, falling before the para-
chute is opened —air resistance is closer to a power of
the instantaneous velocity v(f). Determine a differential
equation for the velocity v(#) of a falling body of mass m
if air resistance is proportional to the square of the
instantaneous velocity.

FIGURE 1.3.15 Air resistance proportional to square of
velocity in Problem 17

Newton’s Second Law and Archimedes’ Principle

18. A cylindrical barrel s feet in diameter of weight w 1b
is floating in water as shown in Figure 1.3.16(a). After
an initial depression the barrel exhibits an up-and-
down bobbing motion along a vertical line. Using
Figure 1.3.16(b), determine a differential equation for
the vertical displacement y(¢) if the origin is taken to be
on the vertical axis at the surface of the water when the
barrel is at rest. Use Archimedes’ principle: Buoyancy,
or upward force of the water on the barrel, is equal to
the weight of the water displaced. Assume that the
downward direction is positive, that the weight density
of water is 62.4 Ib/ft3, and that there is no resistance
between the barrel and the water.

s/2

0ol " 3y

(a) (b)

FIGURE 1.3.16 Bobbing motion of floating barrel in
Problem 18

Newton’s Second Law and Hooke’s Law

19. After a mass m is attached to a spring, it stretches it
s units and then hangs at rest in the equilibrium position
as shown in Figure 1.3.17(b). After the spring/mass

f
unstretched T x(®)<0
spring d- __1_y-0
equilibrium x(® >0
position R
@ @ (o)

FIGURE 1.3.17 Spring/mass system in Problem 19
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system has been set in motion, let x(#) denote the di-
rected distance of the mass beyond the equilibrium po-
sition. As indicated in Figure 1.3.17(c), assume that the
downward direction is positive, that the motion takes
place in a vertical straight line through the center of
gravity of the mass, and that the only forces acting on
the system are the weight of the mass and the restoring
force of the stretched spring. Use Hooke’s law: The
restoring force of a spring is proportional to its total
elongation. Determine a differential equation for the
displacement x(7) at time z.

In Problem 19, what is a differential equation for the
displacement x(¢) if the motion takes place in a medium
that imparts a damping force on the spring/mass system
that is proportional to the instantaneous velocity of the
mass and acts in a direction opposite to that of motion?

Newton’s Second Law and the Law
of Universal Gravitation

21.

22,

By Newton’s universal law of gravitation the free-fall
acceleration a of a body, such as the satellite shown in
Figure 1.3.18, falling a great distance to the surface is not
the constant g. Rather, the acceleration a is inversely pro-
portional to the square of the distance from the center of
the Earth, a = k/r?, where k is the constant of proportion-
ality. Use the fact that at the surface of the Earth » = R and
a = g to determine k. If the positive direction is upward,
use Newton’s second law and his universal law of gravita-
tion to find a differential equation for the distance r.

satellite of
mass m %T

%&%ce
™
R
FIGURE 1.3.18 Satellite J L
in Problem 21 Earth of mass M

Suppose a hole is drilled through the center of the Earth
and a bowling ball of mass m is dropped into the hole, as
shown in Figure 1.3.19. Construct a mathematical model
that describes the motion of the ball. At time 7 let r de-
note the distance from the center of the Earth to the mass
m, M denote the mass of the Earth, M, denote the mass of
that portion of the Earth within a sphere of radius 7, and
6 denote the constant density of the Earth.

surface

FIGURE 1.3.19 Hole through
Earth in Problem 22
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Additional Mathematical Models

23.

24.

25.

26.

217.

Learning Theory In the theory of learning, the rate at
which a subject is memorized is assumed to be pro-
portional to the amount that is left to be memorized.
Suppose M denotes the total amount of a subject to be
memorized and A(?) is the amount memorized in time z.
Determine a differential equation for the amount A(?).

Forgetfulness In Problem 23 assume that the rate at
which material is forgotten is proportional to the amount
memorized in time . Determine a differential equation
for the amount A(f) when forgetfulness is taken into
account.

Infusion of a Drug A drug is infused into a patient’s
bloodstream at a constant rate of r grams per second.
Simultaneously, the drug is removed at a rate proportional
to the amount x(¢) of the drug present at time 7. Determine
a differential equation for the amount x(¢).

Tractrix A person P, starting at the origin, moves in the
direction of the positive x-axis, pulling a weight along
the curve C, called a tractrix, as shown in Figure 1.3.20.
The weight, initially located on the y-axis at (0, s), is
pulled by a rope of constant length s, which is kept taut
throughout the motion. Determine a differential equation
for the path C of motion. Assume that the rope is always
tangent to C.

0, 5) ¢

FIGURE 1.3.20 Tractrix curve in Problem 26

Reflecting Surface Assume that when the plane
curve C shown in Figure 1.3.21 is revolved about the
X-axis, it generates a surface of revolution with the prop-
erty that all light rays L parallel to the x-axis striking the
surface are reflected to a single point O (the origin). Use
the fact that the angle of incidence is equal to the angle
of reflection to determine a differential equation that

tangent

y
/c
0

PG y) <
7]
4\¢
o X
FIGURE 1.3.27 Reflecting surface in Problem 27
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describes the shape of the curve C. Such a curve C is
important in applications ranging from construction of
telescopes to satellite antennas, automobile headlights,
and solar collectors. [Hint: Inspection of the figure
shows that we can write ¢ = 20. Why? Now use an
appropriate trigonometric identity.]

Discussion Problems

28.

29.

30.

31.

32.

Reread Problem 41 in Exercises 1.1 and then give an
explicit solution P(f) for equation (1). Find a one-
parameter family of solutions of (1).

Reread the sentence following equation (3) and assume
that 7, is a positive constant. Discuss why we would ex-
pect k < 0 in (3) in both cases of cooling and warming.
You might start by interpreting, say, 7(t) > T,, in a
graphical manner.

Reread the discussion leading up to equation (8). If we
assume that initially the tank holds, say, 50 Ib of salt, it
stands to reason that because salt is being added to the
tank continuously for # > 0, A(¢) should be an increas-
ing function. Discuss how you might determine from
the DE, without actually solving it, the number of
pounds of salt in the tank after a long period of time.

Population Model The differential equation

dr . .. .
E = (kcos )P, where k is a positive constant, is a
model of human population P(7) of a certain commu-
nity. Discuss an interpretation for the solution of this
equation. In other words, what kind of population do
you think the differential equation describes?

Rotating Fluid As shown in Figure 1.3.22(a), a right-
circular cylinder partially filled with fluid is rotated
with a constant angular velocity w about a vertical y-axis
through its center. The rotating fluid forms a surface of
revolution S. To identify S, we first establish a coordinate
system consisting of a vertical plane determined by the
y-axis and an x-axis drawn perpendicular to the y-axis
such that the point of intersection of the axes (the origin)
is located at the lowest point on the surface S. We then
seek a function y = f(x) that represents the curve C of in-
tersection of the surface S and the vertical coordinate
plane. Let the point P(x, y) denote the position of a parti-
cle of the rotating fluid of mass m in the coordinate
plane. See Figure 1.3.22(b).

(a) At P there is a reaction force of magnitude F due to
the other particles of the fluid which is normal to the
surface S. By Newton’s second law the magnitude
of the net force acting on the particle is mw>x. What
is this force? Use Figure 1.3.22(b) to discuss the na-
ture and origin of the equations

2

F cos 6 = mg, Fsin 0 = mw*x.

(b) Use part (a) to find a first-order differential equation
that defines the function y = f(x).

33.

34.

=
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g
e
-

(@)

curve C of
intersection

of xy-plane

and surface Y
of revolution

N\

| tangent line to
curve C at P

(b)
FIGURE 1.3.22 Rotating fluid in Problem 32

Falling Body In Problem 21, suppose r =R + s,
where s is the distance from the surface of the Earth to
the falling body. What does the differential equation
obtained in Problem 21 become when s is very small in
comparison to R? [Hint: Think binomial series for

(R+s)2=R2( +s/R2]

Raindrops Keep Falling In meteorology the term
virga refers to falling raindrops or ice particles that
evaporate before they reach the ground. Assume that a
typical raindrop is spherical. Starting at some time,
which we can designate as r = 0, the raindrop of radius
rp falls from rest from a cloud and begins to evaporate.

(a) If it is assumed that a raindrop evaporates in such a
manner that its shape remains spherical, then it also
makes sense to assume that the rate at which the rain-
drop evaporates—that is, the rate at which it loses
mass—is proportional to its surface area. Show that
this latter assumption implies that the rate at which
the radius r of the raindrop decreases is a constant.
Find r(¢). [Hint: See Problem 51 in Exercises 1.1.]

(b) If the positive direction is downward, construct a
mathematical model for the velocity v of the falling
raindrop at time t. Ignore air resistance. [Hint:
When the mass m of an object is changing with

. d
time, Newton’s second law becomes F = Zt (mv),

where F is the net force acting on the body and mv
is its momentum. |
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35. LetIt Snow The “snowplow problem” is a classic and
appears in many differential equations texts but was
probably made famous by Ralph Palmer Agnew:

“One day it started snowing at a heavy and steady
rate. A snowplow started out at noon, going 2 miles
the first hour and 1 mile the second hour. What time
did it start snowing?”’

INTRODUCTION TO DIFFERENTIAL EQUATIONS

Find the text Differential Equations, Ralph Palmer Agnew,
McGraw-Hill Book Co., and then discuss the construction
and solution of the mathematical model.

36. Reread this section and classify each mathematical
model as linear or nonlinear.

CHAPTER 1 IN REVIEW

Answers to selected odd-numbered problems begin on page ANS-1.

In Problems 1 and 2 fill in the blank and then write this result
as a linear first-order differential equation that is free of the
symbol ¢; and has the form dy/dx = f(x, y). The symbol ¢;
represents a constant.

10x —

d
1. Ecle

d
2. E(S + ce?) =

In Problems 3 and 4 fill in the blank and then write this result
as a linear second-order differential equation that is free of
the symbols ¢; and ¢, and has the form F(y, y”) = 0. The
symbols ¢, ¢z, and k represent constants.

2
3. 2 (c; cos kx + ¢, sin kx) =

2
4. e (c; cosh kx + ¢, sinh kx) =

In Problems 5 and 6 compute y’ and y” and then combine
these derivatives with y as a linear second-order differential
equation that is free of the symbols c; and ¢, and has the form

F(y,y" ") = 0. The symbols ¢; and ¢, represent constants.
5. y=cie* + crxe* 6. y = cie* cos x + cre’ sin x

In Problems 7-12 match each of the given differential equa-
tions with one or more of these solutions:

@y=0 ®y=2 (©y=2x @ y=2"
7. xy' =2y 8.y =2

9.y =2y—4 10. xy' =y

11. y" + 9y =18 12. xy" —y"' =0

In Problems 13 and 14 determine by inspection at least one
solution of the given differential equation.

13. y" =y’ 14. y = y(y — 3)

In Problems 15 and 16 interpret each statement as a differen-
tial equation.

15. On the graph of y = ¢(x) the slope of the tangent line at
a point P(x, y) is the square of the distance from P(x, y) to
the origin.

16. On the graph of y = ¢(x) the rate at which the slope
changes with respect to x at a point P(x, y) is the nega-
tive of the slope of the tangent line at P(x, ).

17. (a) Give the domain of the function y = x%3.

(b) Give the largest interval / of definition over which
y =x*? is solution of the differential equation
3xy' — 2y =0.
18. (a) Verify that the one-parameter family y? — 2y =
x> — x + cis an implicit solution of the differential
equation (2y — 2)y’ = 2x — 1.
(b) Find a member of the one-parameter family in
part (a) that satisfies the initial condition y(0) = 1.

(¢) Use your result in part (b) to find an explicit
Sfunction y = ¢(x) that satisfies y(0) = 1. Give the
domain of the function ¢. Is y = ¢ (x) a solution of
the initial-value problem? If so, give its interval I of
definition; if not, explain.

19. Given that y = x — 2/x is a solution of the DE xy’ +
y = 2x. Find x( and the largest interval / for which y(x) is
a solution of the first-order IVP xy’ + y = 2x, y(xo) = 1.

20. Suppose that y(x) denotes a solution of the first-order
IVP y' = x> + y2, y(1) = —1 and that y(x) possesses
at least a second derivative at x = 1. In some neigh-
borhood of x = 1 use the DE to determine whether
y(x) is increasing or decreasing and whether the graph
y(x) is concave up or concave down.

21. A differential equation may possess more than one fam-

ily of solutions.

(a) Plot different members of the families
y=¢1(x) =x>+ ¢, and y = ¢o(x) = —x> + c».

(b) Verify that y = ¢(x) and y = ¢,(x) are two
solutions of the nonlinear first-order differential
equation (y')? = 4x2.

(¢) Construct a piecewise-defined function that is a
solution of the nonlinear DE in part (b) but is not a
member of either family of solutions in part (a).

22. What is the slope of the tangent line to the graph of a
solution of y = 6y + 5x° that passes through (—1, 4)?

In Problems 23-26 verify that the indicated function is a
particular solution of the given differential equation. Give an
interval of definition [ for each solution.

23. y"+y=2cosx —2sinx; y=xsinx + xcosx

24, y" +y=secx; y=xsinx + (cosx)ln(cos x)



25. x%y" +xy' + y=0; y=sin(Inx)
26. x%y" + xy' + y = sec(In x);
y = cos(In x) In(cos(In x)) + (In x) sin(In x)

In Problems 27-30, y = cre¥ + cre™ —2x is a two-
parameter family of the second-order DE y” — 2y’ — 3y =

6x + 4. Find a solution of the second-order IVP consisting 33.

of this differential equation and the given initial conditions.
27. y(0)=0,y'(0)=0 28. y(O)=1,y'(0) = =3
29. y(h=4y'H=-2  30. y(=D=0,y'"(=1)=1

31. The graph of a solution of a second-order initial-value

problem d’y/dx* = f(x, 3, "), ¥(2) = yo, ¥'(2) = y1, is
given in Figure 1.R.1. Use the graph to estimate the val-
ues of yg and y;.

FIGURE 1.R.1T  Graph for Problem 31

32.

34.

CHAPTER 1 IN REVIEW ° 33

A tank in the form of a right-circular cylinder of radius
2 feet and height 10 feet is standing on end. If the tank
is initially full of water and water leaks from a circular
hole of radius % inch at its bottom, determine a differen-
tial equation for the height /4 of the water at time t.
Ignore friction and contraction of water at the hole.

The number of field mice in a certain pasture is given by
the function 200 — 10¢, where time ¢ is measured in
years. Determine a differential equation governing a
population of owls that feed on the mice if the rate at
which the owl population grows is proportional to the
difference between the number of owls at time ¢ and
number of field mice at time ¢.

Suppose that dA/dt = —0.0004332 A(f) represents
a mathematical model for the radioactive decay of
radium-226, where A(¢) is the amount of radium (mea-
sured in grams) remaining at time ¢ (measured in years).
How much of the radium sample remains at the time ¢
when the sample is decaying at a rate of 0.002 gram per
year?
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2.1 Solution Curves Without a Solution
2.1.1 Direction Fields
2.1.2 Autonomous First-Order DEs

2.2 Separable Variables

2.3 Linear Equations

2.4 Exact Equations

2.5 Solutions by Substitutions

2.6 A Numerical Method

CHAPTER 2 IN REVIEW

The history of mathematics is rife with stories of people who devoted much of their
lives to solving equations—algebraic equations at first and then eventually
differential equations. In Sections 2.2—-2.5 we will study some of the more
important analytical methods for solving first-order DEs. However, before we start
solving anything, you should be aware of two facts: It is possible for a differential
equation to have no solutions, and a differential equation can possess a solution yet
there might not exist any analytical method for finding it. In Sections 2.1 and 2.6
we do not solve any DEs but show how to glean information directly from the
equation itself. In Section 2.1 we see how the DE yields qualitative information
about graphs that enables us to sketch renditions of solutions curves. In Section 2.6
we use the differential equation to construct a numerical procedure for

approximating solutions.
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2.1

SOLUTION CURVES WITHOUT A SOLUTION

slope = 1.2

(a) lineal element at a point

solution

tangent

(b) lineal element is tangent to
solution curve that passes
through the point

FIGURE 2.1.1

A solution curve is

tangent to lineal element at (2, 3)

REVIEW MATERIAL

e The first derivative as slope of a tangent line
e The algebraic sign of the first derivative indicates increasing or decreasing

INTRODUCTION Let us imagine for the moment that we have in front of us a first-order differ-
ential equation dy/dx = f(x, y), and let us further imagine that we can neither find nor invent a
method for solving it analytically. This is not as bad a predicament as one might think, since the dif-
ferential equation itself can sometimes “tell” us specifics about how its solutions “behave.”

We begin our study of first-order differential equations with two ways of analyzing a DE qual-
itatively. Both these ways enable us to determine, in an approximate sense, what a solution curve
must look like without actually solving the equation.

2.1.1 DIRECTION FIELDS

SOME FUNDAMENTAL QUESTIONS We saw in Section 1.2 that whenever
f(x, y) and 9f/dy satisfy certain continuity conditions, qualitative questions about
existence and uniqueness of solutions can be answered. In this section we shall see
that other qualitative questions about properties of solutions— How does a solution
behave near a certain point? How does a solution behave as x — %?—can often be
answered when the function f depends solely on the variable y. We begin, however,
with a simple concept from calculus:

A derivative dy/dx of a differentiable function y = y(x) gives slopes of tangent
lines at points on its graph.

SLOPE Because a solution y = y(x) of a first-order differential equation

dy
— =/ ey
dx

is necessarily a differentiable function on its interval / of definition, it must also be con-
tinuous on /. Thus the corresponding solution curve on / must have no breaks and must
possess a tangent line at each point (x, y(x)). The function fin the normal form (1) is
called the slope function or rate function. The slope of the tangent line at (x, y(x)) on
a solution curve is the value of the first derivative dy/dx at this point, and we know
from (1) that this is the value of the slope function f(x, y(x)). Now suppose that (x, y)
represents any point in a region of the xy-plane over which the function fis defined. The
value f(x, y) that the function f assigns to the point represents the slope of a line or, as
we shall envision it, a line segment called a lineal element. For example, consider the
equation dy/dx = 0.2xy, where f(x, y) = 0.2xy. At, say, the point (2, 3) the slope of a
lineal element is f(2, 3) = 0.2(2)(3) = 1.2. Figure 2.1.1(a) shows a line segment with
slope 1.2 passing though (2, 3). As shown in Figure 2.1.1(b), if a solution curve also
passes through the point (2, 3), it does so tangent to this line segment; in other words,
the lineal element is a miniature tangent line at that point.

DIRECTION FIELD If we systematically evaluate f over a rectangular grid of
points in the xy-plane and draw a line element at each point (x, y) of the grid with
slope f(x, y), then the collection of all these line elements is called a direction field
or a slope field of the differential equation dy/dx = f(x, y). Visually, the direction
field suggests the appearance or shape of a family of solution curves of the
differential equation, and consequently, it may be possible to see at a glance certain
qualitative aspects of the solutions—regions in the plane, for example, in which a
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FIGURE 2.1.2 Solution curves

following flow of a direction field
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FIGURE 2.1.3 Direction field and
solution curves
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solution exhibits an unusual behavior. A single solution curve that passes through a
direction field must follow the flow pattern of the field; it is tangent to a line element
when it intersects a point in the grid. Figure 2.1.2 shows a computer-generated direc-
tion field of the differential equation dy/dx = sin(x + y) over a region of the xy-plane.
Note how the three solution curves shown in color follow the flow of the field.

I EXAMPLE 1 Direction Field

The direction field for the differential equation dy/dx = 0.2xy shown in Figure 2.1.3(a)
was obtained by using computer software in which a 5 X 5 grid of points (mh, nh),
m and n integers, was defined by letting —5=m =5, -—5=n=5, and h = 1.
Notice in Figure 2.1.3(a) that at any point along the x-axis (y = 0) and the
y-axis (x = 0), the slopes are f(x, 0) = 0 and f(0, y) = 0, respectively, so the lineal
elements are horizontal. Moreover, observe in the first quadrant that for a fixed value
of x the values of f(x, y) = 0.2xy increase as y increases; similarly, for a fixed y the
values of f(x, y) = 0.2xy increase as x increases. This means that as both x and y
increase, the lineal elements almost become vertical and have positive slope ( f(x,y) =
0.2xy > 0 for x > 0, y > 0). In the second quadrant, |f(x, y)| increases as |x| and y
increase, so the lineal elements again become almost vertical but this time have
negative slope (f(x, y) = 0.2xy < 0 for x <0, y > 0). Reading from left to right,
imagine a solution curve that starts at a point in the second quadrant, moves steeply
downward, becomes flat as it passes through the y-axis, and then, as it enters the first
quadrant, moves steeply upward—in other words, its shape would be concave
upward and similar to a horseshoe. From this it could be surmised that y — o
as x — *oo. Now in the third and fourth quadrants, since f(x, y) = 0.2xy > 0 and
f(x,y) = 0.2xy < 0, respectively, the situation is reversed: A solution curve increases
and then decreases as we move from left to right. We saw in (1) of Section 1.1 that
y = % is an explicit solution of the differential equation dy/dx = 0.2xy; you
should verify that a one-parameter family of solutions of the same equation is given
by y = ce®™’. For purposes of comparison with Figure 2.1.3(a) some representative
graphs of members of this family are shown in Figure 2.1.3(b). [ |

I EXAMPLE 2 Direction Field

Use a direction field to sketch an approximate solution curve for the initial-value
problem dy/dx = sin y, y(0) = —3.

SOLUTION Before proceeding, recall that from the continuity of f(x, y) = siny and
df/dy = cos y, Theorem 1.2.1 guarantees the existence of a unique solution curve
passing through any specified point (x, yo) in the plane. Now we set our computer soft-
ware again fora5 X 5rectangular region and specify (because of the initial condition)
points in that region with vertical and horizontal separation of % unit—that is, at
points (mh, nh), h = %, m and n integers such that —10 =m = 10, —10 = n = 10.
The result is shown in Figure 2.1.4. Because the right-hand side of dy/dx = sinyis 0

aty = 0,and aty = —r, the lineal elements are horizontal at all points whose second
coordinates are y = 0 or y = —. It makes sense then that a solution curve passing
through the initial point (0, —%) has the shape shown in the figure. |

INCREASING/DECREASING  Interpretation of the derivative dy/dx as a function
that gives slope plays the key role in the construction of a direction field. Another
telling property of the first derivative will be used next, namely, if dy/dx > 0 (or
dy/dx < 0) for all x in an interval I, then a differentiable function y = y(x) is
increasing (or decreasing) on /.



2.1 SOLUTION CURVES WITHOUT A SOLUTION ° 37
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FIGURE 2.1.4 Direction field for
Example 2

2.1.2 AUTONOMOUS FIRST-ORDER DEs

AUTONOMOUS FIRST-ORDER DEs In Section 1.1 we divided the class of ordi-
nary differential equations into two types: linear and nonlinear. We now consider
briefly another kind of classification of ordinary differential equations, a classifica-
tion that is of particular importance in the qualitative investigation of differential
equations. An ordinary differential equation in which the independent variable does
not appear explicitly is said to be autonomous. If the symbol x denotes the indepen-
dent variable, then an autonomous first-order differential equation can be written as
f(y,¥") = 0 or in normal form as

2 foy )
dx - o
We shall assume throughout that the function fin (2) and its derivative f" are contin-
uous functions of y on some interval /. The first-order equations
F) fxy)
l l
d dy
— =1+ and — = 0.2x
dx Y dx Y
are autonomous and nonautonomous, respectively.

Many differential equations encountered in applications or equations that are
models of physical laws that do not change over time are autonomous. As we have
already seen in Section 1.3, in an applied context, symbols other than y and x are rou-
tinely used to represent the dependent and independent variables. For example, if ¢
represents time then inspection of

B, Y epmri1-» Towar-1), Poe-La
- = ) - = xX(n - X ] - = - ] - = — T LA,
dt dt dt " dt 100
where k, n, and T,, are constants, shows that each equation is time independent.
Indeed, all of the first-order differential equations introduced in Section 1.3 are time
independent and so are autonomous.

CRITICAL POINTS The zeros of the function fin (2) are of special importance.
We say that a real number ¢ is a critical point of the autonomous differential
equation (2) if it is a zero of f—that is, f(c¢) = 0. A critical point is also called an
equilibrium point or stationary point. Now observe that if we substitute the constant
function y(x) = ¢ into (2), then both sides of the equation are zero. This means:

If ¢ is a critical point of (2), then y(x) = c is a constant solution of the
autonomous differential equation.

A constant solution y(x) = ¢ of (2) is called an equilibrium solution; equilibria are
the only constant solutions of (2).
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As was already mentioned, we can tell when a nonconstant solution y = y(x) of
(2) is increasing or decreasing by determining the algebraic sign of the derivative
dy /dx; in the case of (2) we do this by identifying intervals on the y-axis over which
the function f(y) is positive or negative.

I EXAMPLE 3 An Autonomous DE

The differential equation

dP
— = P(a — bP),
I (a )

where a and b are positive constants, has the normal form dP/dt = f(P), which is (2)
with ¢ and P playing the parts of x and y, respectively, and hence is autonomous.
From f(P) = P(a — bP) = 0 we see that 0 and a/b are critical points of the equation,
so the equilibrium solutions are P(f) = 0 and P(f) = a/b. By putting the critical points
on a vertical line, we divide the line into three intervals defined by —co < P <0,
0 < P <a/b,a/b<P <« The arrows on the line shown in Figure 2.1.5 indicate
the algebraic sign of f(P) = P(a — bP) on these intervals and whether a nonconstant
solution P(f) is increasing or decreasing on an interval. The following table explains
the figure.

Interval Sign of f(P) P(1) Arrow
(=, 0) minus decreasing points down
0,a/b) plus increasing points up
(a/b,») minus decreasing points down

Figure 2.1.5 is called a one-dimensional phase portrait, or simply phase
portrait, of the differential equation dP/dt = P(a — bP). The vertical line is called a
phase line.

SOLUTION CURVES Without solving an autonomous differential equation, we
can usually say a great deal about its solution curves. Since the function fin (2) is
independent of the variable x, we may consider f defined for —o < x < % or for
0 = x < o0, Also, since f and its derivative f are continuous functions of y on some
interval / of the y-axis, the fundamental results of Theorem 1.2.1 hold in some hori-
zontal strip or region R in the xy-plane corresponding to /, and so through any point
(x0, ¥0) in R there passes only one solution curve of (2). See Figure 2.1.6(a). For the
sake of discussion, let us suppose that (2) possesses exactly two critical points ¢; and
¢z and that ¢; < ¢;. The graphs of the equilibrium solutions y(x) = ¢; and y(x) = ¢;
are horizontal lines, and these lines partition the region R into three subregions R,
R», and Rj, as illustrated in Figure 2.1.6(b). Without proof here are some conclusions
that we can draw about a nonconstant solution y(x) of (2):

e If (xo, yo) is in a subregion R;, i = 1, 2, 3, and y(x) is a solution whose graph
passes through this point, then y(x) remains in the subregion R; for all x. As
illustrated in Figure 2.1.6(b), the solution y(x) in R; is bounded below by ¢
and above by ¢, that is, ¢; < y(x) < ¢, for all x. The solution curve stays
within R, for all x because the graph of a nonconstant solution of (2) cannot
cross the graph of either equilibrium solution y(x) = ¢; or y(x) = ¢;. See
Problem 33 in Exercises 2.1.

e By continuity of f we must then have either f(y) > 0 or f(y) < 0 for all x in
a subregion R;, i = 1, 2, 3. In other words, f(y) cannot change signs in a
subregion. See Problem 33 in Exercises 2.1.
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e Since dy/dx = f(y(x)) is either positive or negative in a subregion R;, i = 1,
2, 3, a solution y(x) is strictly monotonic—that is, y(x) is either increasing
or decreasing in the subregion R;. Therefore y(x) cannot be oscillatory, nor
can it have a relative extremum (maximum or minimum). See Problem 33
in Exercises 2.1.

e If y(x) is bounded above by a critical point ¢, (as in subregion R; where
y(x) < ¢ for all x), then the graph of y(x) must approach the graph of the
equilibrium solution y(x) = ¢ either as x — % or as x = —o_ If y(x) is
bounded—that is, bounded above and below by two consecutive critical
points (as in subregion R, where ¢; < y(x) < ¢; for all x)—then the graph
of y(x) must approach the graphs of the equilibrium solutions y(x) = ¢; and
y(x) = ¢3, one as x — % and the other as x — —. If y(x) is bounded below
by a critical point (as in subregion R3 where ¢, < y(x) for all x), then the
graph of y(x) must approach the graph of the equilibrium solution y(x) = c;
either as x — o or as x — —. See Problem 34 in Exercises 2.1.

With the foregoing facts in mind, let us reexamine the differential equation in
Example 3.

I EXAMPLE 4 Example 3 Revisited

The three intervals determined on the P-axis or phase line by the critical points
P = 0and P = a/b now correspond in the 7P-plane to three subregions defined by:

R;: —e<P<O, Ry:0<P<alb, and Ry:a/b<P <o,

where —oo <t < o, The phase portrait in Figure 2.1.7 tells us that P(7) is decreasing
in Ry, increasing in R;, and decreasing in R3. If P(0) = Py is an initial value, then in
Ry, R,, and R3 we have, respectively, the following:

(i)  For Py <0, P(¢) is bounded above. Since P(¢) is decreasing, P(f)
decreases without bound for increasing ¢, and so P(f) — 0 as t —> —o.
This means that the negative z-axis, the graph of the equilibrium solution
P(t) = 0, is a horizontal asymptote for a solution curve.

(iiy For 0 < Py < a/b, P() is bounded. Since P(f) is increasing, P(1) — a /b
as t— o and P(f) — 0 as t — —oo. The graphs of the two equilibrium
solutions, P(f) = 0 and P(f) = a /b, are horizontal lines that are horizontal
asymptotes for any solution curve starting in this subregion.

(iii) For Py > a /b, P(¢) is bounded below. Since P(f) is decreasing, P(f) —>a /b
as t — oo, The graph of the equilibrium solution P(f) = a /b is a horizontal
asymptote for a solution curve.

In Figure 2.1.7 the phase line is the P-axis in the #P-plane. For clarity the origi-
nal phase line from Figure 2.1.5 is reproduced to the left of the plane in which
the subregions R;, R, and R3 are shaded. The graphs of the equilibrium solutions
P(f) = a/b and P(r) = 0 (the t-axis) are shown in the figure as blue dashed lines;
the solid graphs represent typical graphs of P(f) illustrating the three cases just
discussed. [ |

In a subregion such as R; in Example 4, where P(?) is decreasing and unbounded
below, we must necessarily have P(f) — —. Do not interpret this last statement to
mean P(f) — — as t — %; we could have P(f) — —» as t— T, where T> 0 is a
finite number that depends on the initial condition P(¢y) = Py. Thinking in dynamic
terms, P(f) could “blow up” in finite time; thinking graphically, P(¢) could have a
vertical asymptote at t = 7' > (. A similar remark holds for the subregion Rj.

The differential equation dy/dx = sin y in Example 2 is autonomous and has an
infinite number of critical points, since sin y = 0 at y = nr, n an integer. Moreover,
we now know that because the solution y(x) that passes through (0, —%) is bounded
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above and below by two consecutive critical points (—7 < y(x) <0) and is
decreasing (sin y < 0 for —7 <y < 0), the graph of y(x) must approach the graphs
of the equilibrium solutions as horizontal asymptotes: y(x) — —m as x —> % and
y(x)—0asx— —x,

I EXAMPLE 5 Solution Curves of an Autonomous DE

The autonomous equation dy/dx = (y — 1)? possesses the single critical point 1.
From the phase portrait in Figure 2.1.8(a) we conclude that a solution y(x) is an
increasing function in the subregions defined by —o0c <y <1 and 1 <y < o, where
—oo < x < o0, For an initial condition y(0) = yy < 1, a solution y(x) is increasing and
bounded above by 1, and so y(x) — 1 as x — o0; for y(0) = yg > 1 a solution y(x) is
increasing and unbounded.

Now y(x) = 1 — 1/(x + ¢) is a one-parameter family of solutions of the differ-
ential equation. (See Problem 4 in Exercises 2.2) A given initial condition determines
a value for c. For the initial conditions, say, y(0) = —1 <1 and y(0) =2 > 1, we
find, in turn, that y(x) =1 — 1/(x + %), and y(x) =1 — 1/(x — 1). As shown in
Figures 2.1.8(b) and 2.1.8(c), the graph of each of these rational functions possesses

, ' 1
I+ +/ Ix=1

increasing } ©0,2) / }

| |

\

11 m—mm——_—— e I R y ,=,1,,

| |
| i
T T T ; [ T T T X T T T ; T X
0.~ T
increasing } | 1 }
i I
2 |
\ \
(a) phase line (b) xy-plane (¢) xy-plane
y(0) <1 y(0) > 1
FIGURE 2.1.8 Behavior of solutions near y = 1
a vertical asymptote. But bear in mind that the solutions of the IVPs
dy dy
—=0G-D% y0O=-1 ad —=(@-D% y0) =2
dx dx
are defined on special intervals. They are, respectively,
1 1
Yo =1 = —, -1 <x<w and e S LA

2

The solution curves are the portions of the graphs in Figures 2.1.8(b) and
2.1.8(c) shown in blue. As predicted by the phase portrait, for the solution curve
in Figure 2.1.8(b), y(x) — 1 as x — ; for the solution curve in Figure 2.1.8(c),
y(x) — % as x — 1 from the left. [ |

ATTRACTORS AND REPELLERS Suppose that y(x) is a nonconstant solution of
the autonomous differential equation given in (1) and that ¢ is a critical point of
the DE. There are basically three types of behavior that y(x) can exhibit near c. In
Figure 2.1.9 we have placed c on four vertical phase lines. When both arrowheads on
either side of the dot labeled ¢ point foward c, as in Figure 2.1.9(a), all solutions y(x)
of (1) that start from an initial point (xo, yo) sufficiently near ¢ exhibit the asymp-
totic behavior lim,_,., y(x) = c. For this reason the critical point ¢ is said to be
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asymptotically stable. Using a physical analogy, a solution that starts near c is like a
charged particle that, over time, is drawn to a particle of opposite charge, and so c is
also referred to as an attractor. When both arrowheads on either side of the dot
labeled ¢ point away from c, as in Figure 2.1.9(b), all solutions y(x) of (1) that start
from an initial point (xo, yo) move away from c as x increases. In this case the critical
point c is said to be unstable. An unstable critical point is also called a repeller, for
obvious reasons. The critical point ¢ illustrated in Figures 2.1.9(c) and 2.1.9(d) is
neither an attractor nor a repeller. But since ¢ exhibits characteristics of both an
attractor and a repeller—that is, a solution starting from an initial point (xo, yo) suffi-
ciently near c is attracted to ¢ from one side and repelled from the other side—we say
that the critical point ¢ is semi-stable. In Example 3 the critical point a/b is
asymptotically stable (an attractor) and the critical point O is unstable (a repeller).
The critical point 1 in Example 5 is semi-stable.

AUTONOMOUS DEs AND DIRECTION FIELDS If a first-order differential equa-
tion is autonomous, then we see from the right-hand side of its normal form
dy/dx = f(y) that slopes of lineal elements through points in the rectangular grid used
to construct a direction field for the DE depend solely on the y-coordinate of the points.
Put another way, lineal elements passing through points on any horizontal line must all
have the same slope; slopes of lineal elements along any vertical line will, of course,
vary. These facts are apparent from inspection of the horizontal gold strip and vertical
blue strip in Figure 2.1.10. The figure exhibits a direction field for the autonomous equa-
tion dy/dx = 2y — 2. With these facts in mind, reexamine Figure 2.1.4.

EXERCISES 2.1

Answers to selected odd-numbered problems begin on page ANS-1.

2.1.1 DIRECTION FIELDS 2 ﬂ—e—o-omz
" dx
In Problems 1-4 reproduce the given computer-generated (a) y(—6) = 0 ) y(0) = 1
direction field. Then sketch, by hand, an approximate solu- © y(0) = —4 ) y(8) = —4
tion curve that passes through each of the indicated points. ) y(0) = y®) =
Use different colored pencils for each solution curve.
Emeoy i
dx gltttttttsrs
SRRy
(@ y(=2)=1 (b) y3) =0 RN TV
N N N O
(©) y(0)=2 @) y(©0)=0 I s
FALAR SIS AANAAAAAASAANA
LIS ASIAAAS //////////X
PIISSSASA I A A s A Ao mrr
BN NN YYD PFOP S
Yy —4H 1ttt it s
titdtittry
K <SS HE B I tttttttt s
AR EREEEE EEEEEREE s IBERERE RN
AP ERRV 4+ S
z-lfff»\\xx VAV AN A Gttt
FRA A2 7NN ) N7 A —8 —4
REREANIPAN SR B
ot VNS SN 1 . .
N S AR FIGURE 2.1.12 Direction field for Problem 2
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FE AP 77NN Y NN N7 77 4
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FA AN VLN 3. —=1—xy
FA=N Vb v bbb by N 7 dx
BCAVERRREREEAERARERE R L
-3 2 -1 1 2 3 (@) y(0)=0 (b)) (=) =0
FIGURE 2.1.11 Direction field for Problem 1 (©) y2)=2 (d) y(0) = —4
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FIGURE 2.1.14 Direction field for Problem 4

In Problems 5—12 use computer software to obtain a direc-
tion field for the given differential equation. By hand, sketch
an approximate solution curve passing through each of the

given points.

5.y =x 6.y =x+y
@ y(0) =0 (@) y(—2) =2
(b) y(0) = -3 () y(1) = -3
dy _ _ dy _ 1

7.ydx— X S'dx 5
@ y(1) =1 (a) y(0) = 1
(b) y(0) = 4 (b) y(=2) = —1
d d

9.d—i:=0.2x2+y 10.d—i=xey
(@) y(0) =5 (a) y(0) = —2
(b) y(2) = —1 (b) y(1) =25
F ey ocos T y _ .Y

11. y' =y coszx 12.dx 1 B
@ y(2) =2 @ y(-1) =2
(b) y(=1) =0 ) y() =0

In Problems 13 and 14 the given figure represents the graph
of f(y) and f(x), respectively. By hand, sketch a direction
field over an appropriate grid for dy/dx = f(y) (Problem 13)
and then for dy/dx = f(x) (Problem 14).

13. f

FIGURE 2.1.15 Graph for Problem 13
14.

FIGURE 2.1.16 Graph for Problem 14

15. In parts (a) and (b) sketch isoclines f(x, y) = ¢ (see the
Remarks on page 37) for the given differential equation
using the indicated values of c¢. Construct a direction field
over a grid by carefully drawing lineal elements with the
appropriate slope at chosen points on each isocline. In
each case, use this rough direction field to sketch an ap-
proximate solution curve for the IVP consisting of the DE
and the initial condition y(0) = 1.

(@) dy/dx = x + y; c an integer satisfying —5 =c¢ =35
(b) dy/dx=x2+y2;c=i,c = 1,c=%,c=4

Discussion Problems

16. (a) Consider the direction field of the differential equa-
tion dy/dx = x(y — 4)> — 2, but do not use tech-
nology to obtain it. Describe the slopes of the lineal
elementsonthelinesx =0,y =3,y =4,andy = 5.

(b) Consider the IVP dy/dx = x(y — 4)> — 2, y(0) = yo,
where yy < 4. Can a solution y(x) — o as x —> ?
Based on the information in part (a), discuss.

17. For a first-order DE dy/dx = f(x, y) a curve in the plane
defined by f(x, y) = 0 is called a nullcline of the equa-
tion, since a lineal element at a point on the curve has zero
slope. Use computer software to obtain a direction field
over a rectangular grid of points for dy/dx = x> — 2y,



and then superimpose the graph of the nullcline y = %xz

over the direction field. Discuss the behavior of solution
curves in regions of the plane defined by y < %xz and by
y > %xz. Sketch some approximate solution curves. Try
to generalize your observations.

18. (a) Identify the nullclines (see Problem 17) in
Problems 1, 3, and 4. With a colored pencil, circle
any lineal elements in Figures 2.1.11, 2.1.13, and
2.1.14 that you think may be a lineal element at a
point on a nullcline.

(b) What are the nullclines of an autonomous first-order
DE?

2.1.2 AUTONOMOUS FIRST-ORDER DEs

19. Consider the autonomous first-order differential equa-
tion dy/dx = y — y* and the initial condition y(0) = y,.
By hand, sketch the graph of a typical solution y(x)
when y has the given values.
@ yo>1 b)0<yy<1
() —1<yy<0 d) yo< -1

20. Consider the autonomous first-order differential equation
dy/dx = y*> — y* and the initial condition y(0) = y,. By
hand, sketch the graph of a typical solution y(x) when yq
has the given values.
@ yo=>1
(C) 1< yo < 0

1) 0 < yo< 1
(d) yo<-—1

In Problems 21-28 find the critical points and phase portrait
of the given autonomous first-order differential equation.
Classify each critical point as asymptotically stable, unstable,
or semi-stable. By hand, sketch typical solution curves in the
regions in the xy-plane determined by the graphs of the
equilibrium solutions.

dy
21, —=4y2-3
i y

d
23. 2=y -2
dx

d d

5.2 - pa-y 262 -y0-pa-y
dx dx
dy dy ye'—9y

27. == =vy1 + 2 28. — = —
2, - YO +2) dx o

In Problems 29 and 30 consider the autonomous differential
equation dy/dx = f(y), where the graph of fis given. Use the
graph to locate the critical points of each differential equa-
tion. Sketch a phase portrait of each differential equation.
By hand, sketch typical solution curves in the subregions in
the xy-plane determined by the graphs of the equilibrium
solutions.
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FIGURE 2.1.17  Graph for Problem 29

30. 7

FIGURE 2.1.18 Graph for Problem 30

Discussion Problems

31. Consider the autonomous DE dy/dx = (2/m)y — sin y.
Determine the critical points of the equation. Discuss
a way of obtaining a phase portrait of the equation.
Classify the critical points as asymptotically stable,
unstable, or semi-stable.

32. A critical point ¢ of an autonomous first-order DE is
said to be isolated if there exists some open interval that
contains ¢ but no other critical point. Can there exist an
autonomous DE of the form given in (1) for which every
critical point is nonisolated? Discuss; do not think pro-
found thoughts.

33. Suppose that y(x) is a nonconstant solution of the
autonomous equation dy/dx = f(y) and that ¢ is a
critical point of the DE. Discuss. Why can’t the graph
of y(x) cross the graph of the equilibrium solution
y = ¢? Why can’t f(y) change signs in one of the
subregions discussed on page 38? Why can’t y(x) be
oscillatory or have a relative extremum (maximum or
minimum)?

34. Suppose that y(x) is a solution of the autonomous equa-
tion dy/dx = f(y) and is bounded above and below by
two consecutive critical points ¢; < ¢p, as in subregion
R, of Figure 2.1.6(b). If f(y) >0 in the region, then
lim,— y(x) = c,. Discuss why there cannot exist a num-
ber L < ¢, such that lim,—. y(x) = L. As part of your
discussion, consider what happens to y’(x) as x — .

35. Using the autonomous equation (1), discuss how it is
possible to obtain information about the location of
points of inflection of a solution curve.
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36. Consider the autonomous DE dy/dx = y> — y — 6. Use
your ideas from Problem 35 to find intervals on the
y-axis for which solution curves are concave up and
intervals for which solution curves are concave down.
Discuss why each solution curve of an initial-value
problem of the form dy/dx = y> —y — 6, y(0) = yo,
where —2 < yo < 3, has a point of inflection with the
same y-coordinate. What is that y-coordinate? Carefully
sketch the solution curve for which y(0) = —1. Repeat
for y(2) = 2.

37. Suppose the autonomous DE in (1) has no critical
points. Discuss the behavior of the solutions.

Mathematical Models

38. Population Model The differential equation in
Example 3 is a well-known population model. Suppose
the DE is changed to

dr P(aP — b)

= = P(aP — b),

dt
where a and b are positive constants. Discuss what
happens to the population P as time ¢ increases.

39. Population Model Another population model is

given by

dpP

— =kP — h,

dt
where h and k are positive constants. For what initial
values P(0) = P, does this model predict that the popu-
lation will go extinct?

40. Terminal Velocity In Section 1.3 we saw that the
autonomous differential equation
dv

m— =mg — kv,

dt

41.

42,

where k is a positive constant and g is the acceleration
due to gravity, is a model for the velocity v of a body of
mass m that is falling under the influence of gravity.
Because the term —kv represents air resistance, the
velocity of a body falling from a great height does not in-
crease without bound as time ¢ increases. Use a phase
portrait of the differential equation to find the limiting, or
terminal, velocity of the body. Explain your reasoning.

Suppose the model in Problem 40 is modified so
that air resistance is proportional to v?, that is,

v o
m— = mg — kv,
dt &
See Problem 17 in Exercises 1.3. Use a phase portrait
to find the terminal velocity of the body. Explain your
reasoning.

Chemical Reactions When certain kinds of chemicals
are combined, the rate at which the new compound is
formed is modeled by the autonomous differential
equation

O T

22 e Ko — - X),
dt

where k>0 is a constant of proportionality and

B > a > 0. Here X(¢) denotes the number of grams of

the new compound formed in time ¢.

(a) Use a phase portrait of the differential equation to
predict the behavior of X(f) as t — oo.

(b) Consider the case when a = 8. Use a phase portrait
of the differential equation to predict the behavior
of X(¢) as t — o when X(0) < . When X(0) > «.

(¢) Verify that an explicit solution of the DE in the case
when k=1 and a =8 is X() =a — 1/ + ).
Find a solution that satisfies X(0) = « /2. Then find
a solution that satisfies X(0) = 2a. Graph these
two solutions. Does the behavior of the solutions as
t — o agree with your answers to part (b)?

2.2 SEPARABLE VARIABLES

REVIEW MATERIAL

parts) by consulting a calculus text.

e Basic integration formulas (See inside front cover)
e Techniques of integration: integration by parts and partial fraction decomposition
e See also the Student Resource and Solutions Manual.

INTRODUCTION  We begin our study of how to solve differential equations with the simplest of
all differential equations: first-order equations with separable variables. Because the method in this
section and many techniques for solving differential equations involve integration, you are urged to
refresh your memory on important formulas (such as [ du/u) and techniques (such as integration by
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Consider the first-order differential equation
dy/dx = f(x,y). When f does not depend on the variable y, that is, f(x, y) = g(x), the
differential equation

dy !
Ir g(x) ey
can be solved by integration. If g(x) is a continuous function, then integrating both
sides of (1) gives y = [g(x) dx = G(x) + ¢, where G(x) is an antiderivative (indefi-
nite integral) of g(x). For example, if dy/dx =1+ e**, then its solution is
y=[(1+e*)dxory=x+ %el‘ + c.

A DEFINITION Equation (1), as well as its method of solution, is just a special
case when the function fin the normal form dy/dx = f(x, y) can be factored into a
function of x times a function of y.

DEFINITION 2.2.1 Separable Equation

A first-order differential equation of the form

dy
= = gh(y)
dx

is said to be separable or to have separable variables.

For example, the equations

dy = y%xe
dx

dy .
and — =y +sinx
dx

3x+4y

are separable and nonseparable, respectively. In the first equation we can factor
flx,y) = y2xe3* 4 as

g h(y)
I
fQy) = yxe™™ = (xe™)(y%e®),

but in the second equation there is no way of expressing y + sin x as a product of a
function of x times a function of y.

Observe that by dividing by the function 4(y), we can write a separable equation
dy/dx = g(x)h(y) as

d
() d—y = g(x), 2)
X

where, for convenience, we have denoted 1/k(y) by p(y). From this last form we can
see immediately that (2) reduces to (1) when A(y) = 1.

Now if y = ¢(x) represents a solution of (2), we must have p(¢ (x))p'(x) = g(x),
and therefore

f p(d ()’ (x) dx = f g(x) dx. (3
But dy = ¢’ (x) dx, and so (3) is the same as
f py)dy = f gy dx  or  H(y) = Gx) +c, “4)

where H(y) and G(x) are antiderivatives of p(y) = 1/h(y) and g(x), respectively.
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METHOD OF SOLUTION Equation (4) indicates the procedure for solving
separable equations. A one-parameter family of solutions, usually given implicitly, is
obtained by integrating both sides of p(y) dy = g(x) dx.

NOTE There is no need to use two constants in the integration of a separable equa-
tion, because if we write H(y) + ¢; = G(x) + ¢, then the difference ¢, — ¢y can be
replaced by a single constant c, as in (4). In many instances throughout the chapters
that follow, we will relabel constants in a manner convenient to a given equation. For
example, multiples of constants or combinations of constants can sometimes be
replaced by a single constant.

I EXAMPLE 1 Solving a Separable DE

Solve (1 + x)dy — ydx = 0.

SOLUTION Dividing by (1 + x)y, we can write dy/y = dx/(1 + x), from which it

follows that
Jo- ]t
y 1+x

In|y| = 1In|1 + x| + ¢,

y = elitalter = ghlldxl o par g of exponents
= —+ C
|1 x|e [1+x[=1+x x=—1
= +e(1 + x). [L4x[=-+0.  xre<l

Relabeling *e as ¢ then gives y = ¢(1 + x).

ALTERNATIVE SOLUTION Because each integral results in a logarithm, a judicious
choice for the constant of integration is In|c| rather than c. Rewriting the second
line of the solution as In|y| = In|1 + x| + In|c| enables us to combine the terms on
the right-hand side by the properties of logarithms. From In|y| = In|c(1 + x)| we
immediately get y = c(1 + x). Even if the indefinite integrals are not all logarithms,
it may still be advantageous to use In|c|. However, no firm rule can be given. [ |

In Section 1.1 we saw that a solution curve may be only a segment or an arc of
the graph of an implicit solution G(x, y) = 0.

I EXAMPLE 2 Solution Curve

d
Solve the initial-value problemd—y =X y@=-3
Xy

SOLUTION Rewriting the equation as y dy = —x dx, we get

2 2

fydy=—fxdx and yg=—%+cl.

We can write the result of the integration as x” + y” = ¢” by replacing the constant
2c¢; by ¢2. This solution of the differential equation represents a family of concentric
circles centered at the origin.

Now whenx =4,y = —3,s016 + 9 =25 = ¢2. Thus the initial-value problem
determines the circle x” + y? = 25 with radius 5. Because of its simplicity we can
solve this implicit solution for an explicit solution that satisfies the initial condition.
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We saw this solution as y = ¢p(x) ory = — V25 — x%, —5 < x < 5 in Example 3 of
Section 1.1. A solution curve is the graph of a differentiable function. In this case the
solution curve is the lower semicircle, shown in dark blue in Figure 2.2.1 containing
the point (4, —3). |

LOSING A SOLUTION Some care should be exercised in separating variables,
since the variable divisors could be zero at a point. Specifically, if r is a zero
of the function A(y), then substituting y = r into dy/dx = g(x)h(y) makes both sides
zero; in other words, y = r is a constant solution of the differential equation.

d
But after variables are separated, the left-hand side of Fy) = g(x) dx is undefined at r.
y

As a consequence, y = r might not show up in the family of solutions that are obtained
after integration and simplification. Recall that such a solution is called a singular
solution.

I EXAMPLE 3 Losing a Solution

d
Solve—y =2 — 4
dx

SOLUTION We put the equation in the form

1 |
= 4 4 -
dx or [y R 2} dy = dx. @)

The second equation in (5) is the result of using partial fractions on the left-hand side
of the first equation. Integrating and using the laws of logarithms gives

1 1
Zln|y - 2] —Zln|y +2|=x+¢

y—2
y+2

or In

‘ =4x + ¢, or —— = +ehta

Here we have replaced 4c; by c,. Finally, after replacing *£e“ by ¢ and solving the
last equation for y, we get the one-parameter family of solutions

1 + ce™

1 — ce®™

y=2 (6)

Now if we factor the right-hand side of the differential equation as
dy/dx = (y — 2)(y + 2), we know from the discussion of critical points in Section 2.1
that y = 2 and y = —2 are two constant (equilibrium) solutions. The solution y = 2 is a
member of the family of solutions defined by (6) corresponding to the value ¢ = 0.
However, y = —2 is a singular solution; it cannot be obtained from (6) for any choice of
the parameter c. This latter solution was lost early on in the solution process. Inspection
of (5) clearly indicates that we must preclude y = *2 in these steps. |

I EXAMPLE 4 An Initial-Value Problem

d
Solve (¢’ — y) cosxd—y = e'sin2x, y(0) = 0.
X
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SOLUTION Dividing the equation by e” cos x gives

er — sin 2x
Yo

dx.

e’ COS X

Before integrating, we use termwise division on the left-hand side and the trigono-
metric identity sin 2x = 2 sin x cos x on the right-hand side. Then

integration by parts — f (@ —yedy=2 f sin x dx

yields e’ tye Y +e Y= —2cosx + c 7

The initial condition y = 0 when x = 0 implies ¢ = 4. Thus a solution of the initial-
value problem is

e’ +ye '+ e V=4 —2cosx. @8 m
USE OF COMPUTERS The Remarks at the end of Section 1.1 mentioned
that it may be difficult to use an implicit solution G(x, y) = 0 to find an explicit
solution y = ¢ (x). Equation (8) shows that the task of solving for y in terms of x may
present more problems than just the drudgery of symbol pushing— sometimes it
simply cannot be done! Implicit solutions such as (8) are somewhat frustrating; nei-
ther the graph of the equation nor an interval over which a solution satisfying y(0) =
0 is defined is apparent. The problem of “seeing” what an implicit solution looks like
can be overcome in some cases by means of technology. One way" of proceeding is
to use the contour plot application of a computer algebra system (CAS). Recall from
multivariate calculus that for a function of two variables z = G(x, y) the two-
dimensional curves defined by G(x, y) = ¢, where c is constant, are called the level
curves of the function. With the aid of a CAS, some of the level curves of the func-
tion G(x,y) = e¥ + ye ” + e¢™¥ + 2 cos x have been reproduced in Figure 2.2.2. The
family of solutions defined by (7) is the level curves G(x, y) = c. Figure 2.2.3 illus-
trates the level curve G(x, y) = 4, which is the particular solution (8), in blue color.
The other curve in Figure 2.2.3 is the level curve G(x, y) = 2, which is the member
of the family G(x, y) = c that satisfies y(7 /2) = 0.

If an initial condition leads to a particular solution by yielding a specific value of
the parameter c in a family of solutions for a first-order differential equation, there is
a natural inclination for most students (and instructors) to relax and be content.
However, a solution of an initial-value problem might not be unique. We saw in
Example 4 of Section 1.2 that the initial-value problem

d
dy =xy"%, y(0)=0 )
X

has at least two solutions,y = 0 and y = %x“. We are now in a position to solve the
equation. Separating variables and integrating y /2 dy = x dx gives

2 (xz >2
2 =—+c or =|=+c].
y B 1 y 4
When x = 0, then y = 0, so necessarily, c = 0. Therefore y = %x“. The trivial solution
y = 0 was lost by dividing by y'/?. In addition, the initial-value problem (9) possesses
infinitely many more solutions, since for any choice of the parameter a =0 the

“In Section 2.6 we will discuss several other ways of proceeding that are based on the concept of a
numerical solver.
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piecewise-defined function

0, x<a
y:

L —a)? x=a
satisfies both the differential equation and the initial condition. See Figure 2.2.4.

SOLUTIONS DEFINED BY INTEGRALS If g is a function continuous on an open
interval / containing a, then for every x in /,

d X
e L g dt = g(x).

You might recall that the foregoing result is one of the two forms of the fundamental
theorem of calculus. In other words, f © g(n) dt is an antiderivative of the function g.
There are times when this form is convenient in solving DEs. For example, if g is
continuous on an interval / containing x( and x, then a solution of the simple initial-
value problem dy/dx = g(x), y(x,) = y,, that is defined on [ is given by

X

y(x) = yo + f g(n) dt

Xo

You should verify that y(x) defined in this manner satisfies the initial condition. Since
an antiderivative of a continuous function g cannot always be expressed in terms of
elementary functions, this might be the best we can do in obtaining an explicit
solution of an IVP. The next example illustrates this idea.

I EXAMPLE 5 An Initial-Value Problem

dy .
Solve — = ¢, y(3)=>5.
dx

SOLUTION The function g(x) = e~ is continuous on (—%, %), but its antideriva-
tive is not an elementary function. Using ¢ as dummy variable of integration, we can

write
x dy fx .
—dt = ~dt
L dt 3 ¢
y(t)]f = J e Cdt
’ 3

yx) = y(3) = f e "dt

3
y(x) = y(3) + f Xe*fzdt.
3

Using the initial condition y(3) = 5, we obtain the solution

X

yx) =5+ f e " dr. [ |
3

The procedure demonstrated in Example 5 works equally well on separable
equations dy/dx = g(x) f(y) where, say, f(y) possesses an elementary antiderivative
but g(x) does not possess an elementary antiderivative. See Problems 29 and 30 in
Exercises 2.2.
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REMARKS

(1) As we have just seen in Example 5, some simple functions do not possess
an antiderivative that is an elementary function. Integrals of these kinds of
functions are called nonelementary. For example, [% e " dt and [sin x*>dx are
nonelementary integrals. We will run into this concept again in Section 2.3.

(#i) In some of the preceding examples we saw that the constant in the one-
parameter family of solutions for a first-order differential equation can be rela-
beled when convenient. Also, it can easily happen that two individuals solving the
same equation correctly arrive at dissimilar expressions for their answers. For
example, by separation of variables we can show that one-parameter families of
solutions for the DE (1 + y?) dx + (1 + x?) dy = 0 are

arctan x + arctany = ¢ or

As you work your way through the next several sections, bear in mind that fami-
lies of solutions may be equivalent in the sense that one family may be obtained
from another by either relabeling the constant or applying algebra and trigonom-
etry. See Problems 27 and 28 in Exercises 2.2.

EXERCISES 2.2

Answers to selected odd-numbered problems begin on page ANS-1.

In Problems 1-22 solve the given differential equation by
separation of variables.

11.
12.
13.

14.

15.

17.

19.

d
2 insx .—yz()c+l)2
X
.dx+ e¥dy=0
dy
.=+ 2xy2=0
dx *

d
e"yd—i =e Ve Y

2y + 3
4x + 5

cscydx + sec’xdy =0
sin 3x dx + 2y cos*3xdy = 0

(& + D2 dx + (¢ + 1)3e™™ dy=0
x(1 +y)2dx = y(1 + x)V2 dy

k(Q — 70) dx
E_p-p

18. I + N = Nte'?

dy xy+3x—y—3
xy —2x + 4y — 8

d d
2. L= Ty 22, (¢ + e =y
dx dx

In Problems 23-28 find an explicit solution of the given
initial-value problem.
_ d
cdy = (y— 1)’dx=0 23. d—’; —4(3 + 1), x(m/4) =1
24 y _ D y(2) =2
Tdx -1

d
25. xzd—z =y—xy, y(—1)=-1

2 dy 5
26. — + 2y =1, 0) =3
> PP ¥(0) =3

V3
27. V1 —y?dx — V1 — x*dy = 0, y(0)=7
28. (1 +x% dy + x(1 +4y2) dx=0, y()=0

In Problems 29 and 30 proceed as in Example 5 and find an
explicit solution of the given initial-value problem.

@_ X2

29. ye ™, y4) =1
dy .
30. e yisinx?, y(=2) = %

31. (a) Find a solution of the initial-value problem consisting

dy _2y t2y—x—2 of the differential equation in Example 3 and the ini-
xy =3y +tx—3 tial conditions y(0) =2, y(0) = —2, and y(1) = 1.



32.

33.
34.

(b) Find the solution of the differential equation in
Example 4 when In ¢; is used as the constant of
integration on the left-hand side in the solution and
4 In ¢, is replaced by In c. Then solve the same
initial-value problems in part (a).

d
Find a solution of xd—y = y* — y that passes through
X
the indicated points.
(@ (0, 1)  (b) (0,0)

© (.3) @ (2.))

Find a singular solution of Problem 21. Of Problem 22.
Show that an implicit solution of
2xsin®ydx — (x> + 10)cos ydy = 0

is given by In(x> + 10) + csc y = ¢. Find the constant
solutions, if any, that were lost in the solution of the dif-
ferential equation.

Often a radical change in the form of the solution of a differen-
tial equation corresponds to a very small change in either the
initial condition or the equation itself. In Problems 35-38 find
an explicit solution of the given initial-value problem. Use a
graphing utility to plot the graph of each solution. Compare
each solution curve in a neighborhood of (0, 1).

35.

36.

37.

38.

39.

40.

d
=01 YO0 =1
X
d
o (y- 1% y0) =101
dx
d
o= 124001, y0) =1
dx
d
ey =12 =001, yO0) =1
dx
Every autonomous first-order equation dy/dx = f(y)

is separable. Find explicit solutions y;(x), y»(x), y3(x),
and y4(x) of the differential equation dy/dx =y — y°
that satisfy, in turn, the initial conditions y;(0) = 2,
¥,(0) = %, y;(0) = —%, and y4(0) = —2. Use a graphing
utility to plot the graphs of each solution. Compare these
graphs with those predicted in Problem 19 of Exercises
2.1. Give the exact interval of definition for each solution.

(a) The autonomous first-order differential equation
dy/dx =1/(y —3) has no critical points.
Nevertheless, place 3 on the phase line and obtain
a phase portrait of the equation. Compute d’y/dx>
to determine where solution curves are concave up
and where they are concave down (see Problems 35
and 36 in Exercises 2.1). Use the phase portrait
and concavity to sketch, by hand, some typical
solution curves.

(b) Find explicit solutions y;(x), y2(x), y3(x), and y4(x)
of the differential equation in part (a) that satisfy,
in turn, the initial conditions y;(0) = 4, y,(0) = 2,

41.

42,
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y3(1) =2, and y4(—1) = 4. Graph each solution
and compare with your sketches in part (a). Give
the exact interval of definition for each solution.

(a) Find an explicit solution of the initial-value problem
dy 2x+1
dx 2y

. oy(=2) = —1.

(b) Use a graphing utility to plot the graph of the solu-
tion in part (a). Use the graph to estimate the inter-
val [ of definition of the solution.

(¢) Determine the exact interval / of definition by ana-
Iytical methods.

Repeat parts (a)—(c) of Problem 41 for the IVP consist-
ing of the differential equation in Problem 7 and the ini-
tial condition y(0) = 0.

Discussion Problems

43.

44.

45.

46.

47.

48.

(a) Explain why the interval of definition of the explicit
solution y = ¢,(x) of the initial-value problem in
Example 2 is the open interval (—5, 5).

(b) Can any solution of the differential equation cross
the x-axis? Do you think that x> + y> =1 is an
implicit solution of the initial-value problem
dy/dx = —x/y, y(1) = 0?

(a) If a > 0, discuss the differences, if any, between
the solutions of the initial-value problems consist-
ing of the differential equation dy/dx = x/y and

each of the initial conditions y(a) = a, y(a) = —a,
y(—a) = a, and y(—a) = —a.
(b) Does the initial-value problem dy/dx = x/y,

¥(0) = 0 have a solution?
(¢) Solve dy/dx = x/y, y(1) =2 and give the exact
interval I of definition of its solution.

In Problems 39 and 40 we saw that every autonomous
first-order differential equation dy/dx = f(y) is
separable. Does this fact help in the solution of the
d
initial-value problemd—y = V1 + y?sin’y, y(0) =1?
X
Discuss. Sketch, by hand, a plausible solution curve of
the problem.

Without the use of technology, how would you solve
d
(Va+x) 2 =5+
dx
Carry out your ideas.

Find a function whose square plus the square of its
derivative is 1.

(a) The differential equation in Problem 27 is equiva-
lent to the normal form

dy _ J1-y
dx 1 — x?
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in the square region in the xy-plane defined by
|x| <1, |y| < 1. But the quantity under the radical is
nonnegative also in the regions defined by |x| > 1,
ly| > 1. Sketch all regions in the xy-plane for
which this differential equation possesses real
solutions.

(b) Solve the DE in part (a) in the regions defined by
|x| >1,]|y| > 1. Then find an implicit and an
explicit solution of the differential equation subject
toy(2) = 2.

Mathematical Model

49.

Suspension Bridge In (16) of Section 1.3 we saw that
a mathematical model for the shape of a flexible cable
strung between two vertical supports is

dy W

=—, 10
dx T, (10)

where W denotes the portion of the total vertical load
between the points P; and P, shown in Figure 1.3.7. The
DE (10) is separable under the following conditions that
describe a suspension bridge.

Let us assume that the x- and y-axes are as shown in
Figure 2.2.5—that is, the x-axis runs along the horizon-
tal roadbed, and the y-axis passes through (0, a), which
is the lowest point on one cable over the span of the
bridge, coinciding with the interval [—L /2, L/2]. In the
case of a suspension bridge, the usual assumption is that
the vertical load in (10) is only a uniform roadbed dis-
tributed along the horizontal axis. In other words, it is
assumed that the weight of all cables is negligible in
comparison to the weight of the roadbed and that the
weight per unit length of the roadbed (say, pounds per
horizontal foot) is a constant p. Use this information to
set up and solve an appropriate initial-value problem
from which the shape (a curve with equation y = ¢ (x))
of each of the two cables in a suspension bridge is
determined. Express your solution of the IVP in terms
of the sag i and span L. See Figure 2.2.5.

_ y L
cable
h (sag)
L2 L2 *
t—————L (span)

roadbed (load)

FIGURE 2.2.5 Shape of a cable in Problem 49

Computer Lab Assignments

50.

(a) Use a CAS and the concept of level curves to
plot representative graphs of members of the

family of solutions of the differential equation
dy 8 +5
dx 3y 4+ 1
of level curves as well as various rectangular
regions definedbya =x=b,c=y=d.

Experiment with different numbers

(b) On separate coordinate axes plot the graphs of the
particular solutions corresponding to the initial
conditions: y(0) = —1; y(0)=2; y(—1)=4
y(=1)=-3

51. (a) Find an implicit solution of the IVP

Qy +2)dy — (4 + 6x)dx = 0, y(0) = —3.

(b) Use part (a) to find an explicit solution y = ¢(x) of
the IVP.

(¢) Consider your answer to part (b) as a function only.
Use a graphing utility or a CAS to graph this func-
tion, and then use the graph to estimate its domain.

(d) With the aid of a root-finding application of a CAS,
determine the approximate largest interval / of defi-
nition of the solution y = ¢(x) in part (b). Use a
graphing utility or a CAS to graph the solution
curve for the IVP on this interval.

52. (a) Use a CAS and the concept of level curves to

plot representative graphs of members of the
family of solutions of the differential equation
dy  x(1 —x)
dx  y(=2+y)
numbers of level curves as well as various rectan-
gular regions in the xy-plane until your result
resembles Figure 2.2.6.

Experiment with different

(b) On separate coordinate axes, plot the graph of the
implicit solution corresponding to the initial condi-
tion y(0) = % Use a colored pencil to mark off that
segment of the graph that corresponds to the solu-
tion curve of a solution ¢ that satisfies the initial
condition. With the aid of a root-finding application
of a CAS, determine the approximate largest inter-
val I of definition of the solution ¢. [Hint: First find
the points on the curve in part (a) where the tangent
is vertical.]

(c) Repeat part (b) for the initial condition y(0) = —2.

e ™

FIGURE 2.2.6 Level curves in Problem 52
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2.3

LINEAR EQUATIONS

REVIEW MATERIAL
e Review the definition of linear DEs in (6) and (7) of Section 1.1

INTRODUCTION We continue our quest for solutions of first-order DEs by next examining lin-
ear equations. Linear differential equations are an especially “friendly” family of differential equa-
tions in that, given a linear equation, whether first order or a higher-order kin, there is always a good
possibility that we can find some sort of solution of the equation that we can examine.

A DEFINITION The form of a linear first-order DE was given in (7) of Section 1.1.
This form, the case when n = 1 in (6) of that section, is reproduced here for
convenience.

DEFINITION 2.3.1 Linear Equation

A first-order differential equation of the form
dy
ay(x) 7=+ ap(x)y = gx) (1)
dx

is said to be a linear equation in the dependent variable y.

When g(x) = 0, the linear equation (1) is said to be homogeneous; otherwise, it
is nonhomogeneous.

STANDARD FORM By dividing both sides of (1) by the lead coefficient a;(x), we
obtain a more useful form, the standard form, of a linear equation:

dy .
Py = f). @)
dx

We seek a solution of (2) on an interval I for which both coefficient functions P and
fare continuous.

In the discussion that follows we illustrate a property and a procedure and end
up with a formula representing the form that every solution of (2) must have. But
more than the formula, the property and the procedure are important, because these
two concepts carry over to linear equations of higher order.

THE PROPERTY The differential equation (2) has the property that its solution is
the sum of the two solutions: y = y. + y,, where y. is a solution of the associated
homogeneous equation
dy
— + Px)y =0 3)
dx
and y, is a particular solution of the nonhomogeneous equation (2). To see this,
observe that

d dy d
)+ Py = |5 e |+ [ B2+ Py, = .

2\ 2\
0 fx)
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Now the homogeneous equation (3) is also separable. This fact enables us to find y,
by writing (3) as

d
Dt Py dx =0
y

and integrating. Solving for y gives y. = ce JP™4* For convenience let us write
ye = cy1(x), where y; = e JP™4x_ The fact that dy, /dx + P(x)y; = 0 will be used
next to determine y,,.

THE PROCEDURE We can now find a particular solution of equation (2) by a pro-
cedure known as variation of parameters. The basic idea here is to find a function
u so that y, = u(x)y(x) = u(x)e TP@dx i5 a solution of (2). In other words, our as-
sumption for y, is the same as y. = cyi(x) except that ¢ is replaced by the “variable
parameter” u. Substituting y, = uy; into (2) gives

Product Rule Zero
l l
dy, | du _ e du _
uos Ty TP@uy =f)or o2+ POy |+ i = f()
du
SO Vi d_ = f(x).
X

Separating variables and integrating then gives

= @dx and _ [ {0

d
YTy ")

dx.

Since yi(x) = e /P4 we see that 1/y(x) = ¢/P®* Therefore

X
Y, = uy; = ( &dx)e—fP(x)dx = o~ JPWadx f efP(x)dxf(x) dx,

i)
and y = ce [PWdr + efp(x)dxfef”(x)d"f(x) dx. 4)
%(_/ N

Ye ."]7

Hence if (2) has a solution, it must be of form (4). Conversely, it is a straightforward
exercise in differentiation to verify that (4) constitutes a one-parameter family of
solutions of equation (2).

You should not memorize the formula given in (4). However, you should
remember the special term

e JP(x)dx (5)

because it is used in an equivalent but easier way of solving (2). If equation (4) is
multiplied by (5),

Py = ¢ 4 fefp(”)dxf(x) dx, (6)

and then (6) is differentiated,

d S
E [efP(x)dxy] — efP(.\)d,\f(x)’ (7)
d
we get efP(x)dxd_y + P(r)e/PWdxy = oIPWdxf(y) (8)
X
Dividing the last result by /7™ gives (2).
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METHOD OF SOLUTION The recommended method of solving (2) actually
consists of (6)—(8) worked in reverse order. In other words, if (2) is multiplied by
(5), we get (8). The left-hand side of (8) is recognized as the derivative of the prod-
uct of e/P@4x gpd y. This gets us to (7). We then integrate both sides of (7) to get the
solution (6). Because we can solve (2) by integration after multiplication by ¢/F®94x,
we call this function an integrating factor for the differential equation. For conve-
nience we summarize these results. We again emphasize that you should not mem-
orize formula (4) but work through the following procedure each time.

SOLVING A LINEAR FIRST-ORDER EQUATION

(i) Put alinear equation of form (1) into the standard form (2).

(if) From the standard form identify P(x) and then find the integrating
factor e P(dx,

(iii) Multiply the standard form of the equation by the integrating factor.
The left-hand side of the resulting equation is automatically the
derivative of the integrating factor and y:

i [L,fl’(,\)d\y] - efl’(\')d,\f(x)'
dx

(iv) Integrate both sides of this last equation.

I EXAMPLE T Solving a Homogeneous Linear DE

d
Solve 2 — 3y = 0.
dx

SOLUTION This linear equation can be solved by separation of variables.
Alternatively, since the equation is already in the standard form (2), we see that
P(x) = —3, and so the integrating factor is eI = p73x We multiply the equation
by this factor and recognize that

ay _ d .
e H = — 33y = () is the same as ——le7y] = 0.
dx dx

Integrating both sides of the last equation gives e >*y = c. Solving for y gives us the
explicit solution y = ce?*, —o0 < x < o0, [ |

I EXAMPLE 2 Solving a Nonhomogeneous Linear DE

d
Solve—y —3y=6.
dx

SOLUTION The associated homogeneous equation for this DE was solved in
Example 1. Again the equation is already in the standard form (2), and the integrat-
ing factor is still ¢/(734¥ = ¢73% This time multiplying the given equation by this
factor gives

d d
e 3¢y = 67, which is the same as ~ — [e”¥y] = 6™
dx dx
Integrating both sides of the last equation gives e >y = —2¢ 3+ ¢ or

y=—2+ ce™, —o < x <o, [ ]



56 ° CHAPTER 2 FIRST-ORDER DIFFERENTIAL EQUATIONS

y
s N
-1
Y y y=—2
-3
\ J
-1 1 2 3 4

FIGURE 2.3.1 Some solutions of
y —3y=6

The final solution in Example 2 is the sum of two solutions: y = y. + y,, where
y. = ce>* is the solution of the homogeneous equation in Example 1 and yp = —2is
a particular solution of the nonhomogeneous equation y’ — 3y = 6. You need not
be concerned about whether a linear first-order equation is homogeneous or nonho-
mogeneous; when you follow the solution procedure outlined above, a solution of a
nonhomogeneous equation necessarily turns out to be y = y. + y,. However, the
distinction between solving a homogeneous DE and solving a nonhomogeneous
DE becomes more important in Chapter 4, where we solve linear higher-order
equations.

When ay, ag, and g in (1) are constants, the differential equation is autonomous.
In Example 2 you can verify from the normal form dy/dx = 3(y + 2) that —2 is a
critical point and that it is unstable (a repeller). Thus a solution curve with an
initial point either above or below the graph of the equilibrium solution
y = —2 pushes away from this horizontal line as x increases. Figure 2.3.1, obtained
with the aid of a graphing utility, shows the graph of y = —2 along with some addi-
tional solution curves.

CONSTANT OF INTEGRATION Notice that in the general discussion and in
Examples 1 and 2 we disregarded a constant of integration in the evaluation of the
indefinite integral in the exponent of /"4~ _If you think about the laws of exponents
and the fact that the integrating factor multiplies both sides of the differential equa-
tion, you should be able to explain why writing [ P(x)dx + ¢ is unnecessary. See
Problem 44 in Exercises 2.3.

GENERAL SOLUTION  Suppose again that the functions P and f in (2) are con-
tinuous on a common interval /. In the steps leading to (4) we showed that if (2) has
a solution on 7, then it must be of the form given in (4). Conversely, it is a straight-
forward exercise in differentiation to verify that any function of the form given in
(4) is a solution of the differential equation (2) on /. In other words, (4) is a one-
parameter family of solutions of equation (2) and every solution of (2) defined on 1
is a member of this family. Therefore we call (4) the general solution of the
differential equation on the interval 1. (See the Remarks at the end of Section 1.1.)
Now by writing (2) in the normal form y' = F(x, y), we can identify
F(x,y) = —P(x)y + f(x) and 0F/dy = —P(x). From the continuity of P and f on the
interval I we see that F and dF/dy are also continuous on I. With Theorem 1.2.1 as
our justification, we conclude that there exists one and only one solution of the
initial-value problem

dy _ _
7 + P(x)y = f(x), y(xo) =y, €)
X

defined on some interval Iy containing x(. But when x is in /, finding a solution of (9)
is just a matter of finding an appropriate value of c in (4)—that is, to each x¢ in / there
corresponds a distinct ¢. In other words, the interval I of existence and uniqueness
in Theorem 1.2.1 for the initial-value problem (9) is the entire interval 1.

I EXAMPLE 3 General Solution

d
Solve x 2 — 4y = x%*.
dx

SOLUTION Dividing by x, we get the standard form

dy 4
2y = e (10)
dx x
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From this form we identify P(x) = —4 /x and f(x) = x’¢* and further observe that P
and f are continuous on (0, e°). Hence the integrating factor is

we can use In x instead of In |x| since x > 0

e*4fdx/x = g~4nx = elrl)(’4 = x4,

Here we have used the basic identity 5'°" = N, N > 0. Now we multiply (10) by
x~* and rewrite

d
P 4x73y = xe* as — [x Y] = xe.
dx dx
It follows from integration by parts that the general solution defined on the interval
(0, =) is x_4y =xe* — e+ cory=xe" — x*e" + cx* |

Except in the case in which the lead coefficient is 1, the recasting of equation
(1) into the standard form (2) requires division by a;(x). Values of x for which
aj(x) = 0 are called singular points of the equation. Singular points are poten-
tially troublesome. Specifically, in (2), if P(x) (formed by dividing a¢(x) by a;(x))
is discontinuous at a point, the discontinuity may carry over to solutions of the
differential equation.

I EXAMPLE 4 General Solution

d
Find the general solution of (x> — 9) d_y + xy = 0.
X

SOLUTION We write the differential equation in standard form

— + =0 11
dx  2-9” (i
and identify P(x) = x/(x2 = 9). Although P is continuous on (—%, —3), (=3, 3), and
(3, ), we shall solve the equation on the first and third intervals. On these intervals
the integrating factor is

efxdx/(x2—9) — egfzxdx/(xz—% — e%ln\x2—9| =vVx2 -9,

After multiplying the standard form (11) by this factor, we get
d
—|Vx*—=-9y|=0.
dx

Integrating both sides of the last equation gives Vx> — 9y = ¢. Thus for either
x> 3 or x < —3 the general solution of the equation is y = :79 |
X —

Notice in Example 4 that x = 3 and x = —3 are singular points of the equation
and that every function in the general solution y = ¢/NV/x* — 9 is discontinuous at
these points. On the other hand, x = 0 is a singular point of the differential equation
in Example 3, but the general solution y = x%¢* — x*¢* + cx* is noteworthy in that
every function in this one-parameter family is continuous at x = 0 and is defined
on the interval (—oo, ») and not just on (0, %), as stated in the solution. However,
the family y = x%¢* — x*¢* + cx* defined on (—%, ©) cannot be considered the gen-
eral solution of the DE, since the singular point x = O still causes a problem. See
Problem 39 in Exercises 2.3.
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FIRST-ORDER DIFFERENTIAL EQUATIONS

I EXAMPLE 5 An Initial-Value Problem

dy
Solve — +y =x, y(0) = 4.
dx

SOLUTION The equation is in standard form, and P(x) = 1 and f(x) = x are contin-

uous on (—, ©). The integrating factor is e/%* = ¢*, so integrating
Liey) = xe
dx

gives e'y = xe* — e* + ¢. Solving this last equation for y yields the general solution
v =x — 1+ ce *. But from the initial condition we know that y = 4 when x = 0.
Substituting these values into the general solution implies that ¢ = 5. Hence the
solution of the problem is

y=x—14+5e", —wolx<on (12) m

Figure 2.3.2, obtained with the aid of a graphing utility, shows the graph of (12)
in dark blue, along with the graphs of other representative solutions in the one-
parameter family y = x — 1 + ce*. In this general solution we identify y, = ce ™
and y, = x — 1. Itis interesting to observe that as x increases, the graphs of a/l mem-
bers of the family are close to the graph of the particular solution y, = x — 1, which
is shown in solid green in Figure 2.3.2. This is because the contribution of y, = ce™*
to the values of a solution becomes negligible for increasing values of x. We say that
Y. = ce *is a transient term, since y. — 0 as x — c. While this behavior is not a
characteristic of all general solutions of linear equations (see Example 2), the notion
of a transient is often important in applied problems.

DISCONTINUOUS COEFFICIENTS In applications the coefficients P(x) and
f(x) in (2) may be piecewise continuous. In the next example f(x) is piecewise con-
tinuous on [0, %) with a single discontinuity, namely, a (finite) jump discontinuity at
x = 1. We solve the problem in two parts corresponding to the two intervals over
which f'is defined. It is then possible to piece together the two solutions at x = 1 so
that y(x) is continuous on [0, ).

I EXAMPLE 6 An Initial-Value Problem

1, 0=x=1,

dy
— + = = =
Solve =+ y = f(. »(0) =0 where f(x) {0, x> 1.

SOLUTION  The graph of the discontinuous function fis shown in Figure 2.3.3. We
solve the DE for y(x) first on the interval [0, 1] and then on the interval (1, %). For
0 =x=1 we have

dy . d
—+y=1 or, equivalently, — [e'y] = €.
dx dx
Integrating this last equation and solving for y gives y = 1 + c¢je ™. Since y(0) = 0,
we must have ¢; = —1, and therefore y =1 — e %, 0 = x = 1. Then for x > 1 the
equation
dy

—+y=0
dx Y
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leads to y = cpe” . Hence we can write

I =, 0=x=1,
Y e, x> 1.

By appealing to the definition of continuity at a point, it is possible to determine c;
so that the foregoing function is continuous at x = 1. The requirement that
lim,_;+ y(x) = y(1) implies that c;e ' =1—e¢"! or c;=e— 1. As seen in
Figure 2.3.4, the function

1 —e™, 0=x=1,
y= (13)

(e — 1)e ™, x>1
is continuous on (0, ). |

It is worthwhile to think about (13) and Figure 2.3.4 a little bit; you are urged to
read and answer Problem 42 in Exercises 2.3.

FUNCTIONS DEFINED BY INTEGRALS At the end of Section 2.2 we dis-
cussed the fact that some simple continuous functions do not possess antiderivatives
that are elementary functions and that integrals of these kinds of functions are called
nonelementary. For example, you may have seen in calculus that fe ™ dx and
[sin x? dx are nonelementary integrals. In applied mathematics some important func-
tions are defined in terms of nonelementary integrals. Two such special functions are
the error function and complementary error function:

~,7i 7\)r3 rfo(y) = 2f/)r*

erf(x) \/%f(] e "dt and erfc(x) VA e " dt. (14)
From the known result [y e dt = Vm/2" we can write (2/Vm) [{e " dt = 1.
Then from [; = [, + [{ itis seen from (14) that the complementary error func-
tion erfc(x) is related to erf(x) by erf(x) + erfc(x) = 1. Because of its importance
in probability, statistics, and applied partial differential equations, the error func-
tion has been extensively tabulated. Note that erf(0) = 0 is one obvious function
value. Values of erf(x) can also be found by using a CAS.

I EXAMPLE 7 The Error Function

d
Solve the initial-value problemd—y —2xy =2, y0)=1.
x

SOLUTION  Since the equation is already in standard form, we see that the integrat-
ing factor is e ™’ dx, so from
d —y2 —y2 2 * —42 2
— e ¥yl = 2¢7* we get y =2 e " dt + cev. (15)
dx 0
Applying y(0) = 1 to the last expression then gives ¢ = 1. Hence the solution of the
problem is

y = 2e*zj e dt+ e’ ory = e [1 + Varerf(x)].
0

The graph of this solution on the interval (—, ), shown in dark blue in Figure 2.3.5
among other members of the family defined in (15), was obtained with the aid of a
computer algebra system. |

“This result is usually proved in the third semester of calculus.
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USE OF COMPUTERS The computer algebra systems Mathematica and Maple
are capable of producing implicit or explicit solutions for some kinds of differential
equations using their dsolve commands.”

REMARKS

(@) In general, a linear DE of any order is said to be homogeneous when
g(x) =0 in (6) of Section 1.1. For example, the linear second-order DE
y" — 2y’ + 6y = 0 is homogeneous. As can be seen in this example and in the
special case (3) of this section, the trivial solution y = 0 is always a solution of
a homogeneous linear DE.

(if) Occasionally, a first-order differential equation is not linear in one variable
but is linear in the other variable. For example, the differential equation
dy 1
dx x+ty

2

is not linear in the variable y. But its reciprocal

@=x+y2 or d—x—)czy2

dy dy
is recognized as linear in the variable x. You should verify that the integrating
factor /("4 = ¢ and integration by parts yield the explicit solution
¥ = —y2 — 2y — 2 + ce” for the second equation. This expression is, then,
an implicit solution of the first equation.

(iif) Mathematicians have adopted as their own certain words from engineer-
ing, which they found appropriately descriptive. The word transient, used
earlier, is one of these terms. In future discussions the words input and output
will occasionally pop up. The function fin (2) is called the input or driving
function; a solution y(x) of the differential equation for a given input is called
the output or response.

(iv) The term special functions mentioned in conjunction with the error func-
tion also applies to the sine integral function and the Fresnel sine integral
introduced in Problems 49 and 50 in Exercises 2.3. “Special Functions” is
actually a well-defined branch of mathematics. More special functions are
studied in Section 6.3.

*Certain commands have the same spelling, but in Mathematica commands begin with a capital letter
(Dsolve), whereas in Maple the same command begins with a lower case letter (dsolve). When
discussing such common syntax, we compromise and write, for example, dsolve. See the Student
Resource and Solutions Manual for the complete input commands used to solve a linear first-order DE.

EXERCISES 2.3

Answers to selected odd-numbered problems begin on page ANS-2.

In Problems 1-24 find the general solution of the given dif- / 2, .2 , _ .3
5.y +3x7y = 6. y +2xy=
ferential equation. Give the largest interval I over which the Y e Y v
general solution is defined. Determine whether there are any 7.x% +xy=1 8.y =2+x*+5
transient terms in the general solution. d d
Yy _ 2 Y _
9. x— —y=x"sinx 10. x—+2y=3
dy dy dx dx
1. — =5y 2. — +2y=0
dx dx dy dy
. x—+4y=x—-x 12. 1 +x)——xy=x+x>
dy 3 dy dx dx
3. —+y=e* 4. 3—+ 12y =4
dx dx 13. X%y + x(x + 2)y = e*



14. xy' + (1 + x)y = e *sin 2x
15. ydx — 4(x + y%) dy =0
16. ydx = (ye¥ — 2x) dy

d
17. cos x 2 + (sinx)y = 1
dx
d
18. cos’x sinx =2 + (cos’x)y =1
dx
dy _
19. x+ DH)—+ (x + 2)y = 2xe™*
dx
d
20. (x + 222 =5 -8y — axy
dx
dr
21. — + rsec 6 = cos 6
do
dpP
22, — +2tP=P + 4t — 2
dt
d
23, 24 Bx+ y=¢e
dx

d
24. (2= D 12y = x+ 12
dx

In Problems 25-30 solve the given initial-value problem.
Give the largest interval I over which the solution is defined.
25. xy' +y=¢€", y1)=2

d

T x=22 y1)=5
y Yooy

26. y—
y

di
27. L— + Ri = E, i0) =i,
o 0) =iy
L, R, E, and i( constants

dTr
28. o k(T —T,); T() =T,
k, T,,, and T, constants
d
2. c+ DZ +y=Inx y1) =10
dx
30. y' + (tan x)y = cos’x, y(0) = —1
In Problems 31-34 proceed as in Example 6 to solve the
given initial-value problem. Use a graphing utility to graph

the continuous function y(x).

d
31. d—y + 2y = f(x), y(0) = 0, where
X

I, 0=x=3
f(X)_{O, x>3
dy
32. =+ y=fx),y0) = 1, where
dx
1, 0=x=1
f(X)_{_l, x> 1
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d

33. d—y + 2xy = £(x), y(0) = 2, where
X

x, 0=x<1

f) = {O’ 2

d
34. (1 +x2) d—y + 2xy = f(x), y(0) = 0, where
X

X, 0=x<1

—X, x=1

fl) = {

35. Proceed in a manner analogous to Example 6 to solve the
initial-value problem y’ + P(x)y = 4x, y(0) = 3, where

2, 0=x=1,

P(x) =
@ {—2/x, x> 1.

Use a graphing utility to graph the continuous function
y(x).

36. Consider the initial-value problem y’ + ey = f(x),
v(0) = 1. Express the solution of the IVP forx > O asa
nonelementary integral when f(x) = 1. What is the so-
lution when f(x) = 0? When f(x) = ¢™?

37. Express the solution of the initial-value problem
y' —2xy =1, y(1) = 1, in terms of erf(x).

Discussion Problems

38. Reread the discussion following Example 2. Construct a
linear first-order differential equation for which all
nonconstant solutions approach the horizontal asymp-
totey = 4 as x — o,

39. Reread Example 3 and then discuss, with reference
to Theorem 1.2.1, the existence and uniqueness of a
solution of the initial-value problem consisting of
xy' — 4y = x%* and the given initial condition.

(@) y(0)=0 (b) y(0) = y0,y0>0
(¢) y(xo) = y0,x0>0,y0>0

40. Reread Example 4 and then find the general solution of
the differential equation on the interval (—3, 3).

41. Reread the discussion following Example 5. Construct a
linear first-order differential equation for which all solu-
tions are asymptotic to the line y = 3x — 5 as x —> o,

42. Reread Example 6 and then discuss why it is technically
incorrect to say that the function in (13) is a “solution”
of the IVP on the interval [0, ).

43. (a) Construct a linear first-order differential equation of
the form xy’ + ao(x)y = g(x) for which y. = ¢/x3
and y,=x’. Give an interval on which
y = x% + ¢/x% is the general solution of the DE.

(b) Give an initial condition y(xg) = yo for the DE
found in part (a) so that the solution of the IVP
is y=x>—1/x>. Repeat if the solution is
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y = x>+ 2/x> Give an interval I of definition of
each of these solutions. Graph the solution curves. Is
there an initial-value problem whose solution is
defined on (—o0, 0)?

(¢) Is each IVP found in part (b) unique? That is, can
there be more than one IVP for which, say,
y = X - 1/x3, x in some interval /, is the solution?

44. In determining the integrating factor (5), we did not use
a constant of integration in the evaluation of [P(x) dx.
Explain why using [P(x) dx + ¢ has no effect on the
solution of (2).

45. Suppose P(x) is continuous on some interval / and a is a
number in /. What can be said about the solution of the
initial-value problem y’ + P(x)y = 0, y(a) = 0?

Mathematical Models

46. Radioactive Decay Series The following system
of differential equations is encountered in the study of the
decay of a special type of radioactive series of elements:

dx

ar - A

dy

E = )\lx - )\2_)7,

where A | and A, are constants. Discuss how to solve this
system subject to x(0) = xo, y(0) = y(. Carry out your
ideas.

47. Heart Pacemaker A heart pacemaker consists of a
switch, a battery of constant voltage E, a capacitor with
constant capacitance C, and the heart as a resistor with
constant resistance R. When the switch is closed, the
capacitor charges; when the switch is open, the capacitor
discharges, sending an electrical stimulus to the heart.
During the time the heart is being stimulated, the voltage

E across the heart satisfies the linear differential equation

d& 1
dt RC

Solve the DE subject to E(4) = Ej.

Computer Lab Assignments

48.

49.

50.

(a) Express the solution of the initial-value problem
y' —2xy = —1,y(0) = V7 /2, in terms of erfc(x).
(b) Use tables or a CAS to find the value of y(2). Use a
CAS to graph the solution curve for the IVP on

(—oo, oo).

(a) The sine integral function is defined by
Si(x) = [ 'f) (sin t/t) dt, where the integrand is
defined to be 1 at r = 0. Express the solution y(x) of
the initial-value problem x*y’ + 2x2y = 10sin x,
y(1) = 0 in terms of Si(x).

(b) Use a CAS to graph the solution curve for the IVP
for x > 0.

(¢) Use a CAS to find the value of the absolute maxi-
mum of the solution y(x) for x > 0.

(a) The Fresnel sine integral is defined by
S(x) = [jsin(7#*/2) dt. Express the solution y(x)
of the initial-value problem y’— (sinx?)y =0,
y(0) = 5, in terms of S(x).

(b) Use a CAS to graph the solution curve for the IVP
on (—®, ),

(¢) It is known that S(x) —>% as x —> o and S(x) — —%
as x — —o . What does the solution y(x) approach
as x —> 0? Ag x —> —o?

(d) Use a CAS to find the values of the absolute
maximum and the absolute minimum of the
solution y(x).

2.4 EXACT EQUATIONS

REVIEW MATERIAL

e Multivariate calculus

e Partial differentiation and partial integration
o Differential of a function of two variables

INTRODUCTION  Although the simple first-order equation
ydx +xdy=0
is separable, we can solve the equation in an alternative manner by recognizing that the expression
on the left-hand side of the equality is the differential of the function f(x, y) = xy; that is,
d(xy) = ydx + x dy.

In this section we examine first-order equations in differential form M(x, y) dx + N(x,y) dy = 0. By
applying a simple test to M and N, we can determine whether M (x, y) dx + N(x, y) dy is a differen-
tial of a function f(x, y). If the answer is yes, we can construct f by partial integration.
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If z=f(x, y)is a
function of two variables with continuous first partial derivatives in a region R of the
xy-plane, then its differential is

a ad
dz = —fdx + —fdy. @))]
dx dy

In the special case when f(x, y) = ¢, where c is a constant, then (1) implies

ad ad

—fdx+—fdy=0. 2)
ox ay

In other words, given a one-parameter family of functions f(x, y) = ¢, we can generate
a first-order differential equation by computing the differential of both sides of the
equality. For example, if x> — 5xy + y* = ¢, then (2) gives the first-order DE

(2x — 5y)dx + (=5x + 3y>) dy = 0. 3)

A DEFINITION Of course, not every first-order DE written in differential form
M(x, y) dx + N(x, y) dy = 0 corresponds to a differential of f(x, y) = c. So for our
purposes it is more important to turn the foregoing example around; namely, if
we are given a first-order DE such as (3), is there some way we can recognize
that the differential expression (2x — 5y) dx + (—5x + 3y?) dy is the differential
d(x*> — 5xy + y*)? If there is, then an implicit solution of (3) is x> — 5xy + y* = c.
We answer this question after the next definition.

DEFINITION 2.4.1 Exact Equation

A differential expression M(x, y) dx + N(x, y) dy is an exact differential in a
region R of the xy-plane if it corresponds to the differential of some function
f(x, y) defined in R. A first-order differential equation of the form

M(x, y) dx + N(x,y)dy = 0

is said to be an exact equation if the expression on the left-hand side is an
exact differential.

For example, x>y dx + x*y? dy = 0 is an exact equation, because its left-hand
side is an exact differential:

d(3x°y?) = ¥y dx + Xy dy.
Notice that if we make the identifications M(x, y) = x?y* and N(x, y) = x%y?, then

aM /dy = 3x%*y?> = ON/dx. Theorem 2.4.1, given next, shows that the equality of the
partial derivatives dM/dy and dN/dx is no coincidence.

THEOREM 2.4.1 Criterion for an Exact Differential

Let M(x, y) and N(x, y) be continuous and have continuous first partial
derivatives in a rectangular region R defined by a < x < b, ¢ <y <d. Then a
necessary and sufficient condition that M(x, y) dx + N(x, y) dy be an exact
differential is

oM ON

it 4)

ay ox’
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PROOF OF THE NECESSITY For simplicity let us assume that M(x, y) and
N(x, y) have continuous first partial derivatives for all (x, y). Now if the expression
M(x, y) dx + N(x, y) dy is exact, there exists some function f such that for all x in R,

) a
M(x,y)dx + N(x,y)dy = %dx + a—;cdy.

ad ad
Therefore M(x,y) = a—f, N, y) = a—f,
X

and

o (1) o) o
dy dy \dx dy dx  dx \dy ox’

The equality of the mixed partials is a consequence of the continuity of the first par-
tial derivatives of M(x, y) and N(x, y). [ |

The sufficiency part of Theorem 2.4.1 consists of showing that there exists a
function f for which 9f /dx = M(x, y) and 9f /dy = N(x, y) whenever (4) holds. The
construction of the function f actually reflects a basic procedure for solving exact
equations.

METHOD OF SOLUTION Given an equation in the differential form
M(x, y) dx + N(x, y) dy = 0, determine whether the equality in (4) holds. If it does,
then there exists a function f for which

9
é = M(x, y).

We can find f by integrating M(x, y) with respect to x while holding y constant:

fo,y) = fM(x, ) dx + g(y), )

where the arbitrary function g(y) is the “constant” of integration. Now differentiate
(5) with respect to y and assume that 9f /dy = N(x, y):

¥_3 f M(x,y) dx + g'(3) = NG, ).
dy  dy
This gives g'(y) = N(x,y) — a%fM(x, y) dx. (6)

Finally, integrate (6) with respect to y and substitute the result in (5). The implicit
solution of the equation is f(x, y) = c.

Some observations are in order. First, it is important to realize that the expres-
sion N(x, y) — (9/dy) | M(x, y) dx in (6) is independent of x, because

d ad oN 0 (0 oN oM
— | N@,y) = —— [ MG y)ydx | = — = — | [ M(x.y)dx| = — = —==0
ox ay dx  Jdy \ox ox ady

Second, we could just as well start the foregoing procedure with the assumption that
af /dy = N(x, y). After integrating N with respect to y and then differentiating that
result, we would find the analogues of (5) and (6) to be, respectively,

)
fo,y) = fN(x, y)dy + h(x) and h'(x) = M(x,y) — EJN(}C’ y) dy.

In either case none of these formulas should be memorized.
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I EXAMPLE 1 Solving an Exact DE

Solve 2xy dx + (x> — 1) dy = 0.
SOLUTION  With M(x, y) = 2xy and N(x, y) = x> — 1 we have

oM ON

— =2x=—.

Jdy dx
Thus the equation is exact, and so by Theorem 2.4.1 there exists a function f(x, y)
such that

J J
—f=2xy and —f=x2—1.
0x dy

From the first of these equations we obtain, after integrating,

fy) =x*y + g(y).

Taking the partial derivative of the last expression with respect to y and setting the
result equal to N(x, y) gives

i _ X+ =x>—-1. <Ny

ay
It follows that g’(y) = —1 and g(y) = —y. Hence f(x, y) = x*y — v, so the solution
of the equation in implicit form is x’y — y = ¢. The explicit form of the solution is
easily seentobe y = ¢ /(1 — x?) and is defined on any interval not containing either
x=1lorx=—1. [ |

NOTE The solution of the DE in Example 1 is not f(x, y) = x*>y — y. Rather, it is
f(x,y) = c; if a constant is used in the integration of g’(y), we can then write the so-
lution as f(x, y) = 0. Note, too, that the equation could be solved by separation of
variables.

I EXAMPLE 2 Solving an Exact DE

Solve (e — y cos xy) dx + (2xe? — x cos xy + 2y) dy = 0.
SOLUTION The equation is exact because

oM ” . oN
— = 2¢” + xysinxy — cosxy = —.
ay ox

Hence a function f(x, y) exists for which

d ad
M(x,y) = é: and N(x,y) = é

Now for variety we shall start with the assumption that 9f/dy = N(x, y); that is,

af

— =2xe® — xcosxy + 2y
ay

fxy) = 2xfe”dy—xfcosxydy+ ZJydy.
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FIGURE 2.4.1 Some graphs

of members of the family

y2(1 — x%) — cos

2X=C

FIRST-ORDER DIFFERENTIAL EQUATIONS

Remember, the reason x can come out in front of the symbol [ is that in the integra-
tion with respect to y, x is treated as an ordinary constant. It follows that

f(x,y) = xe® — sinxy + y*> + h(x)
af

P e¥ —ycosxy + h'(x) = e — ycosxy, < My
x

and so i'(x) = 0 or h(x) = c¢. Hence a family of solutions is

xe? — sin xy + y2+ ¢ = 0. |

I EXAMPLE 3 An Initial-Value Problem

dy xy*> — cosxsinx
Solve — = ————F——

dx —n o Y0O=2

SOLUTION By writing the differential equation in the form
(cos x sinx — xy?) dx + y(1 — x?) dy = 0,

we recognize that the equation is exact because

oM N
— = —2xy=—.
ay ox
d
Now I _ y(1 — x?)
dy

y2
flx,y) = 5(1 —x%) + h(x)

J
a_f = —xy> + h'(x) = cos x sin x — x)*.
X

The last equation implies that 4'(x) = cos x sin x. Integrating gives

h(x) = —f(cos x)(—sin x dx) = —%cos2 X.

2 1
Thus yE(l —x?) — Ecoszx = ¢ or y2(1 — x%) — cos’x = c, (7

where 2¢; has been replaced by c. The initial condition y = 2 when x = 0 demands
that 4(1) — cos? (0) = ¢, and so ¢ = 3. An implicit solution of the problem is then
y2(1 — x?) — cos®x = 3.

The solution curve of the IVP is the curve drawn in dark blue in Figure 2.4.1;
it is part of an interesting family of curves. The graphs of the members of the one-
parameter family of solutions given in (7) can be obtained in several ways, two of
which are using software to graph level curves (as discussed in Section 2.2) and
using a graphing utility to carefully graph the explicit functions obtained for var-
ious values of ¢ by solving y? = (¢ + cos? x)/(1 — x?) for y. [ |

INTEGRATING FACTORS Recall from Section 2.3 that the left-hand side of
the linear equation y’ + P(x)y = f(x) can be transformed into a derivative when
we multiply the equation by an integrating factor. The same basic idea sometimes
works for a nonexact differential equation M(x, y) dx + N(x, y) dy = 0. That is, it is
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sometimes possible to find an integrating factor w.(x, y) so that after multiplying, the
left-hand side of

m(x, VYM(x, y) dx + p(x, )N(x, y) dy = 0 (8)

is an exact differential. In an attempt to find w, we turn to the criterion (4) for exact-
ness. Equation (8) is exact if and only if (uM), = (wN),, where the subscripts
denote partial derivatives. By the Product Rule of differentiation the last equation is
the same as uM, + w,M = uN, + u,N or

N = M = (M, = N, ©)

Although M, N, My, and N, are known functions of x and y, the difficulty here in
determining the unknown w(x, y) from (9) is that we must solve a partial differential
equation. Since we are not prepared to do that, we make a simplifying assumption.
Suppose w is a function of one variable; for example, say that u depends only on x. In
this case, w, = du/dx and p, = 0, so (9) can be written as

du M, =N,

) 10
i N M (10

We are still at an impasse if the quotient (M, — N,)/N depends on both x and y.
However, if after all obvious algebraic simplifications are made, the quotient
(M, — N,)/N turns out to depend solely on the variable x, then (10) is a first-order
ordinary differential equation. We can finally determine w because (10) is separa-
ble as well as linear. It follows from either Section 2.2 or Section 2.3 that
w(x) = e/ (M=NI/Ndx Tp Jike manner, it follows from (9) that if u depends only on

the variable y, then
du N, — M,
—— = (11
dy M

In this case, if (N, — M,)/M is a function of y only, then we can solve (11) for .
We summarize the results for the differential equation

M(x,y) dx + N(x,y) dy = 0. (12)

e If (M, — N,)/N is a function of x alone, then an integrating factor for (12) is

My—N;
l dx

wx) =e’ N | (13)
e If (N, — M,)/M is a function of y alone, then an integrating factor for (12) is

(N—M,

mwy) = e’

I EXAMPLE 4 A Nonexact DE Made Exact

The nonlinear first-order differential equation
xydx + 2x*+3y2—20)dy =0

is not exact. With the identifications M = xy, N = 2x2 + 3y2 — 20, we find the partial
derivatives M, = x and N, = 4x. The first quotient from (13) gets us nowhere, since
M, - N, x — 4x B —3x
N  2x2+3y2 =20 2x2+ 3y —20

depends on x and y. However, (14) yields a quotient that depends only on y:

No—M, 4x—x 3x 3

M xy xy oy
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The integrating factor is then /39" = 3" = ¢V = 3 After we multiply the given
DE by u(y) = y?, the resulting equation is

xy*dx + 2x*y? + 3y° — 20y} dy = 0.

You should verify that the last equation is now exact as well as show, using the
method of this section, that a family of solutions is | x’y* + 1y0 — 5" = ¢c.

I REMARKS

(i) When testing an equation for exactness, make sure it is of the precise
form M(x, y) dx + N(x, y) dy = 0. Sometimes a differential equation
is written G(x, y) dx = H(x, y) dy. In this case, first rewrite it as
G(x, y) dx — H(x, y) dy =0 and then identify M(x, y) = G(x, y) and
N(x,y) = —H(x, y) before using (4).

(@) In some texts on differential equations the study of exact equations
precedes that of linear DEs. Then the method for finding integrating factors
just discussed can be used to derive an integrating factor for
y' + P(x)y = f(x). By rewriting the last equation in the differential form
(P(x)y — f(x)) dx + dy = 0, we see that

M,—N, B
LT (x).
From (13) we arrive at the already familiar integrating factor e/?®4* used in
Section 2.3.
Ex E RC I S E S 2 . 4 Answers to selected odd-numbered problems begin on page ANS-2.
In Prgblems 1-20 d?,te.‘,rmme whethe.r the given differential 12. (3x2y + oMy dx + (3 + xe¥ — %) dy =0
equation is exact. If it is exact, solve it.
L Qx—1dx+@y+7dy=0 13.XZ_Y:2xex_y+6xz
X
2. 2x+y)dx—(x+6y)dy=0
_ Q3 — 3 d 3
3. (5x +dy)dx + (dx — 8y} dy = 0 1 (1__+x>d_y+y:__1
4. (siny —ysinx)dx + (cosx +xcosy —y)dy =10 Y * *
5. 2xy>—3)dx+ x>y +4)dy=0 1 d
(-xy ).X' (xy )y 15.<x2y3——2>—x+x3y2=0
1 J 1+ 9%/ dy
6. <2y -4 cos3x>—y+%— 48 + 3ysin3x =0
x dx  x 16. (5y —2x)y' —2y =0
2_ .2 2 _ _
7. (F = y)dx+ (" = 2xy)dy =0 17. (tanx — sin x sin y) dx + cos x cos ydy = 0
8. (1 +Inx + X) dx = (1 — Inx)dy 18. (2ysinxcosx — y + 2y%e™’) dx
X

_ BT I 4 xy? d
9. (x — y? + y?sinx) dx = 3xy? + 2y cos x) dy (x = sinx = 4xye™) dy

10. (3 + y3) dx + 3xy?dy =0 19. @y — 1522 —y)dt + t* + 3y> — 1) dy =0
11. (yIn e“)dx+<1+xln )d =0 20 <1+1 Y )dt-i—( y 4 >d 0
. - - - - . — —_ e’ =
yy y Y)Y t 2 P +y? ¥ 2+ y? Y



In Problems 21-26 solve the given initial-value problem.
21. (x + y)?dx+ Qxy +x2—1Ddy=0, y1)=1
22. (e*+y)dx+ 2+x+ye)dy=0, y0) =1
23. 4y +2t—5)dt+ 6y +4t—1)dy=0, y(—1)=2
3y? — 12> dy t
24, |———|—=+-—=0, D=1
( B dr  2y* Y

25. (y?cosx — 3x%y — 2x) dx
+ Q2ysinx —x*+Iny)dy=0, y0)=e

1 d
26. ( 5+ cosx — 2xy>—y = y(y + sinx), y(0) =1
1+y

dx

In Problems 27 and 28 find the value of k so that the given
differential equation is exact.

27. (y3 + kxy* — 2x) dx + (Bxy? + 20x*y}) dy = 0
28. (6xy® + cosy) dx + (2kx*y> — xsiny)dy =0

In Problems 29 and 30 verify that the given differential equa-
tion is not exact. Multiply the given differential equation
by the indicated integrating factor w(x, y) and verify that the
new equation is exact. Solve.

29. (—xysinx + 2y cos x) dx + 2x cos x dy = 0;
p(x, y) = xy

30. (x2 4 2xy — y») dx + (y* + 2xy — xH) dy = 0;
pxy) = (x+y) 7

In Problems 31-36 solve the given differential equation by
finding, as in Example 4, an appropriate integrating factor.

31. 2y +3x)dx +2xydy =0
32. yx+y+ Ddx+ (x+2y)dy =0
33. 6xydx + (4y + ) dy=0

2
34. cosxdx + (1 +—> sinxdy =0
y

35. 10— 6y + e *)dx—2dy=0

36. (Y2 4+ xy}dx+ (5y* —xy + y’siny)dy =0

In Problems 37 and 38 solve the given initial-value problem
by finding, as in Example 4, an appropriate integrating factor.
37. xdx+ X’y +4y)dy =0, y4) =0

38. W2+ y2—5dx=(y+xydy, y0)=1

39. (a) Show that a one-parameter family of solutions of
the equation

(4xy + 3xD dx + 2y + 2xH) dy =0

isx®+2x2y +y*=c
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(b) Show that the initial conditions y(0) = —2 and
y(1) = 1 determine the same implicit solution.

(¢) Find explicit solutions y;(x) and y,(x) of the dif-
ferential equation in part (a) such that y;(0) = —2
and y,(1) = 1. Use a graphing utility to graph y;(x)
and y,(x).

Discussion Problems

40. Consider the concept of an integrating factor used in
Problems 29—38. Are the two equations M dx + Ndy = 0
and uM dx + uN dy = 0 necessarily equivalent in the
sense that a solution of one is also a solution of the other?
Discuss.

41. Reread Example 3 and then discuss why we can con-
clude that the interval of definition of the explicit
solution of the IVP (the blue curve in Figure 2.4.1) is
(=1, 1).

42. Discuss how the functions M(x, y) and N(x, y) can be
found so that each differential equation is exact. Carry
out your ideas.

1
(a) M(x,y)dx + ()ce)‘-V + 2xy + —> dy =0
X

X
b —1/2,1/2 +
(b) (x y o

y) dx + Nx,y)dy =0

43. Differential equations are sometimes solved by
having a clever idea. Here is a little exercise in
cleverness: Although the differential equation
(x — Vx? + y») dx + y dy = 0 is not exact, show how
the rearrangement (x dx + y dy) / Vx> + y* = dx and
the observation 1d(x? + y?) = x dx + y dy can lead to
a solution.

44. True or False: Every separable first-order equation
dy/dx = g(x)h(y) is exact.

Mathematical Model

45. Falling Chain A portion of a uniform chain of length
8 ft is loosely coiled around a peg at the edge of a high
horizontal platform, and the remaining portion of the
chain hangs at rest over the edge of the platform. See
Figure 2.4.2. Suppose that the length of the overhang-
ing chain is 3 ft, that the chain weighs 2 1b/ft, and that
the positive direction is downward. Starting at t = 0
seconds, the weight of the overhanging portion causes
the chain on the table to uncoil smoothly and to fall to
the floor. If x(#) denotes the length of the chain over-
hanging the table at time 7 > 0, then v = dx/dt is its
velocity. When all resistive forces are ignored, it can
be shown that a mathematical model relating v to x is
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given by

Computer Lab Assignments

v =, 46. Streamlines
xv— + v- = 32x.
dx (a) The solution of the differential equation

(a) Rewrite this model in differential form. Proceed as

in Problems 31-36 and solve the DE for v in terms 2xy vy — x?
i iate i - ———sdx+ |1+ -5—=5 |dy=0
of x by finding an appropriate integrating factor. (2 + y?)? (2 + yH)?
Find an explicit solution v(x).
(b) Determine the velocity with which the chain leaves is a family of curves that can be interpreted as

the platform.

platform edge

streamlines of a fluid flow around a circular object
whose boundary is described by the equation
x> + y* = 1. Solve this DE and note the solution
fx,y) =cforc=0.

(b) Use a CAS to plot the streamlines for
c=0, *x0.2, =04, *0.6, and *0.8 in three
different ways. First, use the contourplot of a CAS.
Second, solve for x in terms of the variable y. Plot
the resulting two functions of y for the given values
of ¢, and then combine the graphs. Third, use the

peg

FIGURE 2.4.2 Uncoiling chain in Problem 45 CAS to solve a cubic equation for y in terms of x.

2.5

SOLUTIONS BY SUBSTITUTIONS

REVIEW MATERIAL

e Techniques of integration
e Separation of variables
e Solution of linear DEs

INTRODUCTION We usually solve a differential equation by recognizing it as a certain kind of
equation (say, separable, linear, or exact) and then carrying out a procedure, consisting of equation-
specific mathematical steps, that yields a solution of the equation. But it is not uncommon to be
stumped by a differential equation because it does not fall into one of the classes of equations that
we know how to solve. The procedures that are discussed in this section may be helpful in this
situation.

SUBSTITUTIONS Often the first step in solving a differential equation consists
of transforming it into another differential equation by means of a substitution.
For example, suppose we wish to transform the first-order differential equation
dy/dx = f(x, y) by the substitution y = g(x, u), where u is regarded as a function of
the variable x. If g possesses first-partial derivatives, then the Chain Rule

dy _dgdx  ogdu

ives dy (x,u) + g, )du
= v — =g (x,u L ) —.
dx dxdx dudx £ dx £x § dx

If we replace dy/dx by the foregoing derivative and replace y in f(x, y) by g (x, u), then
d
the DE dy/dx = f(x, y) becomes g, (x, u) + g,(x, u) d_u = f(x, g(x, u)), which, solved
X

d
for du/dx, has the form d_u = F(x, u). If we can determine a solution u = ¢(x) of this
X

last equation, then a solution of the original differential equation is y = g(x, ¢(x)).
In the discussion that follows we examine three different kinds of first-order
differential equations that are solvable by means of a substitution.
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HOMOGENEOUS EQUATIONS If a function f possesses the property
f(tx, ty) = 1“f(x, y) for some real number «, then f is said to be a homogeneous
function of degree a. For example, f(x, y) = x> + y? is a homogeneous function of
degree 3, since

fx, ty) = (tx)° + (1y)® = 23 + y?) = £f(x, y),

whereas f(x, y) = x> + y* + 1 is not homogeneous. A first-order DE in differential
form

M(x,y)dx + N(x,y)dy =0 (1)

is said to be homogeneous” if both coefficient functions M and N are homogeneous
equations of the same degree. In other words, (1) is homogeneous if

M(tx, ty) = t*M(x, y) and N(tx, ty) = t*N(x, y).
In addition, if M and N are homogeneous functions of degree «, we can also write
M(x,y) = x*M(1, u) and N(x,y) = x*N(1, u), whereu = y/x, (2)
and
M(x,y) = y*M(v, 1) and N(x,y) = y*N(v, 1), wherev = x/y. (3)

See Problem 31 in Exercises 2.5. Properties (2) and (3) suggest the substitutions that can
be used to solve a homogeneous differential equation. Specifically, either of the substi-
tutions y = ux or x = vy, where u and v are new dependent variables, will reduce a
homogeneous equation to a separable first-order differential equation. To show this, ob-
serve that as a consequence of (2) a homogeneous equation M(x, y) dx + N(x,y)dy = 0
can be rewritten as

X*M(1, u) dx + x*N(1,u)dy = 0 or M, u)dx + N(1,u)dy = 0,

where u = y/x or y = ux. By substituting the differential dy = u dx + x du into the
last equation and gathering terms, we obtain a separable DE in the variables u and x:

M1, u)dx + N(1, u)[udx + xdu] = 0
[M(1, u) + uN(1, u)] dx + xN(1, u) du = 0

@ N N(1, u) du B
X M(1, u) + uN(1, u)

or

At this point we offer the same advice as in the preceding sections: Do not memorize
anything here (especially the last formula); rather, work through the procedure each
time. The proof that the substitutions x = vy and dx = v dy + y dv also lead to a
separable equation follows in an analogous manner from (3).

I EXAMPLE T Solving a Homogeneous DE

Solve (x> + y2) dx + (x* — xy)dy = 0.

SOLUTION Inspection of M(x, y) = x> + y? and N(x, y) = x> — xy shows that
these coefficients are homogeneous functions of degree 2. If we let y = ux, then

“Here the word homogeneous does not mean the same as it did in Section 2.3. Recall that a linear first-
order equation a;(x)y’ + ao(x)y = g(x) is homogeneous when g(x) = 0.
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dy = u dx + x du, so after substituting, the given equation becomes

o+ ) dx + (2 — uxudx + xdu] =0
XA+ wde+ X1 —uwdu=0

1 —u dx _
+u

du + 0

1 X
-1+ ’ du + d—x = (). < longdivision
1 +u X

After integration the last line gives

—u + 21In|1 + u| + In|x| = In|c]|

-2 + 2In|1 + X‘ + ln|x| = ]n|c|_ < resubstituting u = y/x
X X

Using the properties of logarithms, we can write the preceding solution as

Y

x + y)?
( }’) _ 2 or (x + y)z — Cxey/x. ]
X

cX

In

Although either of the indicated substitutions can be used for every homoge-
neous differential equation, in practice we try x = vy whenever the function M(x, y)
is simpler than N(x, y). Also it could happen that after using one substitution, we may
encounter integrals that are difficult or impossible to evaluate in closed form; switch-
ing substitutions may result in an easier problem.

BERNOULLI’'S EQUATION  The differential equation

dy .
— + Py = f(x)y", “4)
dx

where n is any real number, is called Bernoulli’s equation. Note that for » = 0 and
n = 1, equation (4) is linear. For n # 0 and n # 1 the substitution # = y' " reduces
any equation of form (4) to a linear equation.

I EXAMPLE 2 Solving a Bernoulli DE

d
Solve x =2 + y = x*y2
dx

SOLUTION We first rewrite the equation as

d 1
Dy oy =y
dx x

1

by dividing by x. Withn = 2 we have u = y~! or y = u~'. We then substitute

dy _dydu _ _ _,du
dx  dudx " dx

<— Chain Rule

into the given equation and simplify. The result is

du

1
-u = —X
dx x
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FIGURE 2.5.1 Some solutions of
Y= (=2 4y =7
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The integrating factor for this linear equation on, say, (0, *) is

e—fdx/x — e—lnx — elnx" — x—l‘
. d
Integrating —[xu] = —1
dx
givesx 'u = —x + coru = —x* + cx. Since u = y~!, we have y = 1/u, so a solu-
tion of the given equationis y = 1/(—x” + cx). [

Note that we have not obtained the general solution of the original nonlinear dif-
ferential equation in Example 2, since y = 0 is a singular solution of the equation.

REDUCTION TO SEPARATION OF VARIABLES A differential equation of the
form

dy .
— = f(Ax + By + C) 5
dx

can always be reduced to an equation with separable variables by means of the sub-
stitution # = Ax + By + C, B # 0. Example 3 illustrates the technique.

I EXAMPLE 3 An Initial-Value Problem

d
Solve 2 = (=2x + )2 — 7, y(0) = 0.
dx

SOLUTION If we let u = —2x + y, then du/dx = —2 + dy/dx, so the differential
equation is transformed into

- Mg
— =u’ - or —=u>—0.
dx dx

The last equation is separable. Using partial fractions

du ; 11 N
——— = or — - =
w—-Hu+3 & 6lu—3 wu+3|" ™Y

and then integrating yields

u—3
u-+3

u—73
u-+3

— xH6e — (6%, < replace €% by ¢

1
—In ‘ =x+ or
5 x+ ¢

Solving the last equation for u and then resubstituting gives the solution

3(1 + ce™ 3(1 + ce®™

IR0 I L) ©)

1 — ce®™ 1 — ce®™

Finally, applying the initial condition y(0) = O to the last equation in (6) gives

¢ = —1. Figure 2.5.1, obtained with the aid of a graphing utility, shows the graph of
3(1 — e

% in dark blue, along with the graphs of

e

some other members of the family of solutions (6). [ |

the particular solution y = 2x +
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EXERCISES 2.5

Answers to selected odd-numbered problems begin on page ANS-2.

Each DE in Problems 1—14 is homogeneous.

In Problems 1-10 solve the given differential equation by
using an appropriate substitution.

1. x—y)dx +xdy=0 2. x+y)dx +xdy=0

3. xdx+(y—2x)dy=0 4. ydx =2(x + y)dy
5. (y*+yx)dx —x*dy =0

6. (V2 +yx)dx+x*dy=0

7. By x
dx oy +x
3 dy x+3y
“dx 3x+y

9. —ydx+(x+‘\/xy)dy=0
dy _ L e—
10.xd——y+ x> =y, x>0

X

In Problems 11-14 solve the given initial-value problem.

d
11. xyzd—)yc =y =%, y(1)=2

d
12. 2+ 29 =5y, y=1) =1
dy

13. (x + ye¥™) dx — xe**dy =0, y(1)=0
14. ydx + x(Inx —Iny — 1)dy =0, y(l)=e

Each DE in Problems 15—-22 is a Bernoulli equation.

In Problems 15-20 solve the given differential equation by
using an appropriate substitution.

dy 1
15. x—+y=— 16.
Yax Y y?

&

— :ex2
dx y y

d d
17. £ = yxy? —1) 18. xd—y — (1 + x)y=xy*
X

dx

d
19. 22+ v =ty

dy
20. 3(1 + A — =2ty(y? — 1
o ( )dt y(y )

In Problems 21 and 22 solve the given initial-value problem.

d
21. xzd—i —2xy =3y, y() = %

d
2.y PR =1 () =4

Each DE in Problems 23—30 is of the form given in (5).

In Problems 2328 solve the given differential equation by
using an appropriate substitution.

dy dy 1—x-—y
23, —=(x+y+1)? 24, — = ——
dx ety ) dx x+ty
d d
25. 2 = tan’(x + y) 2. 2 = sin(x + y)
dx dx
dy dy )~ x+5
27.d—=2+m 8. =1+en
by X

In Problems 29 and 30 solve the given initial-value problem.
d
29. d—y = cos(x + y), y(0) = m/4
by

dy  3x+2y

30. - ’
dx 3x+2y+2

¥ = -1

Discussion Problems

31. Explain why it is always possible to express any homoge-
neous differential equation M(x, y) dx + N(x,y)dy = 0in
the form

You might start by proving that

M(x,y) = x*M(1, y/x) and N(x,y) = x*N(1, y/x).

32. Put the homogeneous differential equation
(5x> =2y dx —xydy =0

into the form given in Problem 31.

33. (a) Determine two singular solutions of the DE in
Problem 10.

(b) If the initial condition y(5) = 0 is as prescribed in
Problem 10, then what is the largest interval I over
which the solution is defined? Use a graphing util-
ity to graph the solution curve for the IVP.

34. In Example 3 the solution y(x) becomes unbounded as
x — *=o, Nevertheless, y(x) is asymptotic to a curve as
x— —o and to a different curve as x — c. What are the
equations of these curves?

35. The differential equation dy/dx = P(x) + Q(x)y + R(x)y?
is known as Riccati’s equation.

(a) A Riccati equation can be solved by a succession
of two substitutions provided that we know a
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particular solution y; of the equation. Show that the slipping off the edge of a high horizontal platform is

substitution y =
to a Bernoulli

Bernoulli equation can then be reduced to a linear
equation by the substitution w = u ™ ".

(b) Find a one-parameter family of solutions for the

differential equa

dy

dx

where y; = 2/x is a known solution of the equation.

y1 + u reduces Riccati’s equation
i i = dv

equation (4) with n=2. The LT

dx
1
In that problem you were asked to solve the DE by con-
verting it into an exact equation using an integrating fac-
tor. This time solve the DE using the fact that it is a
4 1 Bernoulli equation.

=-S5 - -y+y
X X

tion

38. Population Growth In the study of population dy-
namics one of the most famous models for a growing
but bounded population is the logistic equation

36. Determine an appropriate substitution to solve

dP

xy" = yIn(xy). — = P(a — bP),

Mathematical Models

dt

where a and b are positive constants. Although we
will come back to this equation and solve it by an

37. Falling Chain In Problem 45 in Exercises 2.4 we saw alternative method in Section 3.2, solve the DE this first
that a mathematical model for the velocity v of a chain time using the fact that it is a Bernoulli equation.

2.6 A NUMERICAL METHOD

INTRODUCTION A first-order differential equation dy/dx = f(x, y) is a source of information.
We started this chapter by observing that we could garner qualitative information from a first-order
DE about its solutions even before we attempted to solve the equation. Then in Sections 2.2-2.5 we
examined first-order DEs analytically—that is, we developed some procedures for obtaining explicit
and implicit solutions. But a differential equation can a possess a solution yet we may not be able to
obtain it analytically. So to round out the picture of the different types of analyses of differential
equations, we conclude this chapter with a method by which we can “solve” the differential equa-
tion numerically— this means that the DE is used as the cornerstone of an algorithm for approximat-
ing the unknown solution.

In this section we are going to develop only the simplest of numerical methods—a method that
utilizes the idea that a tangent line can be used to approximate the values of a function in a small
neighborhood of the point of tangency. A more extensive treatment of numerical methods for ordi-
nary differential equations is given in Chapter 9.

USING THE TANGENT LINE Let us assume that the first-order initial-value
problem

y, = f(x7 }’)’ )’(xo) =Y (1)

possesses a solution. One way of approximating this solution is to use tangent lines.
For example, let y(x) denote the unknown solution of the first-order initial-value
problem y’ = 0.1Vy + 0.4x%, y(2) = 4. The nonlinear differential equation in
this IVP cannot be solved directly by any of the methods considered in Sections 2.2,
2.4, and 2.5; nevertheless, we can still find approximate numerical values of the
unknown y(x). Specifically, suppose we wish to know the value of y(2.5). The IVP
has a solution, and as the flow of the direction field of the DE in Figure 2.6.1(a) sug-
gests, a solution curve must have a shape similar to the curve shown in blue.

The direction field in Figure 2.6.1(a) was generated with lineal elements passing
through points in a grid with integer coordinates. As the solution curve passes
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FIGURE 2.6.2 Approximating y(x;)
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through the initial point (2, 4), the lineal element at this point is a tangent line with
slope given by f(2,4) = 0.1V4 + 0.4(2)> = 1.8. As is apparent in Figure 2.6.1(a)
and the “zoom in” in Figure 2.6.1(b), when x is close to 2, the points on the solution
curve are close to the points on the tangent line (the lineal element). Using the point
(2,4), the slope f(2,4) = 1.8, and the point-slope form of a line, we find that an equa-
tion of the tangent line is y = L(x), where L(x) = 1.8x + 0.4. This last equation,
called a linearization of y(x) at x = 2, can be used to approximate values of y(x)
within a small neighborhood of x = 2. If y; = L(x;) denotes the y-coordinate on the
tangent line and y(x;) is the y-coordinate on the solution curve corresponding to an
x-coordinate x; that is close to x = 2, then y(x;) = y;. If we choose, say, x; = 2.1,
then y; = L(2.1) = 1.8(2.1) + 0.4 = 4.18, s0 y(2.1) = 4.18.

—
N Sl e
solution />~
4t / - curve AN
\
\
/ d \
slope |
- |
2ot S m=18 ,
/
/
/ d ////
. -
%
-2

(a) direction field for y = 0 (b) lineal element

at (2, 4)

FIGURE 2.6.1 Magnification of a neighborhood about the point (2, 4)

EULER'S METHOD To generalize the procedure just illustrated, we use the lin-
earization of the unknown solution y(x) of (1) at x = xq:

L(x) = yo + f(x0, Yo)(x — Xp). ()

The graph of this linearization is a straight line tangent to the graph of y = y(x) at
the point (xo, yo). We now let i be a positive increment of the x-axis, as shown in
Figure 2.6.2. Then by replacing x by x; = xo + hin (2), we get

L(x;)) = yo + f(x0, yo)(xo + h — xp) or

where y; = L(x;). The point (xj, y;) on the tangent line is an approximation to the
point (x1, y(x;)) on the solution curve. Of course, the accuracy of the approximation
L(x1) = y(x;) or y; = y(x;) depends heavily on the size of the increment /4. Usually,
we must choose this step size to be “reasonably small.” We now repeat the process
using a second “tangent line” at (x;, y;).” By identifying the new starting point
as (x1, y;) with (xo, yo) in the above discussion, we obtain an approximation
Y2 = y(x) corresponding to two steps of length A from x, that is, x, = x; + h =
xo + 2h, and

yi = Yo T hf(xy, y1),

y() = y(xo + 2h) = y(x; + h) =y, =y, + hf (x5, y)).

Continuing in this manner, we see that yy, y2, y3, . .
the general formula

., can be defined recursively by

Yn+1 = I + h.f(xm yn)’ (3)

where x, = xo + nh,n =0, 1, 2, . ... This procedure of using successive “tangent
lines” is called Euler’s method.

“This is not an actual tangent line, since (xj, y;) lies on the first tangent and not on the solution curve.



TABLE 2.1 h=0.1

Xn Yn

2.00 4.0000
2.10 4.1800
2.20 4.3768
2.30 4.5914
2.40 4.8244
2.50 5.0768

TABLE 2.2 h =0.05

Xn

Yn
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I EXAMPLE 1 Euler’s Method

Consider the initial-value problem y’ = 0.1VYy + 0.4x% y(2) = 4. Use Euler’s
method to obtain an approximation of y(2.5) using first # = 0.1 and then 4 = 0.05.

SOLUTION  With the identification £ (x, y) = 0.1Vy + 0.4x2, (3) becomes

Yn+1 = Yn + h(ol\/yin + 04)(%)
Then for A = 0.1, x9 = 2, yo = 4, and n = 0 we find
yi = yo + h0.1VYyy + 0.453) = 4 + 0.1(0.1V4 + 0.42)2) = 4.18,

which, as we have already seen, is an estimate to the value of y(2.1). However, if we
use the smaller step size 7 = 0.05, it takes two steps to reach x = 2.1. From

yi =4+ 0.05(0.1V% + 0.4(22) = 4.09
2 = 4.09 + 0.05(0.1V4.09 + 0.4(2.05?) = 4.18416187

we have y; = y(2.05) and y; = y(2.1). The remainder of the calculations were
carried out by using software. The results are summarized in Tables 2.1 and 2.2,

2.00 4.0000 . .
205 4.0900 where each entry has been rounded to four decimal places. We see in Tables 2.1 and
210 4.1842 2.2 that it takes five steps with 7 = 0.1 and 10 steps with & = 0.05, respectively, to
215 42826 get to x = 2.5. Intuitively, we would expect that y;o = 5.0997 corresponding to
2.20 4.3854 h = 0.05 is the better approximation of y(2.5) than the value ys = 5.0768 corre-
2.25 4.4927 sponding to & = 0.1. ]
2.30 4.6045
2.35 4.7210 In Example 2 we apply Euler’s method to a differential equation for which we
2.40 4.8423 have already found a solution. We do this to compare the values of the approxima-
3‘515 ‘5"9683 tions y, at each step with the true or actual values of the solution y(x,,) of the initial-
0 099 value problem.
I EXAMPLE 2 Comparison of Approximate and Actual Values
Consider the initial-value problem y’ = 0.2xy, y(1) = 1. Use Euler’s method to
obtain an approximation of y(1.5) using first ~ = 0.1 and then 2 = 0.05.
SOLUTION  With the identification f(x, y) = 0.2xy, (3) becomes
Yn+1 = Yn + h(oz'xnyn)
where xop = 1 and yo = 1. Again with the aid of computer software we obtain the
values in Tables 2.3 and 2.4.
TABLE 2.4 h = 0.05
Xp Va Actual value Abs. error % Rel. error
1.00 1.0000 1.0000 0.0000 0.00
1.05 1.0100 1.0103 0.0003 0.03
TABLE2.3 h=0.1 110 1.0206 1.0212 0.0006 0.06
Xp Y Actual value Abs. error % Rel. error 115 1.0318 1.0328 0.0009 0.0
1.20 1.0437 1.0450 0.0013 0.12
1.00 1.0000 1.0000 0.0000 0.00 1.25 1.0562 1.0579 0.0016 0.16
1.10 1.0200 1.0212 0.0012 0.12 1.30 1.0694 1.0714 0.0020 0.19
1.20 1.0424 1.0450 0.0025 0.24 1.35 1.0833 1.0857 0.0024 0.22
1.30 1.0675 1.0714 0.0040 0.37 1.40 1.0980 1.1008 0.0028 0.25
1.40 1.0952 1.1008 0.0055 0.50 1.45 1.1133 1.1166 0.0032 0.29
1.50 1.1259 1.1331 0.0073 0.64 1.50 1.1295 1.1331 0.0037 0.32
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FIGURE 2.6.3 Comparison of the
Runge-Kutta (RK4) and Euler methods

In Example 1 the true or actual values were calculated from the known solution
y = %1 =D_(Verify.) The absolute error is defined to be

\acntal value — approximation \
The relative error and percentage relative error are, in turn,

absolute error absolute error

X 100.

| actual value |actual value

It is apparent from Tables 2.3 and 2.4 that the accuracy of the approximations
improves as the step size h decreases. Also, we see that even though the percentage
relative error is growing with each step, it does not appear to be that bad. But you
should not be deceived by one example. If we simply change the coefficient of the
right side of the DE in Example 2 from 0.2 to 2, then at x, = 1.5 the percentage
relative errors increase dramatically. See Problem 4 in Exercises 2.6.

A CAVEAT Euler’s method is just one of many different ways in which a solution
of a differential equation can be approximated. Although attractive for its simplic-
ity, Euler’s method is seldom used in serious calculations. It was introduced here
simply to give you a first taste of numerical methods. We will go into greater detail
in discussing numerical methods that give significantly greater accuracy, notably
the fourth order Runge-Kutta method, referred to as the RK4 method, in
Chapter 9.

NUMERICAL SOLVERS Regardless of whether we can actually find an explicit
or implicit solution, if a solution of a differential equation exists, it represents a
smooth curve in the Cartesian plane. The basic idea behind any numerical method
for first-order ordinary differential equations is to somehow approximate the
y-values of a solution for preselected values of x. We start at a specified initial point
(x0, yo) on a solution curve and proceed to calculate in a step-by-step fashion a
sequence of points (xj, y1), (x2, y2), . . ., (x», y») Whose y-coordinates y; approxi-
mate the y-coordinates y(x;) of points (x, y(x1)), (x2, y(x2)), . . ., (x,,, y(x,,)) that lie
on the graph of the usually unknown solution y(x). By taking the x-coordinates
close together (that is, for small values of 4) and by joining the points (xj, y;),
(x2, ¥2), - . -, (x, yn) With short line segments, we obtain a polygonal curve whose
qualitative characteristics we hope are close to those of an actual solution curve.
Drawing curves is something that is well suited to a computer. A computer program
written to either implement a numerical method or render a visual representation of
an approximate solution curve fitting the numerical data produced by this method
is referred to as a numerical solver. Many different numerical solvers are commer-
cially available, either embedded in a larger software package, such as a computer
algebra system, or provided as a stand-alone package. Some software packages
simply plot the generated numerical approximations, whereas others generate hard
numerical data as well as the corresponding approximate or numerical solution
curves. By way of illustration of the connect-the-dots nature of the graphs produced
by a numerical solver, the two colored polygonal graphs in Figure 2.6.3 are the
numerical solution curves for the initial-value problem y’ = 0.2xy, y(0) = 1 on
the interval [0, 4] obtained from Euler’s method and the RK4 method using the
step size h = 1. The blue smooth curve is the graph of the exact solution y = ¢%*°
of the IVP. Notice in Figure 2.6.3 that, even with the ridiculously large step size of
h = 1, the RK4 method produces the more believable “solution curve.” The numer-
ical solution curve obtained from the RK4 method is indistinguishable from the
actual solution curve on the interval [0, 4] when a more typical step size of 2 = 0.1
is used.
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USING A NUMERICAL SOLVER Knowledge of the various numerical methods
is not necessary in order to use a numerical solver. A solver usually requires that the
differential equation be expressed in normal form dy/dx = f(x, y). Numerical solvers
that generate only curves usually require that you supply f(x, y) and the initial data x,
and y( and specify the desired numerical method. If the idea is to approximate the nu-
merical value of y(a), then a solver may additionally require that you state a value for
h or, equivalently, give the number of steps that you want to take to get from x = x
to x = a. For example, if we wanted to approximate y(4) for the IVP illustrated in
Figure 2.6.3, then, starting at x = 0 it would take four steps to reach x = 4 with a step
size of h = 1; 40 steps is equivalent to a step size of 7 = 0.1. Although we will not
delve here into the many problems that one can encounter when attempting to ap-
proximate mathematical quantities, you should at least be aware of the fact that a nu-
merical solver may break down near certain points or give an incomplete or mislead-
ing picture when applied to some first-order differential equations in the normal
form. Figure 2.6.4 illustrates the graph obtained by applying Euler’s method to a cer-
tain first-order initial-value problem dy/dx = f(x, y), y(0) = 1. Equivalent results
were obtained using three different commercial numerical solvers, yet the graph is
hardly a plausible solution curve. (Why?) There are several avenues of recourse
when a numerical solver has difficulties; three of the more obvious are decrease the
step size, use another numerical method, and try a different numerical solver.

EXERCISES 2.6

Answers to selected odd-numbered problems begin on page ANS-2.

In Problems 1 and 2 use Euler’s method to obtain a four-
decimal approximation of the indicated value. Carry out the
recursion of (3) by hand, first using 2 = 0.1 and then using
h = 0.05.

1.y =2x—3y+ 1,y(1)=5; y(1.2)

2.y =x+y%y0)=0; y(0.2)
In Problems 3 and 4 use Euler’s method to obtain a four-
decimal approximation of the indicated value. First use
h = 0.1 and then use & = 0.05. Find an explicit solution for

each initial-value problem and then construct tables similar to
Tables 2.3 and 2.4.

3.y =y0) =1
4. y' = 2xy, y(1) = 1;

y(1.0)
y(1.5)
In Problems 5-10 use a numerical solver and Euler’s

method to obtain a four-decimal approximation of the indi-
cated value. First use # = 0.1 and then use & = 0.05.

5.y =e 7, 0) =0; y0.5)

6. Y =x>+y%Ly0)=1; y(0.5)
7.9 =@ —»%y0)=0.5; (0.5)
8.y =xy+ Vy,y0) =1; y(0.5
9.y = xy? — f,y(n =1; (1.5

10. y' =y — y% y(0) = 0.5; »(0.5)

In Problems 11 and 12 use a numerical solver to obtain a nu-
merical solution curve for the given initial-value problem.
First use Euler’s method and then the RK4 method. Use
h = 0.25 in each case. Superimpose both solution curves on
the same coordinate axes. If possible, use a different color
for each curve. Repeat, using 4 = 0.1 and & = 0.05.

11. y' = 2(cos x)y,
12. y" = y(10 — 2y),

y0) =1
y(0) =1

Discussion Problems

13. Use a numerical solver and Euler’s method to
approximate y(1.0), where y(x) is the solution to
y’" = 2xy?, y(0) = 1. First use # = 0.1 and then use
h = 0.05. Repeat, using the RK4 method. Discuss
what might cause the approximations to y(1.0) to
differ so greatly.

Computer Lab Assignments

14. (a) Use a numerical solver and the RK4 method to
graph the solution of the initial-value problem
y' = —=2xy + 1, y(0) = 0.
(b) Solve the initial-value problem by one of the
analytic procedures developed earlier in this
chapter.

(¢) Use the analytic solution y(x) found in part (b)
and a CAS to find the coordinates of all relative
extrema.
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CHAPTER 2 IN REVIEW

Answers to selected odd-numbered problems begin on page ANS-3.

Answer Problems 1-4 without referring back to the text. Fill
in the blanks or answer true or false.

1. The linear DE, y" — ky = A, where k and A are constants,

is autonomous. The critical point___ of the equa-
tionisan) — (attractor or repeller) for k > 0
anda(n)_ (attractor or repeller) for k < 0.

d
2. The initial-value problem x d_y — 4y =0, y(0) = k, has
X

an infinite number of solutions fork=___  and
no solution for k =

3. The linear DE, y' + kjy = kp, where k; and k, are
nonzero constants, always possesses a constant
solution.

4. The linear DE, a;(x)y’ + ax(x)y = 0 is also separable.

In Problems 5 and 6 construct an autonomous first-order
differential equation dy/dx = f(y) whose phase portrait is
consistent with the given figure.

5. y

FIGURE 2.R.T Graph for Problem 5

6. y

FIGURE 2.R.2  Graph for Problem 6

7. The number O is a critical point of the autonomous dif-
ferential equation dx/dt = x", where n is a positive inte-
ger. For what values of n is 0 asymptotically stable?
Semi-stable? Unstable? Repeat for the differential equa-
tion dx/dt = —x".

8. Consider the differential equation dP/dt = f(P), where
f(P) = —0.5P*> — 1.7P + 3.4.

The function f(P) has one real zero, as shown in
Figure 2.R.3. Without attempting to solve the differen-
tial equation, estimate the value of lim,_,.. P(f).

10.

FIGURE 2.R.3  Graph for Problem 8

Figure 2.R.4 is a portion of a direction field of a differ-
ential equation dy/dx = f(x, y). By hand, sketch two
different solution curves—one that is tangent to the lin-
eal element shown in black and one that is tangent to the
lineal element shown in color.
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FIGURE 2.R.4 Portion of a direction field for Problem 9

Classify each differential equation as separable, exact,
linear, homogeneous, or Bernoulli. Some equations may
be more than one kind. Do not solve.

dy x-—y dy 1
et A A b) = =
@ dx X ()dx y—x
dy dy 1
+1)—=—-y+10 d) —=—-—"
© (+ D=y @ =y

dy _y*+y

dy
dx x>+ x (f)EZSy—i-yz

(e)
d

(® ydx=(y—xy)dy (h) xd—z = ye* — x

(i xyy +y*=2x () 2xyy" + y?=2x?

(k) ydx+xdy=20

) <x2 + 2x_y> dx = (3 — Inx?) dy

d d -
(m) y_f+5_’+1 (l’l) l_y+62x>+y =0
X

Ec_y x> dx



In Problems 11-18 solve the given differential equation.

11. (3% + 1) dx = ysec’ x dy
12. ynx —Iny)dx = (xInx —xlny — y)dy

d
13. (6x + 1)y2d—)yc +32 427 =0

dx 4y’ + 6xy

14, — =
dy 3y? + 2x
d
15019 L 0= tins
dt

16. 2x+y+ Dy =1
17. (x> + 4)dy = (2x — 8xy) dx

18. (2r? cos 6 sin 6 + r cos 6) d
+ (4r + sin@ — 2rcos’> @) dr =0

In Problems 19 and 20 solve the given initial-value problem
and give the largest interval / on which the solution is defined.

d 7
19. sinx 2 + (cosx)y =0, y <—77> = -2
dx 6

d
20. d—f + 24+ Dy =0, y(0) = —

21. (a) Without solving, explain why the initial-value
problem

dy
—=Vy, yx) =Y

dx
has no solution for yy < 0.
(b) Solve the initial-value problem in part (a) for
yo > 0 and find the largest interval / on which the
solution is defined.

22. (a) Find an implicit solution of the initial-value problem

@_yz_xz

dx Xy

.y =—-V2.

(b) Find an explicit solution of the problem in part (a) and
give the largest interval / over which the solution is
defined. A graphing utility may be helpful here.

23. Graphs of some members of a family of solutions for a
first-order differential equation dy/dx = f(x, y) are
shown in Figure 2.R.5. The graphs of two implicit
solutions, one that passes through the point (1, —1) and
one that passes through (—1, 3), are shown in red.
Reproduce the figure on a piece of paper. With colored
pencils trace out the solution curves for the solutions
y = yi(x) and y = y»(x) defined by the implicit solu-
tions such that y;(1) = —1 and yo(—1) = 3, respectively.
Estimate the intervals on which the solutions y = y;(x)
and y = y,(x) are defined.
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FIGURE 2.R.5 Graph for Problem 23

24. Use Euler’s method with step size 4 = 0.1 to approxi-
mate y(1.2), where y(x) is a solution of the initial-value
problem y’ = 1 + x\Vy, y(1) = 9.

In Problems 25 and 26 each figure represents a portion of a
direction field of an autonomous first-order differential equa-
tion dy/dx = f(y). Reproduce the figure on a separate piece
of paper and then complete the direction field over the grid.
The points of the grid are (mh, nh), where h = %, m and n
integers, =7 =m =7, —7 = n = 7. In each direction field,
sketch by hand an approximate solution curve that passes
through each of the solid points shown in red. Discuss: Does
it appear that the DE possesses critical points in the interval
—3.5 =y =3.57If so, classify the critical points as asymp-
totically stable, unstable, or semi-stable.
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FIGURE 2.R.6 Portion of a direction field for Problem 25
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3.1 Linear Models

3.2 Nonlinear Models

3.3 Modeling with Systems of First-Order DEs
CHAPTER 3 IN REVIEW

In Section 1.3 we saw how a first-order differential equation could be used as a
mathematical model in the study of population growth, radioactive decay,
continuous compound interest, cooling of bodies, mixtures, chemical reactions,
fluid draining from a tank, velocity of a falling body, and current in a series circuit.
Using the methods of Chapter 2, we are now able to solve some of the linear DEs
(Section 3.1) and nonlinear DEs (Section 3.2) that commonly appear in
applications. The chapter concludes with the natural next step: In Section 3.3 we
examine how systems of first-order DEs can arise as mathematical models in
coupled physical systems (for example, a population of predators such as foxes

interacting with a population of prey such as rabbits).
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3.1

LINEAR MODELS

REVIEW MATERIAL

e A differential equation as a mathematical model in Section 1.3
e Reread “Solving a Linear First-Order Equation” on page 55 in Section 2.3

INTRODUCTION

In this section we solve some of the linear first-order models that were

introduced in Section 1.3.

P(1) = P0€0‘4055t

FIGURE 3.1.1

population triples

71

I e

Il
T
t=

Time in which

GROWTH AND DECAY The initial-value problem

dx

— = kx,  x(ty) = X, (1)

dt
where k is a constant of proportionality, serves as a model for diverse phenomena in-
volving either growth or decay. We saw in Section 1.3 that in biological applications
the rate of growth of certain populations (bacteria, small animals) over short periods
of time is proportional to the population present at time . Knowing the population
at some arbitrary initial time #), we can then use the solution of (1) to predict the
population in the future—that is, at times ¢ > f(. The constant of proportionality k
in (1) can be determined from the solution of the initial-value problem, using a sub-
sequent measurement of x at a time #; > #(. In physics and chemistry (1) is seen in
the form of a first-order reaction—that is, a reaction whose rate, or velocity, dx/dt
is directly proportional to the amount x of a substance that is unconverted or remain-
ing at time 7. The decomposition, or decay, of U-238 (uranium) by radioactivity into
Th-234 (thorium) is a first-order reaction.

I EXAMPLE 1 Bacterial Growth

A culture initially has Pp number of bacteria. At = 1 h the number of bacteria is mea-
sured to be %PO. If the rate of growth is proportional to the number of bacteria P(¢) pre-
sent at time ¢, determine the time necessary for the number of bacteria to triple.

SOLUTION We first solve the differential equation in (1), with the symbol x replaced
by P. With 7y = 0 the initial condition is P(0) = P,. We then use the empirical obser-
vation that P(1) = %PO to determine the constant of proportionality k.
Notice that the differential equation dP/dt = kP is both separable and linear.

When it is put in the standard form of a linear first-order DE,

P g

dt ’
we can see by inspection that the integrating factor is e ~*. Multiplying both sides of
the equation by this term and integrating gives, in turn,

d
= [e7®P] =0 and e Mp = c.

Therefore P(f) = ce’. At t = 0 it follows that Py = ce® = ¢, so P(f) = Pye. At
t=1 we have 3P, = Pye* or ¢=3 From the last equation we get
k= 1In % = 0.4055, s0 P(f) = Pye" 49, To find the time at which the number of bac-

teria has tripled, we solve 3Py = Pye®40%% for . It follows that 0.4055¢ = In 3, or

- In3
0.4055

See Figure 3.1.1. |

~ 2.71h.
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FIGURE 3.1.2 Growth (k> 0) and
decay (k < 0)

Notice in Example 1 that the actual number P, of bacteria present at time r = 0
played no part in determining the time required for the number in the culture to triple.
The time necessary for an initial population of, say, 100 or 1,000,000 bacteria to
triple is still approximately 2.71 hours.

As shown in Figure 3.1.2, the exponential function e’ increases as ¢ increases for
k>0 and decreases as ¢ increases for k < 0. Thus problems describing growth
(whether of populations, bacteria, or even capital) are characterized by a positive
value of k, whereas problems involving decay (as in radioactive disintegration) yield
a negative k value. Accordingly, we say that k is either a growth constant (k > 0) or
a decay constant (k < 0).

HALF-LIFE In physics the half-life is a measure of the stability of a radioactive
substance. The half-life is simply the time it takes for one-half of the atoms in an
initial amount Ay to disintegrate, or transmute, into the atoms of another element.
The longer the half-life of a substance, the more stable it is. For example, the half-
life of highly radioactive radium, Ra-226, is about 1700 years. In 1700 years one-
half of a given quantity of Ra-226 is transmuted into radon, Rn-222. The most
commonly occurring uranium isotope, U-238, has a half-life of approximately
4,500,000,000 years. In about 4.5 billion years, one-half of a quantity of U-238 is
transmuted into lead, Pb-206.

I EXAMPLE 2 Half-Life of Plutonium

A breeder reactor converts relatively stable uranium 238 into the isotope plutonium
239. After 15 years it is determined that 0.043% of the initial amount A of pluto-
nium has disintegrated. Find the half-life of this isotope if the rate of disintegration is
proportional to the amount remaining.

SOLUTION Let A(f) denote the amount of plutonium remaining at time #. As in
Example 1 the solution of the initial-value problem

A LA A0) = A
dt ’ 0

is A(f) = Age*'. If 0.043% of the atoms of A have disintegrated, then 99.957% of the
substance remains. To find the decay constant k, we use 0.99957A, = A(15)—that is,
0.99957A¢ = Age'**. Solving for k then gives k = % In 0.99957 = —0.00002867.
Hence A(1) = Age "P2867 Now the half-life is the corresponding value of time at
which A(r) = 1A,. Solving for 1 gives $ Ay = Age 00002867 op 1 — (=0.00002867t The
last equation yields

In2

'~ Doooozse7  H1E0YT "
CARBON DATING About 1950 the chemist Willard Libby devised a method of
using radioactive carbon as a means of determining the approximate ages of fossils.
The theory of carbon dating is based on the fact that the isotope carbon 14 is pro-
duced in the atmosphere by the action of cosmic radiation on nitrogen. The ratio of
the amount of C-14 to ordinary carbon in the atmosphere appears to be a constant,
and as a consequence the proportionate amount of the isotope present in all living
organisms is the same as that in the atmosphere. When an organism dies, the
absorption of C-14, by either breathing or eating, ceases. Thus by comparing the pro-
portionate amount of C-14 present, say, in a fossil with the constant ratio found in the
atmosphere, it is possible to obtain a reasonable estimation of the fossil’s age. The
method is based on the knowledge that the half-life of radioactive C-14 is
approximately 5600 years. For his work Libby won the Nobel Prize for chemistry in
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1960. Libby’s method has been used to date wooden furniture in Egyptian tombs, the
woven flax wrappings of the Dead Sea scrolls, and the cloth of the enigmatic shroud
of Turin.

I EXAMPLE 3 Age of a Fossil

A fossilized bone is found to contain one-thousandth of the C-14 level found in liv-
ing matter. Estimate the age of the fossil.

SOLUTION The starting point is again A(f) = Age!’. To determine the value of
the decay constant k, we use the fact that jAg = A(5600) or 1A = Age **%. From

5600k = ln 5= —In 2 we then get k = —(In 2)/5600 = —0.00012378. Therefore
A(T) — A e () ()()(}12378/‘ With A([) — 1()0()A0 we have 1()0()A0 =A 0e 000012378t’ SO
—0.00012378¢ = In ;55 = —In 1000. Thus the age of the fossil is about
In 1000
= —— =~ 55,800 yr. [ |
0.00012378 "

The age found in Example 3 is really at the border of accuracy for this method.
The usual carbon-14 technique is limited to about 9 half-lives of the isotope, or about
50,000 years. One reason for this limitation is that the chemical analysis needed to
obtain an accurate measurement of the remaining C-14 becomes somewhat formida-
ble around the point of 15 1000 Ay. Also, this analysis demands the destruction of a rather
large sample of the specimen. If this measurement is accomplished indirectly, based
on the actual radioactivity of the specimen, then it is very difficult to distinguish
between the radiation from the fossil and the normal background radiation.” But
recently, the use of a particle accelerator has enabled scientists to separate C-14 from
stable C-12 directly. When the precise value of the ratio of C-14 to C-12 is computed,
the accuracy of this method can be extended to 70,000—100,000 years. Other iso-
topic techniques such as using potassium 40 and argon 40 can give ages of several
million years.” Nonisotopic methods based on the use of amino acids are also some-
times possible.

NEWTON'’S LAW OF COOLING/WARMING  In equation (3) of Section 1.3 we
saw that the mathematical formulation of Newton’s empirical law of cooling/warming
of an object is given by the linear first-order differential equation

dTr

— = k(T — 2

g = kKT =T, 2)
where k is a constant of proportionality, 7(¢) is the temperature of the object for r > 0,
and T, is the ambient temperature—that is, the temperature of the medium around the
object. In Example 4 we assume that 7, is constant.

I EXAMPLE 4 Cooling of a Cake

When a cake is removed from an oven, its temperature is measured at 300° F. Three
minutes later its temperature is 200° F. How long will it take for the cake to cool off
to a room temperature of 70° F?

“The number of disintegrations per minute per gram of carbon is recorded by using a Geiger counter.
The lower level of detectability is about 0.1 disintegrations per minute per gram.

fPotassium-argon dating is used in dating terrestrial materials such as minerals, rocks, and lava and
extraterrestrial materials such as meteorites and lunar rocks. The age of a fossil can be estimated by
determining the age of the rock stratum in which it was found.
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300 -
150 \\ T=170

15 30 t

(a)
T(r) t (min)
75° 20.1
74° 21.3
73° 22.8
72° 24.9
71° 28.6
70.5° 32.3

(b)

FIGURE 3.1.3 Temperature of cooling
cake approaches room temperature

SOLUTION In (2) we make the identification 7,, = 70. We must then solve the
initial-value problem

dT
= KT =70). T(0) = 300 3)

and determine the value of k so that T(3) = 200.
Equation (3) is both linear and separable. If we separate variables,

dT
T-10

= kdt,

yields In |T — 70| = kt + ¢1, and so T =70 + c,e". When t =0, T = 300, so
300 =70 + ¢, gives ¢, = 230; therefore T = 70 + 230ex, Finally, the measurement
7(3) = 200 leads to e* = 33, ork = 5 In 33 = —0.19018. Thus

T =70 + 230 0190181 )

We note that (4) furnishes no finite solution to 7(¢) = 70, since lim,_, . T(¢) = 70.
Yet we intuitively expect the cake to reach room temperature after a reasonably long
period of time. How long is “long”? Of course, we should not be disturbed by the fact
that the model (3) does not quite live up to our physical intuition. Parts (a) and (b) of
Figure 3.1.3 clearly show that the cake will be approximately at room temperature in
about one-half hour. |

The ambient temperature in (2) need not be a constant but could be a function
T,.(1) of time . See Problem 18 in Exercises 3.1.

MIXTURES The mixing of two fluids sometimes gives rise to a linear first-order
differential equation. When we discussed the mixing of two brine solutions in
Section 1.3, we assumed that the rate A’(¢) at which the amount of salt in the mixing
tank changes was a net rate:

dA
ur = (input rate of salt) — (output rate of salt) = R;, — R,,,. ®)

In Example 5 we solve equation (8) of Section 1.3.

I EXAMPLE 5 Mixture of Two Salt Solutions

Recall that the large tank considered in Section 1.3 held 300 gallons of a brine
solution. Salt was entering and leaving the tank; a brine solution was being pumped
into the tank at the rate of 3 gal/min; it mixed with the solution there, and then the
mixture was pumped out at the rate of 3 gal/min. The concentration of the salt
in the inflow, or solution entering, was 2 Ib/gal, so salt was entering the tank at the
rate R;,, = (2 Ib/gal) - (3 gal/min) = 6 Ib/min and leaving the tank at the rate R,,,, =
(A/300 Ib/gal) - (3 gal/min) = A/100 Ib/min. From this data and (5) we get equa-
tion (8) of Section 1.3. Let us pose the question: If 50 pounds of salt were dissolved
initially in the 300 gallons, how much salt is in the tank after a long time?

SOLUTION To find the amount of salt A(7) in the tank at time ¢, we solve the initial-
value problem

ﬁ+LA—6 A0) = 50

dt 100 ’ ’
Note here that the side condition is the initial amount of salt A(0) = 50 in the tank
and not the initial amount of liquid in the tank. Now since the integrating factor of the



(a)
¢ (min) A (Ib)
50 266.41
100 397.67
150 477.27
200 525.57
300 572.62
400 589.93

(b)

FIGURE 3.7.4 Pounds of salt in tank
as a function of time ¢

R
FIGURE 3.1.5 LR series circuit

FIGURE 3.1.6 RC series circuit
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/100

linear differential equation is e”'"", we can write the equation as

d
_ [etIIOOA] — 66”100.
dt

Integrating the last equation and solving for A gives the general solution
A() = 600 + ce 1% When t = 0, A = 50, so we find that ¢ = —550. Thus the
amount of salt in the tank at time ¢ is given by

A(f) = 600 — 550¢11%0, (6)

The solution (6) was used to construct the table in Figure 3.1.4(b). Also, it can be
seen from (6) and Figure 3.1.4(a) that A(f) — 600 as t — . Of course, this is what
we would intuitively expect; over a long time the number of pounds of salt in the
solution must be (300 gal)(2 1b/gal) = 600 Ib. [ |

In Example 5 we assumed that the rate at which the solution was pumped in was
the same as the rate at which the solution was pumped out. However, this need not be
the case; the mixed brine solution could be pumped out at a rate r,,, that is faster
or slower than the rate r;, at which the other brine solution is pumped in. For example,
if the well-stirred solution in Example 5 is pumped out at a slower rate of, say,
Tour = 2 gal/min, then liquid will accumulate in the tank at the rate of
Fin — Four = (3 — 2) gal/min = 1 gal/min. After # minutes, (1 gal/min) - ( min) = ¢ gal
will accumulate, so the tank will contain 300 + ¢ gallons of brine. The con-
centration of the outflow is then c¢(f) = A/(300 + £), and the output rate of salt is
Rour = () * ¥ our, OF

Ib/min.

R, = (— 1b/ 1> (2 gal/min) =
. in
out ga ga 300 + ¢

300 + ¢
Hence equation (5) becomes

dA 2A dA 2
—=6- or — +
dt 300 + ¢ dr 300 + ¢

You should verify that the solution of the last equation, subject to A(0) = 50, is
A1) = 600 + 21 — (4.95 X 107)(300 + 1) %. See the discussion following (8) of
Section 1.3, Problem 12 in Exercises 1.3, and Problems 25-28 in Exercises 3.1.

SERIES CIRCUITS For a series circuit containing only a resistor and an inductor,
Kirchhoftf’s second law states that the sum of the voltage drop across the inductor
(L(di /dr)) and the voltage drop across the resistor (iR) is the same as the impressed
voltage (E(#)) on the circuit. See Figure 3.1.5.

Thus we obtain the linear differential equation for the current i(¢),

L£+R'*E(r) (7)
dt : ’

where L and R are constants known as the inductance and the resistance, respectively.
The current i(7) is also called the response of the system.

The voltage drop across a capacitor with capacitance C is given by ¢(1)/C,
where ¢ is the charge on the capacitor. Hence, for the series circuit shown in
Figure 3.1.6, Kirchhoff’s second law gives

1
Ri + —q = EQ@). 8
itod () (@)
But current i and charge ¢ are related by i = dq/dt, so (8) becomes the linear differ-

ential equation

R 44 + L, - E(1) )
dt Cq '
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(c)

FIGURE 3.1.7 Population growth is a
discrete process

I EXAMPLE 6 Series Circuit

A 12-volt battery is connected to a series circuit in which the inductance is % henry
and the resistance is 10 ohms. Determine the current i if the initial current is zero.

SOLUTION From (7) we see that we must solve

1 di
-2y 0i =12,
2dr !

subject to i(0) = 0. First, we multiply the differential equation by 2 and read off the
integrating factor ¢>. We then obtain

d
o [€2] = 242",

Integrating each side of the last equation and solving for i gives i(f) = g + ce™ 2,

Now i(0) = 0 implies that O =§+ c or ¢c= —g. Therefore the response is
i) = :3 — :3 e 20, [ |

From (4) of Section 2.3 we can write a general solution of (7):

e*(R/L)t

i(r) = .PWW@m+w“W (10)

In particular, when E(f) = E| is a constant, (10) becomes
E
im=f+www (11)

Note that as t — o, the second term in equation (11) approaches zero. Such a term is
usually called a transient term; any remaining terms are called the steady-state part
of the solution. In this case Eo/R is also called the steady-state current; for large
values of time it appears that the current in the circuit is simply governed by Ohm’s
law (E = iR).

I REMARKS

The solution P(f) = Pye®4%5" of the initial-value problem in Example 1
described the population of a colony of bacteria at any time # > 0. Of course,
P(1) is a continuous function that takes on all real numbers in the interval
Py = P < . But since we are talking about a population, common sense
dictates that P can take on only positive integer values. Moreover, we would
not expect the population to grow continuously —that is, every second, every
microsecond, and so on—as predicted by our solution; there may be inter-
vals of time [t;, 7;] over which there is no growth at all. Perhaps, then, the
graph shown in Figure 3.1.7(a) is a more realistic description of P than is
the graph of an exponential function. Using a continuous function to
describe a discrete phenomenon is often more a matter of convenience than
of accuracy. However, for some purposes we may be satisfied if our model
describes the system fairly closely when viewed macroscopically in time,
as in Figures 3.1.7(b) and 3.1.7(c), rather than microscopically, as in
Figure 3.1.7(a).
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EXERCISES 3.1

Answers to selected odd-numbered problems begin on page ANS-3.

Growth and Decay

1.

10.

The population of a community is known to increase at
a rate proportional to the number of people present
at time ¢. If an initial population Py has doubled in
5 years, how long will it take to triple? To quadruple?

. Suppose it is known that the population of the commu-

nity in Problem 1 is 10,000 after 3 years. What was the
initial population Py? What will be the population in
10 years? How fast is the population growing at r = 10?

. The population of a town grows at a rate proportional to

the population present at time ¢. The initial population
of 500 increases by 15% in 10 years. What will be the
population in 30 years? How fast is the population
growing at t = 307

. The population of bacteria in a culture grows at a rate

proportional to the number of bacteria present at time 7.
After 3 hours it is observed that 400 bacteria are present.
After 10 hours 2000 bacteria are present. What was the
initial number of bacteria?

. The radioactive isotope of lead, Pb-209, decays at a rate

proportional to the amount present at time # and has a half-
life of 3.3 hours. If 1 gram of this isotope is present ini-
tially, how long will it take for 90% of the lead to decay?

. Initially 100 milligrams of a radioactive substance was

present. After 6 hours the mass had decreased by 3%. If
the rate of decay is proportional to the amount of the
substance present at time ¢, find the amount remaining
after 24 hours.

. Determine the half-life of the radioactive substance

described in Problem 6.

. (a) Consider the initial-value problem dA/dr = kA,

A(0) = Ay as the model for the decay of a radioac-
tive substance. Show that, in general, the half-life T’
of the substance is T = —(In 2) /k.

(b) Show that the solution of the initial-value problem
in part (a) can be written A(f) = A¢2 ",

(c) If a radioactive substance has the half-life 7" given
in part (a), how long will it take an initial amount A
of the substance to decay to %AO?

. When a vertical beam of light passes through a trans-

parent medium, the rate at which its intensity [
decreases is proportional to I(f), where ¢ represents the
thickness of the medium (in feet). In clear seawater,
the intensity 3 feet below the surface is 25% of the initial
intensity / of the incident beam. What is the intensity of
the beam 15 feet below the surface?

When interest is compounded continuously, the amount
of money increases at a rate proportional to the amount

S present at time ¢, that is, dS/dt = rS, where r is the
annual rate of interest.

(a) Find the amount of money accrued at the end of
5 years when $5000 is deposited in a savings
account drawing 5%% annual interest compounded
continuously.

(b) In how many years will the initial sum deposited
have doubled?

(¢) Use a calculator to compare the amount obtained in
part (a) with the amount S = 5000(1 + i(0.0575))5(4)
that is accrued when interest is compounded
quarterly.

Carbon Dating

11.

12.

Archaeologists used pieces of burned wood, or char-
coal, found at the site to date prehistoric paintings and
drawings on walls and ceilings of a cave in Lascaux,
France. See Figure 3.1.8. Use the information on page 84
to determine the approximate age of a piece of burned
wood, if it was found that 85.5% of the C-14 found in
living trees of the same type had decayed.

Image not available due to copyright restrictions

The shroud of Turin, which shows the negative image of
the body of a man who appears to have been crucified, is
believed by many to be the burial shroud of Jesus of
Nazareth. See Figure 3.1.9. In 1988 the Vatican granted
permission to have the shroud carbon-dated. Three inde-
pendent scientific laboratories analyzed the cloth and
concluded that the shroud was approximately 660 years
old,” an age consistent with its historical appearance.

Image not available due to copyright restrictions

“Some scholars have disagreed with this finding. For more information on
this fascinating mystery see the Shroud of Turin home page at
http://www.shroud.com/.
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Using this age, determine what percentage of the origi-
nal amount of C-14 remained in the cloth as of 1988.

Newton’s Law of Cooling/Warming

13.

14.

15.

16.

17.

18.

19.

A thermometer is removed from a room where the
temperature is 70° F and is taken outside, where the air
temperature is 10° F. After one-half minute the ther-
mometer reads 50° F. What is the reading of the ther-
mometer at £ = 1 min? How long will it take for the
thermometer to reach 15° F?

A thermometer is taken from an inside room to the out-
side, where the air temperature is 5° F. After 1 minute
the thermometer reads 55° F, and after 5 minutes it
reads 30° F. What is the initial temperature of the inside
room?

A small metal bar, whose initial temperature was 20° C,
is dropped into a large container of boiling water. How
long will it take the bar to reach 90° C if it is known that
its temperature increases 2° in 1 second? How long will it
take the bar to reach 98° C?

Two large containers A and B of the same size are filled
with different fluids. The fluids in containers A and B
are maintained at 0° C and 100° C, respectively. A small
metal bar, whose initial temperature is 100° C, is low-
ered into container A. After 1 minute the temperature
of the bar is 90° C. After 2 minutes the bar is removed
and instantly transferred to the other container. After
1 minute in container B the temperature of the bar rises
10°. How long, measured from the start of the entire
process, will it take the bar to reach 99.9° C?

A thermometer reading 70° F is placed in an oven
preheated to a constant temperature. Through a glass
window in the oven door, an observer records that the
thermometer reads 110° F after % minute and 145°F
after 1 minute. How hot is the oven?

At t =0 a sealed test tube containing a chemical is

immersed in a liquid bath. The initial temperature of

the chemical in the test tube is 80° F. The liquid bath
has a controlled temperature (measured in degrees

Fahrenheit) given by T,,(f) = 100 — 40e %!, +=0,

where ¢ is measured in minutes.

(a) Assume that k = —0.1 in (2). Before solving the
IVP, describe in words what you expect the temper-
ature T(f) of the chemical to be like in the short
term. In the long term.

(b) Solve the initial-value problem. Use a graphing util-
ity to plot the graph of 7(¢) on time intervals of var-
ious lengths. Do the graphs agree with your
predictions in part (a)?

A dead body was found within a closed room of a house
where the temperature was a constant 70° F. At the time
of discovery the core temperature of the body was
determined to be 85° F. One hour later a second mea-

20.

surement showed that the core temperature of the body
was 80° F. Assume that the time of death corresponds to
t =0 and that the core temperature at that time was
98.6° F. Determine how many hours elapsed before the
body was found. [Hint: Let t; > 0 denote the time that
the body was discovered.]

The rate at which a body cools also depends on its
exposed surface area S. If S is a constant, then a modifi-
cation of (2) is

dr
— = kS(T — T,),
7 ( )

where k < 0 and 7,, is a constant. Suppose that two cups
A and B are filled with coffee at the same time. Initially,
the temperature of the coffee is 150° F. The exposed
surface area of the coffee in cup B is twice the surface
area of the coffee in cup A. After 30 min the temperature
of the coffee in cup A is 100° F. If 7;, = 70° F, then what
is the temperature of the coffee in cup B after 30 min?

Mixtures

21.

22,

23.

24,

25.

26.

27.

A tank contains 200 liters of fluid in which 30 grams of
salt is dissolved. Brine containing 1 gram of salt per liter
is then pumped into the tank at a rate of 4 L/min; the
well-mixed solution is pumped out at the same rate. Find
the number A(?) of grams of salt in the tank at time .

Solve Problem 21 assuming that pure water is pumped
into the tank.

A large tank is filled to capacity with 500 gallons of pure
water. Brine containing 2 pounds of salt per gallon is
pumped into the tank at a rate of 5 gal/min. The well-
mixed solution is pumped out at the same rate. Find the
number A(f) of pounds of salt in the tank at time 7.

In Problem 23, what is the concentration c(¢) of the salt
in the tank at time ¢? At ¢ = 5 min? What is the concen-
tration of the salt in the tank after a long time, that is, as
t — 0? At what time is the concentration of the salt in
the tank equal to one-half this limiting value?

Solve Problem 23 under the assumption that the solu-
tion is pumped out at a faster rate of 10 gal/min. When
is the tank empty?

Determine the amount of salt in the tank at time ¢ in
Example 5 if the concentration of salt in the inflow is
variable and given by c;,(f) = 2 + sin(¢/4) Ib/gal.
Without actually graphing, conjecture what the solution
curve of the IVP should look like. Then use a graphing
utility to plot the graph of the solution on the interval
[0, 300]. Repeat for the interval [0, 600] and compare
your graph with that in Figure 3.1.4(a).

A large tank is partially filled with 100 gallons of fluid
in which 10 pounds of salt is dissolved. Brine containing
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%pound of salt per gallon is pumped into the tank at a rate
of 6 gal/min. The well-mixed solution is then pumped
out at a slower rate of 4 gal/min. Find the number of
pounds of salt in the tank after 30 minutes.

In Example 5 the size of the tank containing the salt
mixture was not given. Suppose, as in the discussion
following Example 5, that the rate at which brine is
pumped into the tank is 3 gal/min but that the well-
stirred solution is pumped out at a rate of 2 gal/min. It
stands to reason that since brine is accumulating in the
tank at the rate of 1 gal/min, any finite tank must even-
tually overflow. Now suppose that the tank has an open
top and has a total capacity of 400 gallons.

(a) When will the tank overflow?

(b) What will be the number of pounds of salt in the
tank at the instant it overflows?

(¢) Assume that although the tank is overflowing, brine
solution continues to be pumped in at a rate of
3 gal/min and the well-stirred solution continues to
be pumped out at a rate of 2 gal/min. Devise a
method for determining the number of pounds of
salt in the tank at # = 150 minutes.

(d) Determine the number of pounds of salt in the tank as
t— . Does your answer agree with your intuition?

(e) Use a graphing utility to plot the graph of A(7) on
the interval [0, 500).

Series Circuits

29.

30.

31.

32.

33.

A 30-volt electromotive force is applied to an LR series
circuit in which the inductance is 0.1 henry and the
resistance is 50 ohms. Find the current i(¢) if i(0) = 0.
Determine the current as t — oo,

Solve equation (7) under the assumption that

E(t) = Ey sin wt and i(0) = i.

A 100-volt electromotive force is applied to an RC
series circuit in which the resistance is 200 ohms and
the capacitance is 10~ farad. Find the charge ¢(7) on the
capacitor if g(0) = 0. Find the current i(¢).

A 200-volt electromotive force is applied to an RC series
circuit in which the resistance is 1000 ohms and the
capacitance is 5 X 107° farad. Find the charge ¢() on the
capacitor if i(0) = 0.4. Determine the charge and current
at 7 = 0.005 s. Determine the charge as t — oe.

An electromotive force

120, 0=r=20
E(n) =
0, t>20

is applied to an LR series circuit in which the inductance
is 20 henries and the resistance is 2 ohms. Find the
current i(¢) if i(0) = 0.

34.
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Suppose an RC series circuit has a variable resistor. If the
resistance at time ¢ is given by R = k| + k»t, where k| and
k> are known positive constants, then (9) becomes

dg 1
k, + kt) — + —q = E().
(ky Z)dt Cq ()

If E() =E¢ and ¢(0) = qo, where Ey and gy are
constants, show that

( k1 )1/c1<z
) = E,C + - E,C .
q(1) 0 (90 0C) ki + lot

Additional Linear Models

35.

36.

Air Resistance In (14) of Section 1.3 we saw that
a differential equation describing the velocity v of a
falling mass subject to air resistance proportional to the
instantaneous velocity is

dv

m— = mg — kv,

dt &
where k>0 is a constant of proportionality. The
positive direction is downward.

(a) Solve the equation subject to the initial condition
v(0) = vp.

(b) Use the solution in part (a) to determine the limit-
ing, or terminal, velocity of the mass. We saw how
to determine the terminal velocity without solving
the DE in Problem 40 in Exercises 2.1.

(c) If the distance s, measured from the point where the
mass was released above ground, is related to ve-
locity v by ds/dt = v(z), find an explicit expression
for s(r) if s(0) = 0.

How High? —No Air Resistance Suppose a small
cannonball weighing 16 pounds is shot vertically
upward, as shown in Figure 3.1.10, with an initial veloc-
ity vo = 300 ft/s. The answer to the question “How high
does the cannonball go?” depends on whether we take
air resistance into account.

(a) Suppose air resistance is ignored. If the positive
direction is upward, then a model for the state of the
cannonball is given by d%s/dt*> = —g (equation
(12) of Section 1.3). Since ds/dt = v(f) the last

ground
level ©

FIGURE 3.1.10 Find the
maximum height of the cannonball
in Problem 36
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37.

38.

39.
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differential equation is the same as dv/dt = —g,
where we take g = 32 ft/s”. Find the velocity v(f)
of the cannonball at time 7.

(b) Use the result obtained in part (a) to determine the
height s(¢) of the cannonball measured from ground
level. Find the maximum height attained by the

cannonball.

How High? —Linear Air Resistance Repeat Prob-
lem 36, but this time assume that air resistance is
proportional to instantaneous velocity. It stands to
reason that the maximum height attained by the cannon-
ball must be less than that in part (b) of Problem 36.
Show this by supposing that the constant of proportion-
ality is k = 0.0025. [Hint: Slightly modify the DE in
Problem 35.]

Skydiving A skydiver weighs 125 pounds, and her
parachute and equipment combined weigh another 35
pounds. After exiting from a plane at an altitude of
15,000 feet, she waits 15 seconds and opens her para-
chute. Assume that the constant of proportionality in
the model in Problem 35 has the value k = 0.5 during
free fall and k = 10 after the parachute is opened.
Assume that her initial velocity on leaving the plane is
zero. What is her velocity and how far has she traveled
20 seconds after leaving the plane? See Figure 3.1.11.
How does her velocity at 20 seconds compare with her
terminal velocity? How long does it take her to reach the
ground? [Hint: Think in terms of two distinct IVPs.]

free fall

air resistance is 0.5v

parachute opens
air resistance is 10v '

FIGURE 3.1.11
Find the time to
reach the ground in
Problem 38

Evaporating Raindrop As a raindrop falls, it evapo-
rates while retaining its spherical shape. If we make the
further assumptions that the rate at which the raindrop
evaporates is proportional to its surface area and that air
resistance is negligible, then a model for the velocity
v(f) of the raindrop is

dv 3(k/p)
—+ —v
dt  (kip)t + r,

Here p is the density of water, ry is the radius of the rain-
drop at t = 0, kK < 0 is the constant of proportionality,

40.

41.

42,

43.

and the downward direction is taken to be the positive
direction.

(a) Solve for v(?) if the raindrop falls from rest.

(b) Reread Problem 34 of Exercises 1.3 and then
show that the radius of the raindrop at time ¢ is
r(t) = (k/p)t + ry.

(¢) If ro = 0.01 ft and r = 0.007 ft 10 seconds after the
raindrop falls from a cloud, determine the time at
which the raindrop has evaporated completely.

Fluctuating Population The differential equation
dP/dt = (k cos 1)P, where k is a positive constant, is a
mathematical model for a population P(¢) that under-
goes yearly seasonal fluctuations. Solve the equation
subject to P(0) = Py. Use a graphing utility to graph the
solution for different choices of Py.

Population Model In one model of the changing
population P(f) of a community, it is assumed that

dP _dB _dD

dt dt dt’
where dB/dt and dD/dt are the birth and death rates,
respectively.
(a) Solve for P(¢) if dB/dt = kP and dD /dt = k,P.
(b) Analyze the cases k| > ko, ky = ko, and ky < k».

Constant-Harvest Model A model that describes the
population of a fishery in which harvesting takes place at
a constant rate is given by

dpP

— = kP — h,
dt

where k and & are positive constants.
(a) Solve the DE subject to P(0) = Py.

(b) Describe the behavior of the population P() for in-
creasing time in the three cases Po>h/k, Py = h/k,
and 0 < Py <h/k.

Use the results from part (b) to determine whether
the fish population will ever go extinct in finite
time, that is, whether there exists a time 7 > 0
such that P(T') = 0. If the population goes extinct,
then find 7.

(c)

Drug Dissemination A mathematical model for the
rate at which a drug disseminates into the bloodstream
is given by
dx
— =r — kx,
dt
where r and k are positive constants. The function x(7)
describes the concentration of the drug in the blood-
stream at time 7.
(a) Since the DE is autonomous, use the phase portrait
concept of Section 2.1 to find the limiting value of
x(t) as t — o,
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(b) Solve the DE subject to x(0) = 0. Sketch the graph
of x(#) and verify your prediction in part (a). At
what time is the concentration one-half this limiting
value?

Memorization When forgetfulness is taken into
account, the rate of memorization of a subject is given by
dA =kM —A) — kA
e 7
where k>0, k, > 0, A(¢) is the amount memorized
in time ¢, M is the total amount to be memorized, and

M — A is the amount remaining to be memorized.

(a) Since the DE is autonomous, use the phase portrait
concept of Section 2.1 to find the limiting value of
A(t) as t — . Interpret the result.

(b) Solve the DE subject to A(0) = 0. Sketch the graph
of A(#) and verify your prediction in part (a).

Heart Pacemaker A heart pacemaker, shown in
Figure 3.1.12, consists of a switch, a battery, a capacitor,
and the heart as a resistor. When the switch S is at P, the
capacitor charges; when S is at Q, the capacitor dis-
charges, sending an electrical stimulus to the heart. In
Problem 47 in Exercises 2.3 we saw that during this
time the electrical stimulus is being applied to the heart,
the voltage E across the heart satisfies the linear DE
dE 1
dt RC
(a) Let us assume that over the time interval of length
t1, 0 <t <1, the switch S is at position P shown
in Figure 3.1.12 and the capacitor is being
charged. When the switch is moved to position
Q at time t, the capacitor discharges, sending an
impulse to the heart over the time interval of
length t,: t; =t <t; + t,. Thus over the initial
charging/discharging interval 0 <t <1, + ¢, the
voltage to the heart is actually modeled by the
piecewise-defined differential equation

dE 0, 0=r<mt

az _ |

dt —ecb n=r<ntn
healt

s

0
switch }—
P C

S

FIGURE 3.1.12 Model of a pacemaker in Problem 45
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By moving S between P and Q, the charging and
discharging over time intervals of lengths #; and t,
is repeated indefinitely. Suppose t| = 4, t, = 2's,
Eo =12V, and E0) =0, E4) =12, E6) =0,
E(10) = 12, E(12) = 0, and so on. Solve for E(r)
for0 =r=24.

(b) Suppose for the sake of illustration that R = C = 1.
Use a graphing utility to graph the solution for the
IVP in part (a) for 0 = r = 24.

46. Sliding Box (a) A box of mass m slides down an

inclined plane that makes an angle 6 with the hori-
zontal as shown in Figure 3.1.13. Find a differential
equation for the velocity v(¢) of the box at time ¢ in
each of the following three cases:

(i) No sliding friction and no air resistance
(@) With sliding friction and no air resistance
(iii) With sliding friction and air resistance

In cases (ii) and (iii), use the fact that the force of
friction opposing the motion of the box is uN,
where w is the coefficient of sliding friction and N
is the normal component of the weight of the box.
In case (iii) assume that air resistance is propor-
tional to the instantaneous velocity.

(b) In part (a), suppose that the box weighs 96 pounds,
that the angle of inclination of the plane is 8 = 30°,
that the coefficient of sliding friction is u = V/3/4,
and that the additional retarding force due to air
resistance is numerically equal to %v. Solve the dif-
ferential equation in each of the three cases, assum-
ing that the box starts from rest from the highest
point 50 ft above ground.

friction

motion W =mg 50 ft

FIGURE 3.1.13 Box sliding down inclined plane in
Problem 46

47. Sliding Box— Continued (a) In Problem 46 let s(7) be

the distance measured down the inclined plane
from the highest point. Use ds/dt = v(t) and the
solution for each of the three cases in part (b) of
Problem 46 to find the time that it takes the box to
slide completely down the inclined plane. A root-
finding application of a CAS may be useful here.

(b) In the case in which there is friction (u # 0) but no
air resistance, explain why the box will not slide
down the plane starting from rest from the highest
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point above ground when the inclination angle 6
satisfies tan 0 = .

The box will slide downward on the plane when
tan 6 = u if it is given an initial velocity
v(0) = vo > 0. Suppose that w = V3/4 and
0 = 23°. Verify that tan 6 = u. How far will the
box slide down the plane if vo = 1 ft/s?

Using the values u = \V/3/4 and § = 23°, approxi-
mate the smallest initial velocity v that can be given
to the box so that, starting at the highest point 50 ft
above ground, it will slide completely down the in-
clined plane. Then find the corresponding time it
takes to slide down the plane.

48. What Goes Up...(a) It is well known that the

(b)

model in which air resistance is ignored, part (a) of
Problem 36, predicts that the time ¢, it takes the
cannonball to attain its maximum height is the
same as the time ¢, it takes the cannonball to fall
from the maximum height to the ground. Moreover,
the magnitude of the impact velocity v; will be the
same as the initial velocity vy of the cannonball.
Verify both of these results.

Then, using the model in Problem 37 that takes air
resistance into account, compare the value of ¢,
with ¢, and the value of the magnitude of v; with vy,.
A root-finding application of a CAS (or graphic

calculator) may be useful here.

3.2

NONLINEAR MODELS

JP)

FIGURE 3.2.1 Simplest assumption
for f(P) is a straight line (blue color)

REVIEW MATERIAL

e Equations (5), (6), and (10) of Section 1.3 and Problems 7, 8, 13, 14, and 17 of Exercises 1.3
e Separation of variables in Section 2.2

INTRODUCTION  We finish our study of single first-order differential equations with an exam-
ination of some nonlinear models.

POPULATION DYNAMICS If P(7) denotes the size of a population at time ¢, the
model for exponential growth begins with the assumption that dP/dt = kP for some
k > 0. In this model, the relative, or specific, growth rate defined by

dP/dt |
P ey
is a constant k. True cases of exponential growth over long periods of time are hard
to find because the limited resources of the environment will at some time exert
restrictions on the growth of a population. Thus for other models, (1) can be expected
to decrease as the population P increases in size.
The assumption that the rate at which a population grows (or decreases) is
dependent only on the number P present and not on any time-dependent mechanisms
such as seasonal phenomena (see Problem 31 in Exercises 1.3) can be stated as

dP/dt

dP
—p f®B) o o= PP, 2

dr
The differential equation in (2), which is widely assumed in models of animal
populations, is called the density-dependent hypothesis.

LOGISTIC EQUATION Suppose an environment is capable of sustaining no
more than a fixed number K of individuals in its population. The quantity K is
called the carrying capacity of the environment. Hence for the function fin (2) we
have f(K) = 0, and we simply let f(0) = » Figure 3.2.1 shows three functions f
that satisfy these two conditions. The simplest assumption that we can make is that
f(P) is linear—that is, f(P) = cP + c,. If we use the conditions f(0) = r and
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f(K) =0, we find, in turn, ¢c; = r and ¢; = —r/K, and so f takes on the form
f(P) = r — (r/K)P. Equation (2) becomes
dP r
— =Plr——P|. 3
dt (r K ) @)

With constants relabeled, the nonlinear equation (3) is the same as
4= pta - op) @
dr - a .

Around 1840 the Belgian mathematician-biologist P. F. Verhulst was concerned
with mathematical models for predicting the human populations of various countries.
One of the equations he studied was (4), where a > 0 and b > 0. Equation (4) came
to be known as the logistic equation, and its solution is called the logistic function.
The graph of a logistic function is called a logistic curve.

The linear differential equation dP/dt = kP does not provide a very accurate
model for population when the population itself is very large. Overcrowded condi-
tions, with the resulting detrimental effects on the environment such as pollution and
excessive and competitive demands for food and fuel, can have an inhibiting effect
on population growth. As we shall now see, the solution of (4) is bounded as t — .
If we rewrite (4) as dP/dt = aP — bP?, the nonlinear term —bP2, b > 0, can be in-
terpreted as an “inhibition” or “competition” term. Also, in most applications the
positive constant a is much larger than the constant b.

Logistic curves have proved to be quite accurate in predicting the growth
patterns, in a limited space, of certain types of bacteria, protozoa, water fleas
(Daphnia), and fruit flies (Drosophila).

SOLUTION OF THE LOGISTIC EQUATION One method of solving (4) is sepa-
ration of variables. Decomposing the left side of dP/P(a — bP) = dt into partial
fractions and integrating gives

1 b
(ﬁ + i>arP = dr
P a — bP
1 1
—In|P| — =Inla — bP| =t + ¢
a a
In ‘ = at + ac
a — bP
P
= c,e”.
a — bP
It follows from the last equation that
ac,e” ac,

P(t) = = :
@ 1 + bce”  bey + e

If P(0) = Py, Py # a/b, we find ¢; = Py/(a — bPy), and so after substituting and
simplifying, the solution becomes
aP,

P(t) = .
@ bPy + (a — bPy)e ™

®)

GRAPHS OF P(t) The basic shape of the graph of the logistic function P(f) can be

obtained without too much effort. Although the variable 7 usually represents time and

we are seldom concerned with applications in which # < 0, it is nonetheless of some in-

terest to include this interval in displaying the various graphs of P. From (5) we see that
a

P
P(t)ﬁ%:Z as t—o and P(t)—0 as t— —x,
0
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(b)
FIGURE 3.2.2 Logistic curves for

different initial conditions

=

W
(=
(=)

t (days)

x (number infected)

SO I ONNA

50 (observed)
124
276
507
735
882
953

FIGURE 3.2.3 Number of infected
students x(#) approaches 1000 as time

t increases

(b)

MODELING WITH FIRST-ORDER DIFFERENTIAL EQUATIONS

The dashed line P = a/2b shown in Figure 3.2.2 corresponds to the ordinate of a
point of inflection of the logistic curve. To show this, we differentiate (4) by the
Product Rule:

d*p dP dP  dP
—=P|-b— |+ (a—bP)— = —(a — 2bP
dr < dt> (@ ) dt dt (a )

= P(a — bP)(a — 2bP)

-wr(r-g)r-5)

From calculus recall that the points where dP/dt> = 0 are possible points of inflec-
tion, but P = 0 and P = a/b can obviously be ruled out. Hence P = a /2b is the only
possible ordinate value at which the concavity of the graph can change. For
0 <P <a/2b it follows that P" >0, and a/2b < P < a/b implies that P" < 0.
Thus, as we read from left to right, the graph changes from concave up to concave
down at the point corresponding to P = a/2b. When the initial value satisfies
0 < Py<a/2b, the graph of P(r) assumes the shape of an S, as we see in
Figure 3.2.2(a). For a/2b < Py < a/b the graph is still S-shaped, but the point of
inflection occurs at a negative value of 7, as shown in Figure 3.2.2(b).

We have already seen equation (4) in (5) of Section 1.3 in the form
dx/dt = kx(n + 1 — x), k> 0. This differential equation provides a reasonable
model for describing the spread of an epidemic brought about initially by introduc-
ing an infected individual into a static population. The solution x(7) represents the
number of individuals infected with the disease at time .

I EXAMPLE 1 Logistic Growth

Suppose a student carrying a flu virus returns to an isolated college campus of 1000
students. If it is assumed that the rate at which the virus spreads is proportional not
only to the number x of infected students but also to the number of students not
infected, determine the number of infected students after 6 days if it is further
observed that after 4 days x(4) = 50.

SOLUTION Assuming that no one leaves the campus throughout the duration of the
disease, we must solve the initial-value problem

d
= kx(1000 — x), x(0) = 1.
dt
By making the identification a = 1000k and b = k, we have immediately from

(5) that
1000k 1000

"k + 999ke~ 1000k | 4 999~ 1000k

x(1)

Now, using the information x(4) = 50, we determine k from

1000

20 T 999, 000

We find — 1000k = ; In g5 = —0.9906. Thus

1000
x(r) = 1 + 99909906

1000
= 276 students.

Finally, x(6) = 1 + 999¢—594%6

Additional calculated values of x(f) are given in the table in Figure 3.2.3(b). [ |
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MODIFICATIONS OF THE LOGISTIC EQUATION There are many variations
of the logistic equation. For example, the differential equations

dP dP
— = P(a — bP) — h and — = P(a — bP) + h (6)
dt dt

could serve, in turn, as models for the population in a fishery where fish are harvested
or are restocked at rate 2. When i > 0 is a constant, the DEs in (6) can be readily an-
alyzed qualitatively or solved analytically by separation of variables. The equations
in (6) could also serve as models of the human population decreased by emigration or
increased by immigration, respectively. The rate % in (6) could be a function of time ¢
or could be population dependent; for example, harvesting might be done periodi-
cally over time or might be done at a rate proportional to the population P at time ¢. In
the latter instance, the model would look like P' = P(a — bP) — ¢P, ¢ > 0. The
human population of a community might change because of immigration in such a
manner that the contribution due to immigration was large when the population P of
the community was itself small but small when P was large; a reasonable model for
the population of the community would thenbe P’ = P(a — bP) + ce M e>0,k>0.
See Problem 22 in Exercises 3.2. Another equation of the form given in (2),

dp

— = P(a — bIn P), 7
dt

is a modification of the logistic equation known as the Gompertz differential equa-

tion. This DE is sometimes used as a model in the study of the growth or decline of

populations, the growth of solid tumors, and certain kinds of actuarial predictions.

See Problem 8 in Exercises 3.2.

CHEMICAL REACTIONS  Suppose that a grams of chemical A are combined with
b grams of chemical B. If there are M parts of A and N parts of B formed in the com-
pound and X(7) is the number of grams of chemical C formed, then the number of
grams of chemical A and the number of grams of chemical B remaining at time 7 are,
respectively,

N
M+ N

X and b

a X.

CM+N

The law of mass action states that when no temperature change is involved, the rate
at which the two substances react is proportional to the product of the amounts of A
and B that are untransformed (remaining) at time ¢:

dX M N
—xla— XN\b— X ®)
dt M+ N M+ N
If we factor out M /(M + N) from the first factor and N/(M + N) from the second
and introduce a constant of proportionality k > 0, (8) has the form

X

— = kla = X)(B — X), €))
dt

where o = a(M + N)/M and B = b(M + N)/N. Recall from (6) of Section 1.3 that

a chemical reaction governed by the nonlinear differential equation (9) is said to be a

second-order reaction.

I EXAMPLE 2 Second-Order Chemical Reaction

A compound C is formed when two chemicals A and B are combined. The resulting
reaction between the two chemicals is such that for each gram of A, 4 grams of B is
used. It is observed that 30 grams of the compound C is formed in 10 minutes.
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X
S X =40
10 20 30 40 '
(a)
t (min) X (g)
10 30 (measured)
15 34.78
20 37.25
25 38.54
30 39.22
35 39.59
(b)

FIGURE 3.2.4  X(¢) starts at 0 and

approaches 40 as 7 increases

CHAPTER 3 MODELING WITH FIRST-ORDER DIFFERENTIAL EQUATIONS

Determine the amount of C at time ¢ if the rate of the reaction is proportional to the
amounts of A and B remaining and if initially there are 50 grams of A and 32 grams

of B. How much of the compound C is present at 15 minutes? Interpret the solution
ast— o,

SOLUTION Let X(f) denote the number of grams of the compound C present at
time ¢. Clearly, X(0) = 0 g and X(10) = 30 g.

If, for example, 2 grams of compound C is present, we must have used,
say, a grams of A and b grams of B, so a + b = 2 and b = 4a. Thus we must use

a= % = 2(%) g of chemical A and b = % = 2(%) g of B. In general, for X grams of

C we must use

1 4
5 X grams of A and 5 X grams of B.

The amounts of A and B remaining at time ¢ are then

50 1X d 32 4X
- = an - =X
5 5

respectively.
Now we know that the rate at which compound C is formed satisfies

(50 e )
dt 5 5°)

To simplify the subsequent algebra, we factor % from the first term and ‘51 from the
second and then introduce the constant of proportionality:

dx
= k250 = X)40 - X).

By separation of variables and partial fractions we can write

1 1

—— 20— gx + 20— gx = k.
250 —x X o —x X TR
Integrating gives
250 - X 250 - X
- =121 + i 210kt‘ 1
n 20 — X Okt + ¢, or 10 — X cye (10)

When ¢ = 0, X = 0, so it follows at this point that ¢, = % Using X = 30 g at t = 10,
we find 210k = % In % = (0.1258. With this information we solve the last equation
in (10) for X:

—0.1258¢

1 —e
X = 1000m' (11)

The behavior of X as a function of time is displayed in Figure 3.2.4. It is clear from
the accompanying table and (11) that X — 40 as t — . This means that 40 grams of
compound C is formed, leaving

1 4
50 - S(40) = 42gof A and 32— <(40) = O gof B. n
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I REMARKS

The indefinite integral [ du/(a®> — u?) can be evaluated in terms of logarithms,
the inverse hyperbolic tangent, or the inverse hyperbolic cotangent. For example,
of the two results

d 1
f%=—tanhlz+c, lu| < a (12)
a’—u a a
d 1 +
J’%=—lna i + ¢, |u|¢a, (13)
a —u 2a a—u

(12) may be convenient in Problems 15 and 24 in Exercises 3.2, whereas (13)
may be preferable in Problem 25.

EX E RC I S E S 3 . 2 Answers to selected odd-numbered problems begin on page ANS-3.

Logistic Equation (b) Construct a table comparing actual census popula-
tion with the population predicted by the model in
part (a). Compute the error and the percentage error
for each entry pair.

1. The number N(¢) of supermarkets throughout the country
that are using a computerized checkout system is
described by the initial-value problem

AN TABLE 3.1

E = N(1 — 0.0005N), N(0) = 1. Year Population (in millions)
(a) Use the phase portrait concept of Section 2.1 to pre- i;gg 2:2(2)2
dict how many supermarkets are expected to adopt 1310 7240
the new procedure over a long period of time. By 1820 9.638
hand, sketch a solution curve of the given initial- 1830 12.866
value problem. 1840 17.069
(b) Solve the initial-value problem and then use a graph- 1850 23.192
ing utility to verify the solution curve in part (a). 1860 31.433
How many companies are expected to adopt the new 1870 38.538
technology when ¢ = 10? i:gg Zg:;ig
2. The number N(¢) of people in a community who are 1900 75.996
exposed to a particular advertisement is governed by 1910 91.972
the logistic equation. Initially, N(0) = 500, and it is 1920 105711
observed that N(1) = 1000. Solve for N(#) if it is pre- igig ﬁf;é
dicted that the limiting number of people in the commu- 1950 ] 50: 697

nity who will see the advertisement is 50,000.

3. A model for the population P(#) in a suburb of a large Modifications of the Logistic Model
city is given by the initial-value problem
5. (a) If a constant number / of fish are harvested from a
aP _ P10~ — 107P), P(0) = 5000, fishery per unit time, then a model for the popula-
dt tion P(?) of the fishery at time ¢ is given by

where ¢ is measured in months. What is the limiting

. . . dpP
value of the population? At what time will the popula- — = P(a — bP) — h, P(0) = P,
tion be equal to one-half of this limiting value? dt

4. (a) Census data for the United States between 1790 and where a, b, h, and Py are positive constants.
1950 are given in Table 3.1. Construct a logistic Suppose a =5, b = 1, and h = 4. Since the DE is
population model using the data from 1790, 1850, autonomous, use the phase portrait concept of

and 1910. Section 2.1 to sketch representative solution curves
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corresponding to the cases Py >4, 1 < Py <4, and
0 < Py < 1. Determine the long-term behavior of
the population in each case.

(b) Solve the IVP in part (a). Verify the results of your
phase portrait in part (a) by using a graphing utility
to plot the graph of P(¢) with an initial condition
taken from each of the three intervals given.

(¢) Use the information in parts (a) and (b) to determine
whether the fishery population becomes extinct in
finite time. If so, find that time.

Investigate the harvesting model in Problem 5 both
qualitatively and analytically in the case a =5, b = 1,
h = % Determine whether the population becomes
extinct in finite time. If so, find that time.

Repeat Problem 6 inthe casea = 5,b =1, h =17.

(a) Suppose a = b =1 in the Gompertz differential
equation (7). Since the DE is autonomous, use the
phase portrait concept of Section 2.1 to sketch rep-
resentative solution curves corresponding to the
cases Pp > eand 0 < Py <e.

(b) Supposea = 1,b = —11in (7). Use a new phase por-
trait to sketch representative solution curves corre-
sponding to the cases Py>e¢ ! and 0 < Py <e L.

(¢) Find an explicit solution of (7) subject to P(0) = P.

Chemical Reactions

9.

10.

Two chemicals A and B are combined to form a chemical
C. The rate, or velocity, of the reaction is proportional to
the product of the instantaneous amounts of A and B not
converted to chemical C. Initially, there are 40 grams of
A and 50 grams of B, and for each gram of B, 2 grams of
A is used. It is observed that 10 grams of C is formed in
5 minutes. How much is formed in 20 minutes? What is
the limiting amount of C after a long time? How much of
chemicals A and B remains after a long time?

Solve Problem 9 if 100 grams of chemical A is present
initially. At what time is chemical C half-formed?

Additional Nonlinear Models

11.

Leaking Cylindrical Tank A tank in the form of a
right-circular cylinder standing on end is leaking water
through a circular hole in its bottom. As we saw in (10)
of Section 1.3, when friction and contraction of water at
the hole are ignored, the height & of water in the tank is
described by

dh A,

NG
A V8

w

where A,, and A, are the cross-sectional areas of the
water and the hole, respectively.

(a) Solve the DE if the initial height of the water is H.
By hand, sketch the graph of A(f) and give its interval

12.

13.

14.

I of definition in terms of the symbols A,,, A, and H.
Use g = 32 ft/s>.

(b) Suppose the tank is 10 feet high and has radius
2 feet and the circular hole has radius % inch. If the
tank is initially full, how long will it take to empty?

Leaking Cylindrical Tank—Continued When fric-
tion and contraction of the water at the hole are taken
into account, the model in Problem 11 becomes

dh A,

— = —c— V2gh,

a - CA,
where 0 < ¢ < 1. How long will it take the tank in
Problem 11(b) to empty if ¢ = 0.6? See Problem 13 in

Exercises 1.3.

Leaking Conical Tank A tank in the form of a right-
circular cone standing on end, vertex down, is leaking
water through a circular hole in its bottom.

(a) Suppose the tank is 20 feet high and has radius
8 feet and the circular hole has radius 2 inches. In
Problem 14 in Exercises 1.3 you were asked to
show that the differential equation governing the
height / of water leaking from a tank is

dh _ 5
di — 6h

In this model, friction and contraction of the water
at the hole were taken into account with ¢ = 0.6,
and g was taken to be 32 ft/s2. See Figure 1.3.12. If
the tank is initially full, how long will it take the
tank to empty?

(b) Suppose the tank has a vertex angle of 60° and the
circular hole has radius 2 inches. Determine the dif-
ferential equation governing the height 4 of water.
Use ¢ = 0.6 and g = 32 ft/s%. If the height of the
water is initially 9 feet, how long will it take the
tank to empty?

Inverted Conical Tank Suppose that the conical tank
in Problem 13(a) is inverted, as shown in Figure 3.2.5,
and that water leaks out a circular hole of radius 2 inches
in the center of its circular base. Is the time it takes to
empty a full tank the same as for the tank with vertex
down in Problem 13? Take the friction/contraction coef-
ficient to be ¢ = 0.6 and g = 32 ft/s>.

FIGURE 3.2.5

Inverted conical tank in Problem 14



15.

16.

17.

18.

Air Resistance A differential equation for the veloc-
ity v of a falling mass m subjected to air resistance pro-
portional to the square of the instantaneous velocity is

dv
m— = mg — kv?,
dt &
where k > 0 is a constant of proportionality. The posi-
tive direction is downward.

(a) Solve the equation subject to the initial condition
v(0) = vy.

(b) Use the solution in part (a) to determine the limit-
ing, or terminal, velocity of the mass. We saw how

to determine the terminal velocity without solving
the DE in Problem 41 in Exercises 2.1.

(c) If the distance s, measured from the point where
the mass was released above ground, is related to
velocity v by ds/dt = v(z), find an explicit expres-
sion for s(¢) if s(0) = 0.

How High? —Nonlinear Air Resistance Consider the
16-pound cannonball shot vertically upward in Problems
36 and 37 in Exercises 3.1 with an initial velocity
vo = 300 ft/s. Determine the maximum height attained by
the cannonball if air resistance is assumed to be propor-
tional to the square of the instantaneous velocity. Assume
that the positive direction is upward and take £ = 0.0003.
[Hint: Slightly modify the DE in Problem 15.]

That Sinking Feeling (a) Determine a differential
equation for the velocity v(f) of a mass m sinking
in water that imparts a resistance proportional to
the square of the instantaneous velocity and also
exerts an upward buoyant force whose magnitude is
given by Archimedes’ principle. See Problem 18 in
Exercises 1.3. Assume that the positive direction is
downward.

(b) Solve the differential equation in part (a).

(c) Determine the limiting, or terminal, velocity of the
sinking mass.

Solar Collector The differential equation

dy —x+ VETY

dx y

describes the shape of a plane curve C that will reflect all
incoming light beams to the same point and could be a
model for the mirror of a reflecting telescope, a satellite
antenna, or a solar collector. See Problem 27 in
Exercises 1.3. There are several ways of solving this DE.

(a) Verify that the differential equation is homogeneous
(see Section 2.5). Show that the substitution y = ux
yields

udu dx

\/1+u2(1—\/1+u2) x

19.

20.
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Use a CAS (or another judicious substitution) to
integrate the left-hand side of the equation. Show that
the curve C must be a parabola with focus at the ori-
gin and is symmetric with respect to the x-axis.

(b) Show that the first differential equation can also be
solved by means of the substitution u = x> + y?.

Tsunami (a) A simple model for the shape of a
tsunami, or tidal wave, is given by
aw
d_ =WvVv4 —2W,
x

where W(x) > 0 is the height of the wave expressed
as a function of its position relative to a point off-
shore. By inspection, find all constant solutions of
the DE.

(b) Solve the differential equation in part (a). A CAS
may be useful for integration.

(¢) Use a graphing utility to obtain the graphs of all
solutions that satisfy the initial condition W(0) = 2.

Evaporation An outdoor decorative pond in the shape
of a hemispherical tank is to be filled with water pumped
into the tank through an inlet in its bottom. Suppose that
the radius of the tank is R = 10 ft, that water is pumped
in at a rate of 7 ft3/min, and that the tank is initially
empty. See Figure 3.2.6. As the tank fills, it loses water
through evaporation. Assume that the rate of evaporation
is proportional to the area A of the surface of the water
and that the constant of proportionality is k = 0.01.

(a) The rate of change dV /dt of the volume of the water
at time 7 is a net rate. Use this net rate to determine a
differential equation for the height % of the water at
time ¢. The volume of the water shown in the figure is
V = mwRh?> — 3mh3, where R = 10. Express the area
of the surface of the water A = 72 in terms of .

(b) Solve the differential equation in part (a). Graph the
solution.

(¢) If there were no evaporation, how long would it take
the tank to fill?

(d) With evaporation, what is the depth of the water at
the time found in part (c)? Will the tank ever be
filled? Prove your assertion.

Output: water evaporates
at rate proportional
to area A of surface

F—R—
- O r»J
Input: water pumped in
at rate 7ftft>/min

(a) hemispherical tank (b) cross-section of tank

FIGURE 3.2.6 Decorative pond in Problem 20
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Project Problems

21.

22,

Regression Line Read the documentation for your
CAS on scatter plots (or scatter diagrams) and least-
squares linear fit. The straight line that best fits a set of
data points is called a regression line or a least squares
line. Your task is to construct a logistic model for
the population of the United States, defining f(P) in (2)
as an equation of a regression line based on the popu-
lation data in the table in Problem 4. One way of

1 dP
doing this is to approximate the left-hand side Par of

the first equation in (2), using the forward difference

quotient in place of dP/d:

1 P+ h) = P@)

P(1) h '

(a) Make a table of the values ¢, P(f), and Q(f) using
t=20,10,20,...,160and & = 10. For example, the
first line of the table should contain r = 0, P(0), and
0(0). With P(0) = 3.929 and P(10) = 5.308,

1 P(10) — P(0)
P(0) 10

0@ =

00) = = 0.035.

Note that Q(160) depends on the 1960 census popu-
lation P(170). Look up this value.

(b) Use a CAS to obtain a scatter plot of the data
(P(1), Q(1)) computed in part (a). Also use a CAS to
find an equation of the regression line and to
superimpose its graph on the scatter plot.

(¢) Construct a logistic model dP/dt = Pf(P), where
f(P) is the equation of the regression line found in
part (b).

(d) Solve the model in part (c) using the initial condi-
tion P(0) = 3.929.

(e) Use a CAS to obtain another scatter plot, this time
of the ordered pairs (¢, P(f)) from your table in
part (a). Use your CAS to superimpose the graph of
the solution in part (d) on the scatter plot.

(f) Look up the U.S. census data for 1970, 1980, and
1990. What population does the logistic model in
part (c) predict for these years? What does the model
predict for the U.S. population P(f) as t — %?

Immigration Model (a) In Examples 3 and 4 of
Section 2.1 we saw that any solution P(f) of (4) pos-
sesses the asymptotic behavior P(f) — a/b as
t—> oo for Py > a/b and for 0 < Py < a/b; as a
consequence the equilibrium solution P = a /b is
called an attractor. Use a root-finding application of
a CAS (or a graphic calculator) to approximate the
equilibrium solution of the immigration model

ap P(1 — P)+ 03¢ "
- = - De .
dt

(b) Use a graphing utility to graph the function
F(P) = P(1 — P) + 0.3¢ . Explain how this graph

23.

24,

can be used to determine whether the number found
in part (a) is an attractor.

(¢) Use a numerical solver to compare the solution
curves for the IVPs

P
P _pa-p,

P(0) = P
o 0) = Py

for Py = 0.2 and Py = 1.2 with the solution curves
for the IVPs
dP

— =P —P)+ 037,

P(0) = P,
o 0) = Py

for Py = 0.2 and Py = 1.2. Superimpose all curves on
the same coordinate axes but, if possible, use a differ-
ent color for the curves of the second initial-value
problem. Over a long period of time, what percentage
increase does the immigration model predict in the
population compared to the logistic model?

What Goes Up ... InProblem 16 let ¢, be the time it
takes the cannonball to attain its maximum height and
let ¢, be the time it takes the cannonball to fall from the
maximum height to the ground. Compare the value of
t, with the value of 7, and compare the magnitude of
the impact velocity v; with the initial velocity vy. See
Problem 48 in Exercises 3.1. A root-finding application
of a CAS might be useful here. [Hint: Use the model in
Problem 15 when the cannonball is falling.]

Skydiving A skydiver is equipped with a stopwatch
and an altimeter. As shown in Figure 3.2.7, he opens his
parachute 25 seconds after exiting a plane flying at an
altitude of 20,000 feet and observes that his altitude is
14,800 feet. Assume that air resistance is proportional
to the square of the instantaneous velocity, his initial ve-
locity on leaving the plane is zero, and g = 32 ft/s>.

(a) Find the distance s(¢), measured from the plane, the
skydiver has traveled during freefall in time t. [Hint:
The constant of proportionality k in the model given
in Problem 15 is not specified. Use the expression
for terminal velocity v, obtained in part (b) of
Problem 15 to eliminate k from the IVP. Then even-
tually solve for v,.]

(b) How far does the skydiver fall and what is his
velocity att = 15 s?

0
[

il
sjt)

irn

FIGURE 3.2.7 Skydiver in Problem 24
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26.

Hitting Bottom A helicopter hovers 500 feet above a
large open tank full of liquid (not water). A dense com-
pact object weighing 160 pounds is dropped (released
from rest) from the helicopter into the liquid. Assume
that air resistance is proportional to instantaneous ve-
locity v while the object is in the air and that viscous
damping is proportional to v after the object has en-
tered the liquid. For air take k = i, and for the liquid
take k = 0.1. Assume that the positive direction is
downward. If the tank is 75 feet high, determine the
time and the impact velocity when the object hits the
bottom of the tank. [Hint: Think in terms of two distinct
IVPs. If you use (13), be careful in removing the ab-
solute value sign. You might compare the velocity when
the object hits the liquid—the initial velocity for the
second problem—with the terminal velocity v, of the
object falling through the liquid.]

Old Man River ... In Figure 3.2.8(a) suppose that the
y-axis and the dashed vertical line x = 1 represent, re-
spectively, the straight west and east beaches of a river
that is 1 mile wide. The river flows northward with a
velocity v,, where |v,| = v, mi/h is a constant. A man
enters the current at the point (1, 0) on the east shore and
swims in a direction and rate relative to the river given by
the vector vy, where the speed |v,| = v, mi/h is a constant.
The man wants to reach the west beach exactly at (0, 0)
and so swims in such a manner that keeps his velocity
vector v, always directed toward the point (0, 0). Use
Figure 3.2.8(b) as an aid in showing that a mathematical
model for the path of the swimmer in the river is

dy vy —vVx+y’

dx VX

[Hint: The velocity v of the swimmer along the path or
curve shown in Figure 3.2.8 is the resultant v = v, + v,.
Resolve vy and v, into components in the x- and

y |
swimmer |
west east
beach beach

AN

0.0)

(1,0) ¥
(a)
y |
V,T |
o X0, ¥(1) !
4 : !
) - (D) i
/=10 : :
(0, 0) x(1) (1,0) *
(b)

FIGURE 3.2.8 Path of swimmer in Problem 26

27.

28.

29.

30.
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y-directions. If x = x(f), y = y(f) are parametric equa-
tions of the swimmer’s path, then v = (dx/dt, dy/dr).]

(a) Solve the DE in Problem 26 subject to y(1) = 0. For
convenience letk = v,/v,.

(b) Determine the values of v, for which the swimmer
will reach the point (0, 0) by examining lirr&y(x) in
thecasesk=1,k>1,and 0 <k < 1.

Old Man River Keeps Moving . . . Suppose the man in
Problem 26 again enters the current at (1, 0) but this
time decides to swim so that his velocity vector vy is
always directed toward the west beach. Assume that the
speed |v,| = v, mi/h is a constant. Show that a mathe-
matical model for the path of the swimmer in the river
is now

dy _ v,
dx v,

The current speed v, of a straight river such as that in
Problem 26 is usually not a constant. Rather, an approxi-
mation to the current speed (measured in miles per hour)
could be a function such as v,(x) = 30x(1 — x),
0 = x = 1, whose values are small at the shores (in this
case, v,(0) = 0 and v,(1) = 0) and largest in the middle of
the river. Solve the DE in Problem 28 subject to y(1) = 0,
where vy = 2 mi/h and v(x) is as given. When the swim-
mer makes it across the river, how far will he have to walk
along the beach to reach the point (0, 0)?

Raindrops Keep Falling ... When a bottle of liquid
refreshment was opened recently, the following factoid
was found inside the bottle cap:

The average velocity of a falling raindrop is 7 miles/hour.

A quick search of the Internet found that meteorologist
Jeff Haby offers the additional information that an
“average” spherical raindrop has a radius of 0.04 in. and
an approximate volume of 0.000000155 ft*. Use this data
and, if need be, dig up other data and make other reason-
able assumptions to determine whether “average velocity
of ... 7 mph” is consistent with the models in Problems
35 and 36 in Exercises 3.1 and Problem 15 in this exer-
cise set. Also see Problem 34 in Exercises 1.3.

. Time Drips By The clepsydra, or water clock, was a

device that the ancient Egyptians, Greeks, Romans, and
Chinese used to measure the passage of time by observ-
ing the change in the height of water that was permitted
to flow out of a small hole in the bottom of a container
or tank.

(a) Suppose a tank is made of glass and has the shape of
a right-circular cylinder of radius 1 ft. Assume that
h(0) = 2 ft corresponds to water filled to the top of
the tank, a hole in the bottom is circular with radius
3% in.,, g = 32 ft/s2, and ¢ = 0.6. Use the differential
equation in Problem 12 to find the height A(?) of the
water.
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(b) For the tank in part (a), how far up from its bottom
should a mark be made on its side, as shown in
Figure 3.2.9, that corresponds to the passage of one
hour? Next determine where to place the marks
corresponding to the passage of 2 hr, 3 hr, . .., 12 hr.
Explain why these marks are not evenly spaced.

FIGURE 3.2.9 Clepsydra in Problem 31

(a) Suppose that a glass tank has the shape of a cone with
circular cross section as shown in Figure 3.2.10. As
in part (a) of Problem 31, assume that 4(0) = 2 ft
corresponds to water filled to the top of the tank,
a hole in the bottom is circular with radius 317 in.,
g=32 ft/s2, and ¢ = 0.6. Use the differential equa-
tion in Problem 12 to find the height h(7) of the
water.

(b) Can this water clock measure 12 time intervals

of length equal to 1 hour? Explain using sound
mathematics.

FIGURE 3.2.10 Clepsydra in Problem 32

Suppose that r = f(h) defines the shape of a water clock
for which the time marks are equally spaced. Use the
differential equation in Problem 12 to find f(4) and
sketch a typical graph of & as a function of r. Assume
that the cross-sectional area Aj, of the hole is constant.
[Hint: In this situation dh/dt = —a, where a > 0 is a
constant.]

Contributed Problem

34. A Logistic Model of

height 200

Michael Prophet, Ph.D
Doug Shaw, Ph.D
Associate Professors
Mathematics Department
University of Northern lowa

Sunflower Growth This
problem involves planting
a sunflower seed and plotting the height of the sunflower
versus time. It should take 3—4 months to gather the data,
so start early! You can substitute a different plant if you
like, but you may then have to adjust the time scale and
the height scale appropriately.

(a) You are going to be creating a plot of the sunflower
height (in cm) versus the time (in days). Before be-
ginning, guess what this curve is going to look like,
and fill in your guess on the grid.

400

300

100

0 10 20 30 40 50 60 70 80 90 100
days

(b) Now plant your sunflower. Take a height measure-
ment the first day that your flower sprouts, and call
that day 0. Then take a measurement at least once a
week until it is time to start writing up your data.

(¢) Do your data points more closely resemble expo-
nential growth or logistic growth? Why?

(d) If your data more closely resemble exponential
growth, the equation for height versus time will
be dH/dt = kH. If your data more closely resemble
logistic growth, the equation for height versus
time will be dH/dt = kH (C — H). What is the phys-
ical meaning of C? Use your data to estimate C.

(e) We now experimentally determine k. At each of

your 7 values, estimate dH/dt by using difference
. dH/dt
quotients. Then use the fact that k = ————— to
H(C — H)
get a best estimate of k.

(f) Solve your differential equation. Now graph your
solution along with the data points. Did you come
up with a good model? Do you think that £ will
change if you plant a different sunflower next year?

Contributed Problem

35. Torricelli’s Law If we

Ben Fitzpatrick, Ph.D
Clarence Wallen Chair

of Mathematics
Mathematics Department

punch a hole in a bucket | oyola Marymount University

full of water, the fluid
drains at a rate governed by Torricelli’s law, which states
that the rate of change of volume is proportional to the
square root of the height of the fluid.




The rate equation given in Figure 3.2.11 arises from
Bernoulli’s principle in fluid dynamics, which states
that the quantity P + %pv2 + pgh is constant. Here P is
pressure, p is fluid density, v is velocity, and g is the
acceleration due to gravity. Comparing the top of the
fluid, at the height A, to the fluid at the hole, we have

Ptop + %pvtzop + pgh = Phole + %pvﬁole + P8 0

If the pressure at the top and the pressure at the bottom
are both atmospheric pressure and if the drainage hole
radius is much less than the radius of the bucket, then
Piop = Phole and viop = 0, s0 pgh = 1 pviy. leads to

av
Torricelli’s law: v = V2gh. Since o = —ApoeV, We

have the differential equation

av
E = _14}10|e V 2gh.

water height
h(t)

H

rate v
equation: a s —AporeV28h

FIGURE 3.2.1T Bucket Drainage
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In this problem, we seek a comparison of
Torricelli’s differential equation with actual data.

(a) If the water is at a height /4, we can find the volume
of water in the bucket by the formula

V(h) = %[(mh + Ry — R}

in which m = (R; — Ry)/H. Here Rrand Rg denote
the top and bottom radii of the bucket, respectively,
and H denotes the height of the bucket. Taking this
formula as given, differentiate to find a relationship
between the rates dV/dt and dh/dt.

(b) Use the relationship derived in part (a) to find a
differential equation for A(f) (that is, you should
have an independent variable 7, a dependent variable
h, and constants in the equation).

(c) Solve this differential equation using separation of
variables. It is relatively straightforward to deter-
mine time as a function of height, but solving for
height as a function of time may be difficult.

(d) Obtain a flowerpot, fill it with water, and watch it
drain. At a fixed set of heights, record the time at
which the water reaches the height. Compare the
results to the differential equation’s solution.

(e) It has been observed that a more accurate differen-
tial equation is

dv
o = —(0.84)A,,. Vgh.

Solve this differential equation and compare to the
results of part (d).

3.3 MODELING WITH SYSTEMS OF FIRST-ORDER DEs

REVIEW MATERIAL

e Section 1.3

INTRODUCTION This section is similar to Section 1.3 in that we are just going to discuss cer-
tain mathematical models, but instead of a single differential equation the models will be systems of
first-order differential equations. Although some of the models will be based on topics that we
explored in the preceding two sections, we are not going to develop any general methods for solv-
ing these systems. There are reasons for this: First, we do not possess the necessary mathematical
tools for solving systems at this point. Second, some of the systems that we discuss—notably the
systems of nonlinear first-order DEs—simply cannot be solved analytically. We shall examine
solution methods for systems of linear DEs in Chapters 4, 7, and 8.

LINEAR/NONLINEAR SYSTEMS We have seen that a single differential equation
can serve as a mathematical model for a single population in an environment. But if
there are, say, two interacting and perhaps competing species living in the same
environment (for example, rabbits and foxes), then a model for their populations x(#)
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and y(f) might be a system of two first-order differential equations such as

dx

Z = gl(t7 X,)’)

J (1)
y

- = t’ ) .

dt &A1, x,y)

When g; and g, are linear in the variables x and y—that is, g; and g, have the forms
gilt,x,y) = c;x + ¢y + f1(0) and &, X, ¥) = c3x + cyy + (D),

where the coefficients ¢; could depend on r—then (1) is said to be a linear system.
A system of differential equations that is not linear is said to be nonlinear.

RADIOACTIVE SERIES 1In the discussion of radioactive decay in Sections 1.3
and 3.1 we assumed that the rate of decay was proportional to the number A(¢) of
nuclei of the substance present at time 7. When a substance decays by radioactivity,
it usually doesn’t just transmute in one step into a stable substance; rather, the first
substance decays into another radioactive substance, which in turn decays into a
third substance, and so on. This process, called a radioactive decay series, con-
tinues until a stable element is reached. For example, the uranium decay series is
U-238 — Th-234 — - - - — Pb-206, where Pb-206 is a stable isotope of lead.
The half-lives of the various elements in a radioactive series can range from
billions of years (4.5 X 10° years for U-238) to a ;‘fraction of a second. Suppose a
radioactive series is described schematically by X = Y = Z, where k; = —A; <0
and ky = —A, < 0 are the decay constants for substances X and Y, respectively,
and Z is a stable element. Suppose, too, that x(t), y(f), and z(¢) denote amounts of
substances X, Y, and Z, respectively, remaining at time 7. The decay of element X is
described by
dx

Z = _Al.x,

whereas the rate at which the second element Y decays is the net rate

D yx— 2
=2 x = i
dr 1 2y
since Y is gaining atoms from the decay of X and at the same time losing atoms
because of its own decay. Since Z is a stable element, it is simply gaining atoms from
the decay of element Y-

dz

— = Ay).

di 2y
In other words, a model of the radioactive decay series for three elements is the lin-
ear system of three first-order differential equations

dx
I 7)\1)(
dt
D)= )
- = X — ALY
dt : 2
dz
= /\’7 /\..

E 2.

MIXTURES Consider the two tanks shown in Figure 3.3.1. Let us suppose for the
sake of discussion that tank A contains 50 gallons of water in which 25 pounds of salt
is dissolved. Suppose tank B contains 50 gallons of pure water. Liquid is pumped
into and out of the tanks as indicated in the figure; the mixture exchanged between
the two tanks and the liquid pumped out of tank B are assumed to be well stirred.
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pure water mixture
3 gal/min 1 gal/min

mixture mixture
4 gal/min 3 gal/min

FIGURE 3.3.1T Connected mixing tanks

We wish to construct a mathematical model that describes the number of pounds x(7)
and x,(#) of salt in tanks A and B, respectively, at time 7.

By an analysis similar to that on page 23 in Section 1.3 and Example 5 of
Section 3.1 we see that the net rate of change of x(7) for tank A is

il’lpUt rate OthpU[ rate
of salt of salt
A A
dxl . . x2 . xl
— = (3 gal/min) - (0 Ib/gal) + (1 gal/min) - (= lb/gal| — (4 gal/min) - | -~ lb/gal
dt 50 50
__2 .1
T st T 5™
Similarly, for tank B the net rate of change of x(?) is
do _, 0 g B &
dt 50 50 50
2 2
=X T X
25 25
Thus we obtain the linear system
dx, 2 1
—=——xt—=x
dt 25 50
3
dx, 2 2 )
= X — =X
dt 25 25

Observe that the foregoing system is accompanied by the initial conditions x;(0) = 25,
x2(0) = 0.

A PREDATOR-PREY MODEL Suppose that two different species of animals
interact within the same environment or ecosystem, and suppose further that the
first species eats only vegetation and the second eats only the first species. In other
words, one species is a predator and the other is a prey. For example, wolves hunt
grass-eating caribou, sharks devour little fish, and the snowy owl pursues an arctic
rodent called the lemming. For the sake of discussion, let us imagine that the preda-
tors are foxes and the prey are rabbits.

Let x(¢) and y(r) denote the fox and rabbit populations, respectively, at time 7.
If there were no rabbits, then one might expect that the foxes, lacking an adequate

food supply, would decline in number according to
d
d—): = —ax, a> 0. @)

When rabbits are present in the environment, however, it seems reasonable that the
number of encounters or interactions between these two species per unit time is
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population

FIGURE 3.3.2 Populations of
predators (red) and prey (blue) appear to
be periodic

jointly proportional to their populations x and y—that is, proportional to the product
xy. Thus when rabbits are present, there is a supply of food, so foxes are added to the
system at a rate bxy, b > 0. Adding this last rate to (4) gives a model for the fox
population:

d
d—;c = —ax + bxy. @)

On the other hand, if there were no foxes, then the rabbits would, with an added
assumption of unlimited food supply, grow at a rate that is proportional to the num-
ber of rabbits present at time #:

= —ay, d>o. 6)

But when foxes are present, a model for the rabbit population is (6) decreased by
cxy, ¢ > 0—that is, decreased by the rate at which the rabbits are eaten during their
encounters with the foxes:

Z =dy — cxy. @)

Equations (5) and (7) constitute a system of nonlinear differential equations

dx
dt

—ax + bxy = x(—a + by)
(®)
dy

=dy — cxy = y(d — cx),
dt

where a, b, ¢, and d are positive constants. This famous system of equations is known
as the Lotka-Volterra predator-prey model.

Except for two constant solutions, x(f) = 0, y(r) = 0 and x(t) = d/c, y(t) = a /b,
the nonlinear system (8) cannot be solved in terms of elementary functions. However,
we can analyze such systems quantitatively and qualitatively. See Chapter 9,
“Numerical Solutions of Ordinary Differential Equations,” and Chapter 10, “Plane
Autonomous Systems.””

I EXAMPLE T Predator-Prey Model

Suppose
dx _ —0.16x + 0.08
I 16x .08xy
dy
— =45y —-09
di y Xy

represents a predator-prey model. Because we are dealing with populations, we have
x(t) = 0, y(¥) = 0. Figure 3.3.2, obtained with the aid of a numerical solver, shows typ-
ical population curves of the predators and prey for this model superimposed on the
same coordinate axes. The initial conditions used were x(0) = 4, y(0) = 4. The curve
in red represents the population x(f) of the predators (foxes), and the blue curve is
the population y(7) of the prey (rabbits). Observe that the model seems to predict that
both populations x(f) and y() are periodic in time. This makes intuitive sense because
as the number of prey decreases, the predator population eventually decreases because
of a diminished food supply; but attendant to a decrease in the number of predators is
an increase in the number of prey; this in turn gives rise to an increased number of
predators, which ultimately brings about another decrease in the number of prey. M

“Chapters 1015 are in the expanded version of this text, Differential Equations with Boundary-Value
Problems.
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FIGURE 3.3.3 Network whose model
is given in (17)
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COMPETITION MODELS Now suppose two different species of animals occupy
the same ecosystem, not as predator and prey but rather as competitors for the same
resources (such as food and living space) in the system. In the absence of the other,
let us assume that the rate at which each population grows is given by

dx dy

— = and — = cy, 9

dt ax dt < ©)
respectively.

Since the two species compete, another assumption might be that each of these

rates is diminished simply by the influence, or existence, of the other population.
Thus a model for the two populations is given by the linear system

dx
— =ax — by
dt

(10
dy )
— = cy — dx,
dt

where a, b, ¢, and d are positive constants.

On the other hand, we might assume, as we did in (5), that each growth rate in
(9) should be reduced by a rate proportional to the number of interactions between
the two species:

dx

r = ax — bxy

0 (11
= cy — dxy.

dt

Inspection shows that this nonlinear system is similar to the Lotka-Volterra predator-
prey model. Finally, it might be more realistic to replace the rates in (9), which
indicate that the population of each species in isolation grows exponentially, with rates
indicating that each population grows logistically (that is, over a long time the popu-
lation is bounded):

dx dy
— and  — = a,y — by~
dt dt 2y 2Y

When these new rates are decreased by rates proportional to the number of interac-

tions, we obtain another nonlinear model:

2

=ax — bx (12)

dx
— =ax — bx* — c;xy = x(a; — b)x — ¢y)
dt
(13)
dy 5
— =a,y — byy* — cyxy = y(a, — b,y — ¢,%),
dt

where all coefficients are positive. The linear system (10) and the nonlinear systems
(11) and (13) are, of course, called competition models.

NETWORKS An electrical network having more than one loop also gives rise to
simultaneous differential equations. As shown in Figure 3.3.3, the current i,(¢) splits
in the directions shown at point B, called a branch point of the network. By
Kirchhoff’s first law we can write

i1(1) = (1) + i3(0). (14)

We can also apply Kirchhoff’s second law to each loop. For loop AB1B,A,Aj,
summing the voltage drops across each part of the loop gives

. di, .
E(®) = iR, + LIE + LR, (15)
Similarly, for loop A1B;C1C,B,AA| we find

E(t) = iR, + L,—. 16
(@) L L (16)
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FIGURE 3.3.4 Network whose

model is given in (18)

Using (14) to eliminate #; in (15) and (16) yields two linear first-order equations for
the currents i,(7) and i5(f):

li
L,% + (R, + Ryi, + Ryiy = E(t)
[
(17)
(]l.g . .
Ly— + Rii, + Ri; = E(?).
dt

We leave it as an exercise (see Problem 14) to show that the system of differential
equations describing the currents i;(¢) and i»(¢) in the network containing a resistor, an
inductor, and a capacitor shown in Figure 3.3.4 is

(]i]

L— + Ri, = E(®)
dt
(18)
Lli7 . .
RC—+ i, — i, =0.
dt

EXERCISES 3.3

Answers to selected odd-numbered problems begin on page ANS-4.

Radioactive Series

1. We have not discussed methods by which systems

pure water mixture mixture
4 gal/min 2 gal/min 1 gal/min

of first-order differential equations can be solved.
Nevertheless, systems such as (2) can be solved with no
knowledge other than how to solve a single linear first-
order equation. Find a solution of (2) subject to the
initial conditions x(0) = x¢, y(0) = 0, z(0) = 0.

. In Problem 1 suppose that time is measured in days,
that the decay constants are k; = —0.138629 and
ko = —0.004951, and that xo = 20. Use a graphing utility
to obtain the graphs of the solutions x(7), y(¢), and z(7)
on the same set of coordinate axes. Use the graphs to
approximate the half-lives of substances X and Y.

. Use the graphs in Problem 2 to approximate the times
when the amounts x(f) and y(f) are the same, the
times when the amounts x(f) and z(¢) are the same, and
the times when the amounts y(#) and z(7) are the same.
Why does the time that is determined when the amounts
y(#) and z(¢) are the same make intuitive sense?

. Construct a mathematical model for a radioactive series

of four elements W, X, Y, and Z, where Z is a stable
element.

Mixtures

5. Consider two tanks A and B, with liquid being pumped in

and out at the same rates, as described by the system of
equations (3). What is the system of differential equations
if, instead of pure water, a brine solution containing
2 pounds of salt per gallon is pumped into tank A?

. Use the information given in Figure 3.3.5 to construct a
mathematical model for the number of pounds of salt
x1(), xo(¢), and x3(7) at time 7 in tanks A, B, and C,
respectively.

mixture mixture mixture
6 gal/min 5 gal/min 4 gal/min

FIGURE 3.3.5 Mixing tanks in Problem 6

. Two very large tanks A and B are each partially filled

with 100 gallons of brine. Initially, 100 pounds of salt
is dissolved in the solution in tank A and 50 pounds of
salt is dissolved in the solution in tank B. The system
is closed in that the well-stirred liquid is pumped only
between the tanks, as shown in Figure 3.3.6.

mixture
3 gal/min

mixture
2 gal/min

FIGURE 3.3.6 Mixing tanks in Problem 7

(a) Use the information given in the figure to construct
a mathematical model for the number of pounds
of salt x1(f) and x,(¢) at time 7 in tanks A and B,
respectively.
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(b) Find a relationship between the variables x(f)
and x,(7) that holds at time 7. Explain why this
relationship makes intuitive sense. Use this rela-
tionship to help find the amount of salt in tank B at
¢t = 30 min.

8. Three large tanks contain brine, as shown in Figure 3.3.7.
Use the information in the figure to construct a mathe-
matical model for the number of pounds of salt x(),
x5(%), and x3(?) at time ¢ in tanks A, B, and C, respectively.
Without solving the system, predict limiting values of
x1(1), xo(1), and x3(f) as t — oo,

pure water
4 gal/min

mixture
4 gal/min

mixture
4 gal/min

FIGURE 3.3.7 Mixing tanks in Problem 8

Predator-Prey Models

9. Consider the Lotka-Volterra predator-prey model
defined by

d
d—f = —0.1x + 0.02xy
dy

&= 02y - 0.025xy,
" y xy

where the populations x(f) (predators) and y(7) (prey)
are measured in thousands. Suppose x(0) = 6 and
y(0) = 6. Use a numerical solver to graph x(#) and y(¥).
Use the graphs to approximate the time 7 > 0 when
the two populations are first equal. Use the graphs to
approximate the period of each population.

Competition Models

10. Consider the competition model defined by

d
d—’tczx(z — 0.4x — 0.3y)
D _ 1 =01y — 03
2= dy .3x),

where the populations x(¢#) and y(f) are measured in
thousands and ¢ in years. Use a numerical solver to
analyze the populations over a long period of time for
each of the following cases:

@ x(0)=15, y0)=35

b xO)=1, yO)=1

(© x(0)=2, y0)=7

(d) x(0)=45, y0) =05

mixture
4 gal/min
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11. Consider the competition model defined by

x
7 x(1 — 0.1x — 0.05y)
&= (1.7 = 0.1y — 0.15x),

dt

where the populations x(f) and y(f) are measured in
thousands and ¢ in years. Use a numerical solver to
analyze the populations over a long period of time for
each of the following cases:

(@ x(0) =1, y0) =1

(b) x(0) =4, y@0) =10

(© x(0)=9, y0)=4

(d) x(0) =5.5, y0)=35

Networks

12. Show that a system of differential equations that
describes the currents i,(f) and i3(r) in the electrical
network shown in Figure 3.3.8 is

di di

L=+ L=+ Ry, = E(t

dt dt 12 ®
L NS B
Var  ar BT

FIGURE 3.3.8 Network in Problem 12

13. Determine a system of first-order differential equations
that describes the currents i,(#) and i3(¢) in the electrical
network shown in Figure 3.3.9.

FIGURE 3.3.9 Network in Problem 13

14. Show that the linear system given in (18) describes
the currents i(f) and i>(¢f) in the network shown in
Figure 3.3.4. [Hint: dg/dt = i3.]
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Additional Nonlinear Models

15.

16.

SIR Model A communicable disease is spread through-
out a small community, with a fixed population of n peo-
ple, by contact between infected individuals and people
who are susceptible to the disease. Suppose that everyone
is initially susceptible to the disease and that no one leaves
the community while the epidemic is spreading. At time ,
let 5(7), i(7), and r(f) denote, in turn, the number of people
in the community (measured in hundreds) who are sus-
ceptible to the disease but not yet infected with it, the
number of people who are infected with the disease, and
the number of people who have recovered from the dis-
ease. Explain why the system of differential equations

ds )
— = —k;si

dt
di
dt
dr

E = ki,
where k; (called the infection rate) and k, (called the
removal rate) are positive constants, is a reasonable
mathematical model, commonly called a SIR model,
for the spread of the epidemic throughout the commu-
nity. Give plausible initial conditions associated with
this system of equations.

= _kzi + klsi

(a) In Problem 15, explain why it is sufficient to
analyze only

d

d_j = _klsi

di . :
7 = —kyi + kysi.

(b) Suppose k; = 0.2, ko = 0.7, and n = 10. Choose
various values of i(0) =iy, 0<<iyz<<10. Use a
numerical solver to determine what the model pre-
dicts about the epidemic in the two cases sy > k»/k|
and sy = ky/ky. In the case of an epidemic, estimate
the number of people who are eventually infected.

Project Problems

17.

Concentration of a Nutrient Suppose compartments
A and B shown in Figure 3.3.10 are filled with fluids and

fluid at fluid at
concentration concentration
x(1) (@)
N
A 1 B
——
—_—
membrane

FIGURE 3.3.10 Nutrient flow through a membrane in

Problem 17

18.

19.

20.

FIGURE 3.3.11

are separated by a permeable membrane. The figure is
a compartmental representation of the exterior and
interior of a cell. Suppose, too, that a nutrient necessary
for cell growth passes through the membrane. A model
for the concentrations x(#) and y(#) of the nutrient in
compartments A and B, respectively, at time ¢ is given by
the linear system of differential equations

dx K
o VA(y = Xx)
dy «k
o VB(x »)s

where V4 and Vj are the volumes of the compartments,
and k > 0 is a permeability factor. Let x(0) = x¢ and
y(0) = y( denote the initial concentrations of the nutri-
ent. Solely on the basis of the equations in the system
and the assumption xy > yo > 0, sketch, on the same set
of coordinate axes, possible solution curves of the sys-
tem. Explain your reasoning. Discuss the behavior of
the solutions over a long period of time.

The system in Problem 17, like the system in (2), can be
solved with no advanced knowledge. Solve for x(f) and
y(¢) and compare their graphs with your sketches in
Problem 17. Determine the limiting values of x(#) and
y(f) as t — . Explain why the answer to the last ques-
tion makes intuitive sense.

Solely on the basis of the physical description of the
mixture problem on page 107 and in Figure 3.3.1, dis-
cuss the nature of the functions x(7) and x,(¢). What is
the behavior of each function over a long period of
time? Sketch possible graphs of x;(¢) and x,(7). Check
your conjectures by using a numerical solver to obtain
numerical solution curves of (3) subject to the initial
conditions x;(0) = 25, x,(0) = 0.

Newton’s Law of Cooling/Warming As shown in
Figure 3.3.11, a small metal bar is placed inside con-
tainer A, and container A then is placed within a much
larger container B. As the metal bar cools, the ambient
temperature 74(f) of the medium within container A
changes according to Newton’s law of cooling. As con-
tainer A cools, the temperature of the medium inside
container B does not change significantly and can be
considered to be a constant 75. Construct a mathematical

container B

container A

metal
bar

Ty (1)

Tp = constant

Container within a container in Problem 20



model for the temperatures 7(f) and Tx(7), where T(¢) is
the temperature of the metal bar inside container A. As in
Problems 1 and 18, this model can be solved by using
prior knowledge. Find a solution of the system subject to
the initial conditions 7(0) = Ty, T4(0) = T;.

Contributed Problem Michael Prophet, Ph.D
Doug Shaw, Ph.D
Associate Professors
Mathematics Department

University of Northern lowa

21. A Mixing Problem A
pair of tanks are connected
as shown in Figure 3.3.12.
At t = 0, tank A contains
500 liters of liquid, 200 of which are ethanol, and tank B
contains 100 liters of liquid, 7 of which are ethanol.
Beginning at = 0, 3 liters of 20% ethanol solution are
added per minute. An additional 2 L/min are pumped
from tank B back into tank A. The result is continuously
mixed, and 5 L/min are pumped into tank B. The con-
tents of tank B are also continuously mixed. In addition
to the 2 liters that are returned to tank A, 3 L/min are dis-
charged from the system. Let P(f) and Q(¢) denote the
number of liters of ethanol in tanks A and B at time 7. We
wish to find P(#). Using the principle that

rate of change = input rate of ethanol — output rate of ethanol,

we obtain the system of first-order differential equations

ap _ 3(0.2) + 2<£> - 5<i> P (19)
dt 100 500 50 100

o _ (P _ [(Q)\_P @O

dr 5(500) 5(100) 100 20 (20)

(a) Qualitatively discuss the behavior of the system.
What is happening in the short term? What happens
in the long term?
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ethanol solution mixture
3 L/min 5 L/min
A B
500 liters 100 liters
mixture mixture
2 L/min 3 L/min

FIGURE 3.3.12 Mixing tanks in Problem 21

(b) We now attempt to solve this system. When (19) is
differentiated with respect to ¢, we obtain

P 1dQ 1 dpP

A 50 dr 100 dr

Substitute (20) into this equation and simplify.

(¢) Show that when we solve (19) for Q and substitute
it into our answer in part (b), we obtain

10092 6 4 3 p_j
dt? dt 100 '

(d) We are given that P(0) =200. Show that
P'(0) = —%. Then solve the differential equation in
part (c) subject to these initial conditions.

(e) Substitute the solution of part (d) back into (19) and
solve for Q(7).

(f) What happens to P(¢) and Q(r) as t — ©?

CHAPTER 3 IN REVIEW

Answers to selected odd-numbered problems begin on page ANS-4.

Answer Problems 1 and 2 without referring back to the text.
Fill in the blank or answer true or false.

1. If P(r) = Pye®!™ gives the population in an environment
at time ¢, then a differential equation satisfied by P(f)
is

2. If the rate of decay of a radioactive substance is
proportional to the amount A(#) remaining at time 7, then
the half-life of the substance is necessarily 7 = —(In 2) /k.
The rate of decay of the substance at time ¢ = T is one-
half the rate of decay at # = 0.

3. In March 1976 the world population reached 4 billion.
At that time, a popular news magazine predicted that
with an average yearly growth rate of 1.8%, the world
population would be 8 billion in 45 years. How does this
value compare with the value predicted by the model

that assumes that the rate of increase in population is
proportional to the population present at time #?

4. Air containing 0.06% carbon dioxide is pumped into a
room whose volume is 8000 ft*. The air is pumped in at
a rate of 2000 ft3/min, and the circulated air is then
pumped out at the same rate. If there is an initial con-
centration of 0.2% carbon dioxide in the room, deter-
mine the subsequent amount in the room at time . What
is the concentration of carbon dioxide at 10 minutes?
What is the steady-state, or equilibrium, concentration
of carbon dioxide?

5. Solve the differential equation

dy _ y
dx s2—y2



114

° CHAPTER 3 MODELING WITH FIRST-ORDER DIFFERENTIAL EQUATIONS

of the tractrix. See Problem 26 in Exercises 1.3. Assume
that the initial point on the y-axis in (0, 10) and that the
length of the rope is x = 10 ft.

Suppose a cell is suspended in a solution containing a
solute of constant concentration C;. Suppose further
that the cell has constant volume V and that the area of
its permeable membrane is the constant A. By Fick’s
law the rate of change of its mass m is directly propor-
tional to the area A and the difference C; — C(7), where
C(r) is the concentration of the solute inside the cell
at time . Find C(¢) if m = V- C(¢) and C(0) = Cy. See
Figure 3.R.1.

concentration/ concentration

G

molecules of solute
. diffusing through
—<. cell membrane

FIGURE 3.R.1T Cell in Problem 6

Suppose that as a body cools, the temperature of the
surrounding medium increases because it completely
absorbs the heat being lost by the body. Let T(r) and
T,,(t) be the temperatures of the body and the medium
at time ¢, respectively. If the initial temperature of the
body is 7} and the initial temperature of the medium
is T,, then it can be shown in this case that Newton’s
law of cooling is dT/dt = k(T — T,), k <0, where
T,, =T, + B(T, — T), B> 0is a constant.

(a) The foregoing DE is autonomous. Use the phase
portrait concept of Section 2.1 to determine the
limiting value of the temperature 7'(¢) as ¢t —> .
What is the limiting value of T,,(¢) as t — »?

(b) Verify your answers in part (a) by actually solving
the differential equation.

(c) Discuss a physical interpretation of your answers in
part (a).

According to Stefan’s law of radiation the absolute
temperature 7 of a body cooling in a medium at constant
absolute temperature 7, is given by

dT
— = k(T* - T%),
d[ ( m)

where k is a constant. Stefan’s law can be used over a
greater temperature range than Newton’s law of cooling.

(a) Solve the differential equation.

(b) Show that when T — T,, is small in comparison to
T,, then Newton’s law of cooling approximates
Stefan’s law. [Hint: Think binomial series of the
right-hand side of the DE.]

9.

10.

11.

12.

An LR series circuit has a variable inductor with the
inductance defined by

1
1——t 0=1<10

L(t) = 10
0, t = 10.

Find the current i(¢) if the resistance is 0.2 ohm, the
impressed voltage is E(¢) = 4, and i(0) = 0. Graph i(?).

A classical problem in the calculus of variations is to
find the shape of a curve € such that a bead, under the
influence of gravity, will slide from point A(0, 0) to
point B(xy, y;) in the least time. See Figure 3.R.2. It can
be shown that a nonlinear differential for the shape y(x)
of the path is y[1 + (y’)z] = k, where k is a constant.
First solve for dx in terms of y and dy, and then use the
substitution y = k sin?6 to obtain a parametric form of
the solution. The curve € turns out to be a cycloid.

A(0, 0)
X
bead
&
mg B(xy, y1)
y

FIGURE 3.R.2 Sliding bead in Problem 10

A model for the populations of two interacting species
of animals is

dx

o kix(a — x)
dy

ar =Y

Solve for x and y in terms of .

Initially, two large tanks A and B each hold 100 gallons
of brine. The well-stirred liquid is pumped between the
tanks as shown in Figure 3.R.3. Use the information
given in the figure to construct a mathematical model
for the number of pounds of salt x(7) and x,(¢) at time ¢
in tanks A and B, respectively.

2 1b/gal
7 gal/min

mixture
5 gal/min

mixture
4 gal/min

mixture
1 gal/min

mixture
3 gal/min

FIGURE 3.R.3 Mixing tanks in Problem 12



When all the curves in a family G(x, y, ¢;) = O intersect
orthogonally all the curves in another family H(x, y, ¢;) = 0,
the families are said to be orthogonal trajectories of each
other. See Figure 3.R.4. If dy/dx = f(x, y) is the differential
equation of one family, then the differential equation for the
orthogonal trajectories of this family is dy/dx = —1/f(x, y).
In Problems 13 and 14 find the differential equation of the
given family. Find the orthogonal trajectories of this family.
Use a graphing utility to graph both families on the same set
of coordinate axes.

G(x,y,¢c))=0

tangents

H(X, Y, CZ) =0
FIGURE 3.R.4 Orthogonal trajectories

1
13. y=—x— 1+ c1e* 14. y =
x + ¢
Contributed Problem David Zeigler

Assistant Professor

15. Aquifers and Darcy’s | Departmentof Mathematics
and Statistics

Law According to the | csu sacramento
Sacramento, California,
Department of Utilities, approximately 15% of the water
source for Sacramento comes from aquifers. Unlike
water sources such as rivers or lakes that lie above
ground, an aquifer is an underground layer of a porous
material that contains water. The water may reside in the
void spaces between rocks or in the cracks of the rocks.
Because of the material lying above, the water is sub-
jected to pressure that drives the fluid motion.

Darcy’s law is a generalized relationship to describe
the flow of a fluid through a porous medium. It shows the
flow rate of a fluid through a container as a function of
the cross sectional area, elevation and fluid pressure. The
configuration that we will consider in this problem is
what is called a one-dimensional flow problem. Consider
the flow column as shown in Figure 3.R.5. As indicated
by the arrows, the fluid flow is from left to right through
a container with a circular cross section. The container
is filled with a porous material (for example, pebbles,
sand, or cotton) that allows for the fluid to flow. At the
entrance and the exit of the container are piezometers
that measure the hydraulic head, that is, the water pres-
sure per unit weight, by reporting the height of the water
column. The difference in the water heights in the
pizeometers is denoted Ah. For this configuration Darcy
experimentally calculated that

Q—AKM
L
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where length is measured in meters (m) and time in
seconds (s):

O = volumetric flow rate (m>/s)

A = cross-sectional flow area, perpendicular to the
flow direction (m?)

K = hydraulic conductivity (m/s)

L = flow path length (m)

Ah = hydraulic head difference (m).

Since the hydraulic head at a specific point is the sum of
the pressure head and the elevation, the flow rate can be

rewl it'[ell as
p g

= AK ,
Q L

where

p = water pressure (N/m?)

p = water density (kg/m?)

g = gravitational acceleration (m/s?)
y = elevation (m).

A more general form of the equation results when the
limit of Ak with respect to the flow direction (x as shown
in Figure 3.R.5) is evaluated as the flow path length
L — 0. Performing this calculation yields

d|p
0=-AK—|E +y]|,
dx | pg
where the sign change reflects the fact that the hydraulic
head always decreases in the direction of flow. The
volumetric flow per unit area is called the Darcy flux ¢
and is defined by the differential equation

_Q_ _d|p

where ¢ is measured in m/s.

(a) Assume that the fluid density p and the Darcy flux ¢
are functions of x. Solve (1) for the pressure p. You
may assume that K and g are constants.

(b) Suppose the Darcy flux is negatively valued, that is,
g < 0. What does this say about the ratio p/p?
Specifically, is the ratio between the pressure and
the density increasing or decreasing with respect
to x? Assume that the elevation y of the cylinder is
fixed. What can be said about the ratio p/p if the
Darcy flux is zero?

(c) Assume that the fluid density p is constant. Solve
(1) for the pressure p(x) when the Darcy flux is pro-
portional to the pressure, that is, ¢ = ap, where « is
a constant of proportionality. Sketch the family of
solutions for the pressure.

(d) Now if we assume that the pressure p is constant
but the density p is a function of x, then Darcy flux
is a function of x. Solve (1) for the density p(x).



116

° CHAPTER 3 MODELING WITH FIRST-ORDER DIFFERENTIAL EQUATIONS

Solve (1) for the density p(x) when the Darcy flux is
proportional to the density, ¢ = Bp, where 3 is a
constant of proportionality.

(e) Assume that the Darcy flux is g(x) = sin ¢ * and the
density function is

1

PO = e - o

Use a CAS to plot the pressure p(x) over the interval
0 = x = 27. Suppose that K/g = —1 and that the
pressure at the left end point (x = 0) is normalized
to 1. Assume that the elevation y is constant.
Explain the physical implications of your result.

FIGURE 3.R.5 Flow in Problem 15

Contributed Problem

16.

Michael Prophet, Ph.D
Doug Shaw, Ph.D
Associate Professors
Mathematics Department
University of Northern lowa

Population Growth
Models We can use direc-
tion fields to obtain a great
deal of information about population growth models.
In this problem you can create direction fields by hand
or use a computer algebra system to create detailed ones.
At time + = 0 a thin sheet of water begins pouring
over the concrete spillway of a dam. At the same time,
1000 algae are attached to the spillway. We will be mod-
eling P(f), the number of algae (in thousands) present
after ¢ hours.

Exponential Growth Model: We assume that
the rate of population change is proportional to the
population present: dP/dt = kP. In this particular case
take k = 5.

(a) Create a direction field for this differential equation
and sketch the solution curve.

(b) Solve this differential equation and graph the solu-
tion. Compare your graph to the sketch from part (a).

(¢) Describe the equilibrium solutions of this auto-
nomous differential equation.

(d) According to this model, what happens as t — %?

(e) In our model, P(0) = 1. Describe how a change in
P(0) would affect the solution.

(f) Consider the solution corresponding to P(0) = 0.
How would a small change in P(0) affect that
solution?

Logistic Growth Model: As you saw in part
(d), the exponential growth model above becomes
unrealistic for very large #. What limits the algae
population? Assume that the water flow provides a
steady source of nutrients and carries away all waste
materials. In that case the major limiting factor is
the area of the spillway. We might model this as
follows: Each algae-algae interaction stresses the
organisms involved. This causes additional morta-
lity. The number of such possible interactions is
proportional to the square of the number of organ-
isms present. Thus a reasonable model would be

dp )

— = kP — mP?,

dt
where k and m are positive constants. In this partic-
ular case take k = le and m = 3!0.

(g) Create a direction field for this differential equation
and sketch the solution curve.

(h) Solve this differential equation and graph the solu-
tion. Compare your graph to the sketch from part (g).

(i) Describe the equilibrium solutions of this auto-
nomous differential equation.

(j) According to this model, what happens as t — %?

(k) In our model, P(0) = 1. Describe how a change in
P(0) would affect the solution.

(I) Consider the solution corresponding to P(0) = 0.
How would a small change in P(0) affect that
solution?

(m) Consider the solution corresponding to P(0) = k/m.
How would a small change in P(0) affect that
solution?

A Nonautonomous Model: Suppose that the
flow of water across the spillway is decreasing in time,
so the prime algae habitat also shrinks in time. This
would increase the effect of crowding. A reasonable
model now would be

dp

— = kP — m(1 + n)P?,

0 m(l + nt)
where n would be determined by the rate at which the
spillway is drying. In our example, take k and m as

above and n = 1.

(n) Create a direction field for this differential equation
and sketch the solution curve.

(0) Describe the constant solutions of this nonauto-
nomous differential equation.

(p) According to this model, what happens as t — %?
What happens if you change the value of P(0)?
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We turn now to the solution of ordinary differential equations of order two or
higher. In the first seven sections of this chapter we examine the underlying theory
and solution methods for certain kinds of linear equations. The elimination method
for solving systems of linear equations is introduced in Section 4.8 because this
method simply uncouples a system into individual linear equations in each
dependent variable. The chapter concludes with a brief examinations of nonlinear

higher-order equations.
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CHAPTER 4 HIGHER-ORDER DIFFERENTIAL EQUATIONS

4.1

PRELIMINARY THEORY—LINEAR EQUATIONS

REVIEW MATERIAL

e Reread the Remarks at the end of Section 1.1
e Section 2.3 (especially pages 54-58)

INTRODUCTION In Chapter 2 we saw that we could solve a few first-order differential equations
by recognizing them as separable, linear, exact, homogeneous, or perhaps Bernoulli equations. Even
though the solutions of these equations were in the form of a one-parameter family, this family,
with one exception, did not represent the general solution of the differential equation. Only in the
case of linear first-order differential equations were we able to obtain general solutions, by paying
attention to certain continuity conditions imposed on the coefficients. Recall that a general solution
is a family of solutions defined on some interval [ that contains all solutions of the DE that are
defined on /. Because our primary goal in this chapter is to find general solutions of linear higher-order
DEs, we first need to examine some of the theory of linear equations.

4.1.1 INITIAL-VALUE AND BOUNDARY-VALUE
PROBLEMS

INITIAL-VALUE PROBLEM 1In Section 1.2 we defined an initial-value problem
for a general nth-order differential equation. For a linear differential equation an
nth-order initial-value problem is

ny, n—1y,

; dv
Solve: a,x)— +a, (X)) —— + -+ a;(x) o + ay(x)y = g(x)
dx" a dx

Subject to: y(X) =Yoo Y (&x0) =yi. .. .n YD) =y,

Recall that for a problem such as this one we seek a function defined on some interval
1, containing x,, that satisfies the differential equation and the » initial conditions
specified at xo: y(xo) = yo, ¥'(x0) = y1, . . ., ¥ D(x0) = y,—1. We have already seen
that in the case of a second-order initial-value problem a solution curve must pass
through the point (x¢, yo) and have slope y; at this point.

EXISTENCE AND UNIQUENESS In Section 1.2 we stated a theorem that gave
conditions under which the existence and uniqueness of a solution of a first-order
initial-value problem were guaranteed. The theorem that follows gives sufficient
conditions for the existence of a unique solution of the problem in (1).

THEOREM 4.1.1 Existence of a Unique Solution

Let a,(x), a,—1(x), ..., ai(x), ap(x) and g(x) be continuous on an interval /
and let a,(x) # O for every x in this interval. If x = x¢ is any point in this
interval, then a solution y(x) of the initial-value problem (1) exists on the
interval and is unique.

I EXAMPLE T Unique Solution of an IVP

The initial-value problem

37+ S5y =y Ty =0, y1)=0, y(1)=0, y'()=0



solutions of the DE
|

| (b,yl)I
| |
|

1

FIGURE 4.1.1 Solution curves of a
BVP that pass through two points
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possesses the trivial solution y = (. Because the third-order equation is linear with
constant coefficients, it follows that all the conditions of Theorem 4.1.1 are fulfilled.
Hence y = 0 is the only solution on any interval containing x = 1. |

I EXAMPLE 2 Unique Solution of an IVP

You should verify that the function y = 3¢>* + ¢~ >* — 3x is a solution of the initial-
value problem

y' =4y =12x, y0) =4, y'(0)=1.

Now the differential equation is linear, the coefficients as well as g(x) = 12x are
continuous, and a>(x) = 1 # 0 on any interval / containing x = 0. We conclude from
Theorem 4.1.1 that the given function is the unique solution on /. [ |

The requirements in Theorem 4.1.1 that a;(x), i = 0, 1, 2, . . ., n be continuous
and a,(x) # O for every x in / are both important. Specifically, if a,,(x) = 0 for some x
in the interval, then the solution of a linear initial-value problem may not be unique
or even exist. For example, you should verify that the function y = cx” + x + 3isa
solution of the initial-value problem

Xy =2xy +2y=6, y0) =3, y0) =1

on the interval (—o, ) for any choice of the parameter c. In other words, there is no
unique solution of the problem. Although most of the conditions of Theorem 4.1.1
are satisfied, the obvious difficulties are that a»(x) = x? is zero at x = 0 and that the
initial conditions are also imposed at x = 0.

BOUNDARY-VALUE PROBLEM Another type of problem consists of solving a
linear differential equation of order two or greater in which the dependent variable y
or its derivatives are specified at different points. A problem such as

d?y d

Solve: ay(x) — + a,(x) S ay(x)y = g(x)
dx* dx

Subject to: y(a) = vy, y(b) =y,
is called a boundary-value problem (BVP). The prescribed values y(a) = yo and
y(b) = y; are called boundary conditions. A solution of the foregoing problem is a
function satisfying the differential equation on some interval /, containing a and b,
whose graph passes through the two points (a, yo) and (b, y;). See Figure 4.1.1.
For a second-order differential equation other pairs of boundary conditions
could be
y'(a) =y,  yb) =y
y@ =y,  y(b) =y
Y@ =yp,  Y'©b) =y,
where yo and y; denote arbitrary constants. These three pairs of conditions are just
special cases of the general boundary conditions
ay(a@) + By'(a) = v
ay(b) + Byy'(b) = .

The next example shows that even when the conditions of Theorem 4.1.1 are
fulfilled, a boundary-value problem may have several solutions (as suggested in
Figure 4.1.1), a unique solution, or no solution at all.
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C2—1 1
1+ ©2=7
C2=Z
C2=0 /
N N
0.0 \, /2, 0)
1+ 2772

FIGURE 4.7.2 Some solution curves
of (3)

I EXAMPLE 3 A BVP Can Have Many, One, or No Solutions

In Example 4 of Section 1.1 we saw that the two-parameter family of solutions of the
differential equation x” + 16x = 0 is

X = ¢, cos 4t + ¢, sin 4t. 2)

(a) Suppose we now wish to determine the solution of the equation that further
satisfies the boundary conditions x(0) = 0, x(7/2) = 0. Observe that the first
condition 0 = ¢ cos 0 + ¢, sin 0 implies that ¢; = 0, so x = ¢; sin 47. But when
t = /2,0 = ¢, sin 27 is satisfied for any choice of ¢,, since sin 277 = 0. Hence
the boundary-value problem

X+ 16x =0, x(0)=0, x (g) =0 3)

has infinitely many solutions. Figure 4.1.2 shows the graphs of some of the
members of the one-parameter family x = ¢, sin 47 that pass through the two
points (0, 0) and (7 /2, 0).

(b) If the boundary-value problem in (3) is changed to

X+ 16x=0, x(0)=0, x <7§T> =0, &)

then x(0) = O still requires ¢; = 0 in the solution (2). But applying x(7/8) = 0 to
X = ¢ sin 4t demands that 0 = ¢; sin(7/2) = ¢, 1. Hence x = 0 is a solution of
this new boundary-value problem. Indeed, it can be proved that x = 0 is the only
solution of (4).

(c) Finally, if we change the problem to

X+ 16x =0, x(0)=0, x(%) =1, (5)
we find again from x(0) = 0 that ¢; = 0, but applying x(7/2) =1 to

X = c¢; sin 4t leads to the contradiction 1 = ¢, sin 2 = ¢, + 0 = 0. Hence
the boundary-value problem (5) has no solution. [ ]

4.1.2 HOMOGENEOUS EQUATIONS

A linear nth-order differential equation of the form

dn dn— 1
a0 5= s

dy
i a,—(x) i al(x)a + apx)y =0 (6)

is said to be homogeneous, whereas an equation

d" dan! d
Y a0 a0+ gy = g, 7
dx dx dx

a,(x)

with g(x) not identically zero, is said to be nonhomogeneous. For example,
2y" + 3y" — 5y = 0 is a homogeneous linear second-order differential equation,
whereas x3y” + 6y’ + 10y = e is a nonhomogeneous linear third-order differen-
tial equation. The word homogeneous in this context does not refer to coefficients
that are homogeneous functions, as in Section 2.5.

We shall see that to solve a nonhomogeneous linear equation (7), we must first
be able to solve the associated homogeneous equation (6).

To avoid needless repetition throughout the remainder of this text, we

shall, as a matter of course, make the following important assumptions when



Please remember
these two
assumptions.
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stating definitions and theorems about linear equations (1). On some common
interval I,

e the coefficient functions a;(x),i = 0, 1, 2, . . ., n and g(x) are continuous;
* a,(x) # 0 for every x in the interval.

DIFFERENTIAL OPERATORS In calculus differentiation is often denoted by
the capital letter D—that is, dy/dx = Dy. The symbol D is called a differential
operator because it transforms a differentiable function into another function. For
example, D(cos 4x) = —4 sin 4x and D(5x® — 6x?) = 15x> — 12x. Higher-order
derivatives can be expressed in terms of D in a natural manner:

d (dy\ d? d'y

- (Ec) =—3= D(Dy) = D% and, in general, I

= Dny’

where y represents a sufficiently differentiable function. Polynomial expressions
involving D, such as D + 3, D? + 3D — 4, and 5x°D3 — 6x2D?* + 4xD + 9, are
also differential operators. In general, we define an rnth-order differential opera-
tor or polynomial operator to be

L= a,x)D" + a,_,(x)D""' + - - - + a;(x)D + ap(x). (8)

As a consequence of two basic properties of differentiation, D(cf(x)) = cDf(x), cis a
constant, and D{f(x) + g(x)} = Df(x) + Dg(x), the differential operator L possesses
a linearity property; that is, L operating on a linear combination of two differentiable
functions is the same as the linear combination of L operating on the individual func-
tions. In symbols this means that

L{af() + Bg)} = aL(f(x)) + BL(g(x)), €))

where « and 8 are constants. Because of (9) we say that the nth-order differential
operator L is a linear operator.

DIFFERENTIAL EQUATIONS  Any linear differential equation can be expressed in
terms of the D notation. For example, the differential equation y” + 5y’ + 6y = 5x — 3
can be written as Dy + 5Dy + 6y = 5x — 3 or (D*> + 5D + 6)y = 5x — 3. Using (8),
we can write the linear nth-order differential equations (6) and (7) compactly as

L(y)=0 and L(y) = g(x),
respectively.
SUPERPOSITION PRINCIPLE In the next theorem we see that the sum, or

superposition, of two or more solutions of a homogeneous linear differential equa-
tion is also a solution.

THEOREM 4.1.2 Superposition Principle—Homogeneous Equations

Let yi, y2,..., yr be solutions of the homogeneous nth-order differential
equation (6) on an interval I. Then the linear combination

y = i) + oy + -+ agnx),

where the ¢;, i = 1, 2, ..., k are arbitrary constants, is also a solution on the
interval.

PROOF We prove the case k = 2. Let L be the differential operator defined in
(8), and let y(x) and y,(x) be solutions of the homogeneous equation L(y) = 0. If
we define y = c1y1(x) + c2y2(x), then by linearity of L we have

L(y) = L{c;y1(x) + cu,(0)} = ¢, L(y) + c; L(y) =¢;* 0+ ¢c,-0=0. H
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y
fl =X
X
(a)
y
fo=1x
X
(b)

FIGURE 4.1.3  Set consisting of f; and
/> 1s linearly independent on (—, )

COROLLARIES TO THEOREM 4.1.2

(A) A constant multiple y = ¢;y;(x) of a solution y;(x) of a homogeneous
linear differential equation is also a solution.

(B) A homogeneous linear differential equation always possesses the trivial
solution y = 0.

I EXAMPLE 4 Superposition—Homogeneous DE

The functions y; = x and y, = x? In x are both solutions of the homogeneous linear
equation x*y” — 2xy’ + 4y = 0 on the interval (0, «). By the superposition principle

the linear combination
y=cx> + cpx’Inx
is also a solution of the equation on the interval. |
The function y = ¢’ is a solution of y” — 9y’ + 14y = 0. Because the differen-
tial equation is linear and homogeneous, the constant multiple y = ce’* is also a

solution. For various values of ¢ we see thaty = 9¢7*,y = 0,y = —V/5¢7, . . . are all
solutions of the equation.

LINEAR DEPENDENCE AND LINEAR INDEPENDENCE The next two con-
cepts are basic to the study of linear differential equations.

DEFINITION 4.1.1 Linear Dependence/Independence

A set of functions fi(x), (%), . . . , fu(x) is said to be linearly dependent on an
interval [ if there exist constants ¢y, ¢z, . . ., ¢, not all zero, such that

clfl(x) + C2f2(x) el Cnfn(-x) =0

for every x in the interval. If the set of functions is not linearly dependent on
the interval, it is said to be linearly independent.

In other words, a set of functions is linearly independent on an interval / if the only
constants for which

clfl(x) + C2f2(x) +oeF Cnfn(x) =0

for every x in the interval are ¢, = ¢, = - - - =¢, = 0.

It is easy to understand these definitions for a set consisting of two functions
f1(x) and f>(x). If the set of functions is linearly dependent on an interval, then
there exist constants c¢; and c; that are not both zero such that for every x in the
interval, ¢ fi(x) + c2f2(x) = 0. Therefore if we assume that ¢; # 0, it follows that
f1(x) = (—ca/c1) f2(x); that is, if a set of two functions is linearly dependent, then one
Sfunction is simply a constant multiple of the other. Conversely, if fi(x) = ¢y fo(x)
for some constant c,, then (—1) - fi(x) + c2f2(x) = 0 for every x in the interval.
Hence the set of functions is linearly dependent because at least one of the constants
(namely, ¢c; = —1) is not zero. We conclude that a set of two functions fi(x) and f>(x)
is linearly independent when neither function is a constant multiple of the other on
the interval. For example, the set of functions f(x) = sin 2x, f>(x) = sin x cos x is
linearly dependent on (—o, %) because fi(x) is a constant multiple of f>(x). Recall
from the double-angle formula for the sine that sin 2x = 2 sin x cos x. On the other
hand, the set of functions fi(x) = x, f>(x) = | x| is linearly independent on (—c, ).
Inspection of Figure 4.1.3 should convince you that neither function is a constant
multiple of the other on the interval.
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It follows from the preceding discussion that the quotient f>(x) /f1(x) is not a con-
stant on an interval on which the set fi(x), f>(x) is linearly independent. This little fact
will be used in the next section.

I EXAMPLE 5 Linearly Dependent Set of Functions

The set of functions fi(x) = cos?x, fa(x) = sinx, f3(x) = sec?x, fu(x) = tan’x is
linearly dependent on the interval (— /2, 7 /2) because

¢, cos’x + ¢, sin’x + ¢5sec’x + ¢, tan’x = 0

when ¢i=c,=1, c3=—1, ¢4 =1. We used here cos’c + sin’x = 1 and
1 + tan’x = sec’x. |
A set of functions fi(x), f2(x), . . ., fu(x) is linearly dependent on an interval if

at least one function can be expressed as a linear combination of the remaining
functions.

I EXAMPLE 6 Linearly Dependent Set of Functions

The set of functions f;(x) = Vx + 5, /(x) = Vx + 5x, (x) = x — 1, fy(x) = x%is
linearly dependent on the interval (0, %) because f, can be written as a linear combi-
nation of fi, f3, and f;. Observe that

S =1-fi) +5- /&) +0-fix)

for every x in the interval (0, ). |

SOLUTIONS OF DIFFERENTIAL EQUATIONS We are primarily interested in
linearly independent functions or, more to the point, linearly independent solutions
of a linear differential equation. Although we could always appeal directly to
Definition 4.1.1, it turns out that the question of whether the set of n solutions
Y1, Y2, - - . , yn Of a homogeneous linear nth-order differential equation (6) is linearly
independent can be settled somewhat mechanically by using a determinant.

DEFINITION 4.1.2 Wronskian

Suppose each of the functions fi(x), f>(x), . . ., fu(x) possesses at least n — 1
derivatives. The determinant

fi fl -0
ERRERARNERR N RRARNEHRN = |
R Gl e e
where the primes denote derivatives, is called the Wronskian of the

functions.

THEOREM 4.1.3 Criterion for Linearly Independent Solutions

Let yi, y2,..., ¥, be n solutions of the homogeneous linear nth-order
differential equation (6) on an interval 1. Then the set of solutions is linearly
independent on / if and only if W(yy, y2, ..., y,) # 0 for every x in the
interval.
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It follows from Theorem 4.1.3 that when yy, y», . . ., y, are n solutions of (6) on
an interval /, the Wronskian W(yy, y,, . . ., y,) is either identically zero or never zero
on the interval.

A set of n linearly independent solutions of a homogeneous linear nth-order
differential equation is given a special name.

DEFINITION 4.1.3 Fundamental Set of Solutions

Any set yi, ¥2, ..., ¥, of n linearly independent solutions of the homoge-
neous linear nth-order differential equation (6) on an interval / is said to be a
fundamental set of solutions on the interval.

The basic question of whether a fundamental set of solutions exists for a linear
equation is answered in the next theorem.

THEOREM 4.1.4 Existence of a Fundamental Set

There exists a fundamental set of solutions for the homogeneous linear nth-order
differential equation (6) on an interval I

Analogous to the fact that any vector in three dimensions can be expressed as a
linear combination of the linearly independent vectors i, j, k, any solution of an nth-
order homogeneous linear differential equation on an interval / can be expressed as a
linear combination of # linearly independent solutions on /. In other words, n linearly
independent solutions yi, y», ..., y, are the basic building blocks for the general
solution of the equation.

THEOREM 4.1.5 General Solution— Homogeneous Equations

Let y1, y2, . . ., ¥, be a fundamental set of solutions of the homogeneous linear
nth-order differential equation (6) on an interval 1. Then the general solution of
the equation on the interval is

y = i) + ey + -+ e y,(),

where ¢;, i = 1,2, ..., n are arbitrary constants.

Theorem 4.1.5 states that if Y(x) is any solution of (6) on the interval, then con-
stants Cy, Cy, . . ., C, can always be found so that

Y(.X') = Clyl(x) + Cz)’z(x) +oe et Cnyn(-x)-

We will prove the case when n = 2.

PROOF Let Y be a solution and let y; and y, be linearly independent solutions of
ay" + a1y’ + apy = 0 on an interval I. Suppose that x = ¢ is a point in / for which
W(y1(1), y2(2)) # 0. Suppose also that Y(r) = k; and Y'(t) = k,. If we now examine
the equations

Cini(@) + Coyx(0) = ky
Ciyi(®) + Gyi1n) = ky,
it follows that we can determine C; and C; uniquely, provided that the determinant of
the coefficients satisfies
i) ya0)
yi® v (D)
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But this determinant is simply the Wronskian evaluated at x = ¢, and by assumption,
W # 0. If we define G(x) = Cyi(x) + Cry2(x), we observe that G(x) satisfies the
differential equation since it is a superposition of two known solutions; G(x) satisfies
the initial conditions

G(1) = Ciy (1) + Coya(t) = k and G'(t) = Ciyi(t) + Coyx(t) = ky;

and Y(x) satisfies the same linear equation and the same initial conditions.
Because the solution of this linear initial-value problem is unique (Theorem 4.1.1),
we have Y(x) = G(x) or Y(x) = Ciy1(x) + Coya(x). [ |

I EXAMPLE 7 General Solution of a Homogeneous DE

The functions y; = ¢3* and y, = ¢~ are both solutions of the homogeneous linear

equation y” — 9y = 0 on the interval (—o%, ). By inspection the solutions are lin-
early independent on the x-axis. This fact can be corroborated by observing that the
Wronskian

e3x —3x
3 —3e

W(e>, e™) = =-6%0

for every x. We conclude that y; and y, form a fundamental set of solutions, and
consequently, y = c;¢?* + c,e” ™ is the general solution of the equation on the
interval. |

I EXAMPLE 8 A Solution Obtained from a General Solution

The function y = 4sinh 3x — 5¢3* is a solution of the differential equation in
Example 7. (Verify this.) In view of Theorem 4.1.5 we must be able to obtain this
solution from the general solution y = c1e¥ + cpe™ 3. Observe that if we choose
¢y =2andc, = —7, theny = 2¢3 — 7¢~3* can be rewritten as

3x _ ,—3x
V= 26% — 2¢7¥ — 5¢¥ = 4<—e > ) — 5S¢,

The last expression is recognized as y = 4 sinh 3x — 5¢ ™. [ |

I EXAMPLE 9 General Solution of a Homogeneous DE

2x 3x

The functions y; = e*, y, = e, and y3 =e
y" = 6y" + 11y’ — 6y = 0. Since

satisfy the third-order equation

X 2x 3x

e e e
W(e', e*, e3¥) = |e° 2e** 3e¥| =25 # 0
e 4e?* 9¢3
for every real value of x, the functions yj, y,, and y; form a fundamental set of solu-

tions on (—, ®). We conclude that y = ¢ e + cr¢”* + 3¢ is the general solution
of the differential equation on the interval. [ |

4.1.3 NONHOMOGENEOUS EQUATIONS

Any function y,, free of arbitrary parameters, that satisfies (7) is said to be a particular
solution or particular integral of the equation. For example, it is a straightforward
task to show that the constant function y, =3 is a particular solution of the
nonhomogeneous equation y” + 9y = 27.
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Now if y1, y2, . . . , yk are solutions of (6) on an interval / and y, is any particular
solution of (7) on 7, then the linear combination

y = yni(®) + ey(x) + -+ gyx) + Yp (10)

is also a solution of the nonhomogeneous equation (7). If you think about it, this makes
sense, because the linear combination c¢;y;(x) + coy(x) +- - -+ cryr(x) is trans-
formed into O by the operator L = a,D" + ap_1D" '+ -+ -+ a;D + ag, whereas Vp
is transformed into g(x). If we use k = n linearly independent solutions of the nth-order
equation (6), then the expression in (10) becomes the general solution of (7).

THEOREM 4.1.6 General Solution—Nonhomogeneous Equations

Let y, be any particular solution of the nonhomogeneous linear nth-order differ-
ential equation (7) on an interval 7, and let yy, y», . . . , y, be a fundamental set of
solutions of the associated homogeneous differential equation (6) on . Then the
general solution of the equation on the interval is

y =) + oy + -0+ ey + oy,

where the ¢;, i = 1, 2, . . ., n are arbitrary constants.

PROOF Let L be the differential operator defined in (8) and let Y(x) and y,(x)
be particular solutions of the nonhomogeneous equation L(y) = g(x). If we define
u(x) = Y(x) — yp(x), then by linearity of L we have

L(u) = L{Y(x) — yp(x)} = L(Y(x)) — L(yp(x)) = g(x) — g(x) = 0.

This shows that u(x) is a solution of the homogeneous equation L(y) = 0. Hence
by Theorem 4.1.5, u(x) = ¢, y,(x) + c,y,(x) + * -+ + ¢,y,(x), and so

Y(x) = y,(x) = c131(x) + e3p(x) + -+ 0+ 0 y,(x)
or Y(x) = c;y1(0) + coo(x) + - -+ 03,0 + y,(0). u

COMPLEMENTARY FUNCTION  We see in Theorem 4.1.6 that the general solu-
tion of a nonhomogeneous linear equation consists of the sum of two functions:

y = clyl('x) + CZyZ(x) +eF Cnyn(-x) + yp(x) = yc(x) + yp(x)'

The linear combination y.(x) = ¢,y,;(x) + ¢, y,(x) + - - - + ¢,y,(x), which is the
general solution of (6), is called the complementary function for equation (7). In
other words, to solve a nonhomogeneous linear differential equation, we first solve
the associated homogeneous equation and then find any particular solution of the
nonhomogeneous equation. The general solution of the nonhomogeneous equation
is then

y = complementary function + any particular solution
— /\v( =+ )}/)'

I EXAMPLE 10 General Solution of a Nonhomogeneous DE

By substitution the function y, = —%

tion of the nonhomogeneous equation

- %x is readily shown to be a particular solu-

y" = 6y”" + 11y" — 6y = 3x. (11)
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To write the general solution of (11), we must also be able to solve the associated
homogeneous equation

y" = 6y" + 11y’ — 6y = 0.

But in Example 9 we saw that the general solution of this latter equation on the in-
terval (—o, ) was y. = cje* + c2e** + c3e3*. Hence the general solution of (11)
on the interval is

111

=y. Ty, =ce + e+ e —— —-x [
Y=Yty =a Ce™ T cze T

ANOTHER SUPERPOSITION PRINCIPLE The last theorem of this discussion
will be useful in Section 4.4 when we consider a method for finding particular solu-
tions of nonhomogeneous equations.

THEOREM 4.1.7 Superposition Principle—Nonhomogeneous

Equations

Let y,, ¥, - - -» ¥y, b€ k particular solutions of the nonhomogeneous linear
nth-order differential equation (7) on an interval I corresponding, in turn, to k
distinct functions g1, g, . . . , g That is, suppose y, denotes a particular solu-
tion of the corresponding differential equation

a,()y"® + a,,Y"V + -+ a0y + )y = gix), (12)
wherei = 1,2, ...,k Then
Yp = Yp,(®) + 3p,(0) + -+ - + Y, (1) 13)
is a particular solution of
a, (Y™ + a,_,()y" Y + -+ a ()Y + ag(x)y
=81 + &) + - - -+ (). (14)

PROOF We prove the case k = 2. Let L be the differential operator defined in (8)
and let y, (x) and y, (x) be particular solutions of the nonhomogeneous equations
L(y) = g1(x) and L(y) = ga(x), respectively. If we define y, = y, (x) + y,,(x), we
want to show that y, is a particular solution of L(y) = g1(x) + g2(x). The result
follows again by the linearity of the operator L:

L(y,) = L{y,(®) + y, (@)} = L(y,(x) + L(y,(x) = gi1(x) + gx). N

I EXAMPLE 11 Superposition—Nonhomogeneous DE

You should verify that
y,, = —4x* is aparticular solution of y” — 3y’ + 4y = —16x* + 24x — 8,
y,, = € is a particular solution of y” — 3y’ + 4y = 2¢%,

Yy, = xe* is a particular solution of y"” — 3y’ + 4y = 2xe* — €.
It follows from (13) of Theorem 4.1.7 that the superposition of y,, , v, , and y, ,
Y=y, ty, ty, = —4x% + ¥ + xe*,

is a solution of

y" =3y + 4y = —16x% + 24x — 8 + 2¢* + 2xe* — ¢ [ |

g1(x) (%) g3(x)
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NOTE If the ¥,, are particular solutions of (12) fori =1, 2, ..., k, then the linear
combination

yp = Clypl + CZypz +--t Cky[w
where the ¢; are constants, is also a particular solution of (14) when the right-hand
member of the equation is the linear combination

g1 + g0 + -+ g

Before we actually start solving homogeneous and nonhomogeneous linear
differential equations, we need one additional bit of theory, which is presented in the
next section.

I REMARKS

This remark is a continuation of the brief discussion of dynamical systems
given at the end of Section 1.3.

A dynamical system whose rule or mathematical model is a linear nth-order
differential equation

a,(Oy"” + a,_ ()Y + - - -+ a0y + al(D)y = g(t)

is said to be an nth-order linear system. The n time-dependent functions y(7),
y'(®), . . .,y D(2) are the state variables of the system. Recall that their val-
ues at some time ¢ give the state of the system. The function g is variously
called the input function, forcing function, or excitation function. A solu-
tion y(#) of the differential equation is said to be the output or response of the
system. Under the conditions stated in Theorem 4.1.1, the output or response
y(?) is uniquely determined by the input and the state of the system prescribed
at a time fy—that is, by the initial conditions y(ty), y' (o), . . . , Y D(t0).

For a dynamical system to be a linear system, it is necessary that the super-
position principle (Theorem 4.1.7) holds in the system; that is, the response of
the system to a superposition of inputs is a superposition of outputs. We have
already examined some simple linear systems in Section 3.1 (linear first-order
equations); in Section 5.1 we examine linear systems in which the mathe-
matical models are second-order differential equations.

EX E RC I S E S 4 . 1 Answers to selected odd-numbered problems begin on page ANS-4.

4.1.1 INITIAL-VALUE AND BOUNDARY-VALUE 5. Given that y = ¢| + cox? is a two-parameter family of

PROBLEMS solutions of xy” —y’ =0 on the interval (—oo, ),

show that constants ¢ and ¢, cannot be found so that a

In Problems 1—4 the given family of functions is the general member of the family satisfies the initial conditions

solution of the differential equation on the indicated interval. y(0) = 0, y'(0) = 1. Explain why this does not violate
Find a member of the family that is a solution of the initial- Theorem 4.1.1.

value problem. . . . .
6. Find two members of the family of solutions in

1. y =cie* + cre™ 7, (—», »); Problem 5 that satisfy the initial conditions y(0) = 0,
y'=y=0, y0)=0, y(0)=1 y'(0) = 0.

2. y=cie™ + e, (—0, 0); 7. Given that x(f) = ¢; cos wt + ¢, sin wt is the general
V=3 —4y=0, y0O) =1, y(0)=2 solution of x” + w*x = 0 on the interval (—o, o),

3. y=cpx + caxInx, (0, %); show that a solution satisfying the initial conditions
x2yn _ xyr 4 y= 0’ y(l) — 3’ yr(]) = —1 X(O) = X0, x'(()) = X1 is given by

4. y=c| + cpcosx + c3sin x, (—%, ©);

X .
= + = :
V'Y =0, ym) =0, y(@m=2 y'(m)=—1 x(t) = xy cos wt wsmwt



8. Use the general solution of x” + w?x =0 given in
Problem 7 to show that a solution satisfying the initial
conditions x () = xo, x'(fy) = x; is the solution given in
Problem 7 shifted by an amount #,:

X1 .
x() = xycos w(t — ty) + ~Lsin w(t — ty).
w

In Problems 9 and 10 find an interval centered about x = O for
which the given initial-value problem has a unique solution.

9. x—2)y"+3y=x, y0)=0, y(©0) =1

yO0) =1, y'(©0)=0

11. (a) Use the family in Problem 1 to find a solution of
y" — y = 0 that satisfies the boundary conditions
y(0)=0,y(1) =1

(b) The DE in part (a) has the alternative general solu-
tion y = ¢3 cosh x + ¢4 sinh x on (—, ©). Use this
family to find a solution that satisfies the boundary
conditions in part (a).

10. y" + (tan x)y = €%,

(c¢) Show that the solutions in parts (a) and (b) are
equivalent

12. Use the family in Problem 5 to find a solution of
xy” — y" = 0 that satisfies the boundary conditions

y(0) =1, y'(1) = 6.

In Problems 13 and 14 the given two-parameter family is a
solution of the indicated differential equation on the interval
(—0e, »). Determine whether a member of the family can be
found that satisfies the boundary conditions.

y' =2y +2y=0
Y@@ =0 (b) yO0)=1, ym=-1

13. y = c1e* cos x + cpe” sin x;
(@) y(0) =1,

(¢) y(0) =1, y(g) =1 (@) y©) =0, y(m) =0.

4. y=cx® + epx* +3; x?y" —5xy’ + 8y =24

@ y(=1D)=0, y()=4 (b) yO)=1, y1)=2
(© y©0)=3, y1)=0 (d) y(1)=3, y2)=15

4.1.2 HOMOGENEOUS EQUATIONS

In Problems 15-22 determine whether the given set of func-
tions is linearly independent on the interval (—oe, o).

15. fix) = x, Hx0) =x% fx) = 4x — 37
16. fi(x) =0, fx)=x, fix)=e*
17. fix) =5, fox) = cos’x, fy(x) = sin’x

18. fi(x) = cos2x, fr(x) =1, f3(x) = cos’x
19. fix)=x, LX) =x—1, flx)=x+3
20. fi(x) =2+ x, frlx) =2+ |x]|
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21 i) =1+x, @) =x fx) =x>

22. filx) = €', falx) =e ¥, f3(x) =sinhx

In Problems 23-30 verify that the given functions form a
fundamental set of solutions of the differential equation on
the indicated interval. Form the general solution.

23. y' =y — 12y =0;
24, y" — 4y = 0;
25. y" =2y + 5y =0;
26. 4y" —4y' +y=0;
27. xzy" — 6xy' + 12y = 0; X3, x*, (0, %)
28. x%y" +xy +y=0;

e_3x7 e4x7 (_w’ w)
cosh 2x, sinh 2x, (—, o)
e’ cos 2x, e sin 2x, (—o0, ©)

ex/2, xex/Z’ (—oc’ oo)

cos(In x), sin(In x), (0, ©©)
29. x3y”’ + 6x2y” +4xy' —4y=0; x, x 2, x %1Inx, (0, %)

30. y® +y"=0; 1,x,cosx, sinx, (—®, ®©)

4.1.3 NONHOMOGENEOUS EQUATIONS

In Problems 31—34 verify that the given two-parameter fam-
ily of functions is the general solution of the nonhomoge-
neous differential equation on the indicated interval.

31. y" =Ty + 10y = 24¢*,
y = cre* + %% + 6¢*, (—%, °)

32. y" +y =secux;
y =1 coS x + ¢ sin x + x sin x + (cos x) In(cos x),
(—m/2,m/2)

33. y" — 4y + 4y =22 + 4x — 12;
y = c1e?* + cyxe* + x%*¥ + x — 2, (—%, )

34. 2x%y" + 5xy +y=x>—x;
y=cx "2+ cx ! + %xz — %x, (0, =)
35. (a) Verify that y, = 3e**andy, = x* + 3x are, respec-
tively, particular solutions of
y" — 6y’ + 5y = —9¢*
and y”" — 6y’ + 5y =5x>+ 3x — 16.
(b) Use part (a) to find particular solutions of
y" — 6y + 5y = 5x* + 3x — 16 — 9¢**
and y" — 6y’ + 5y = —10x> — 6x + 32 + &>,
36. (a) By inspection find a particular solution of
y" + 2y = 10.
(b) By inspection find a particular solution of
y'+ 2y = —4x.

(¢) Find a particular solution of y” + 2y = —4x + 10.
(d) Find a particular solution of y” + 2y = 8x + 5.
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Discussion Problems

37.

38.

39.

(e) By the superposition principle, Theorem 4.1.2,
both linear combinations y = cyy; + ¢2y, and

Il“)it f_ 1:_1’02’ sD” . ._DI'SCllSSbhOW ctlhte gbzetrl\lzatlons Y = 1Y) + Y, are solutions of the differential
A = Uand L = e can be used Lo Tind the gen- equation. Discuss whether one, both, or neither of

eral solutions of the given differential equations. the linear combinations is a general solution of the

" o__ m _ 4) —

(@ y"=0 () y" =0 (c) y(4)) =0 differential equation on the interval (—, ).

d) y'=2 e) y'=6 f) y® =24

@y ©y ®y ' 40. TIs the set of functions fi(x) = e**2, fo(x) = ¢* 3 lin-

Suppose that y; = e and y, = ™" are two solutions of early dependent or linearly independent on (—o, ©0)?

a homogeneous linear differential equation. Explain
why y3 = cosh x and y4 = sinh x are also solutions of
the equation.

(a) Verify that y; = x> and y, = |x|* are linearly
independent solutions of the differential equation
x2y" — 4xy’ + 6y = 0 on the interval (—®, ®).

(b) Show that W(yy, y,) = 0 for every real number x.
Does this result violate Theorem 4.1.3? Explain.

(¢) Verify that ¥; = x* and ¥, = x? are also linearly
independent solutions of the differential equation
in part (a) on the interval (—, ).

(d) Find a solution of the differential equation satisfy-
ing y(0) = 0, y'(0) = 0.

41.

42,

Discuss.

Suppose yi, ¥2, . . . , yr are k linearly independent solu-
tions on (—o°, ») of a homogeneous linear nth-order
differential equation with constant coefficients. By
Theorem 4.1.2 it follows that y;+; = 0 is also a solution
of the differential equation. Is the set of solutions
Y1, Y25 - - - » Yks Yi+1 linearly dependent or linearly inde-
pendent on (—%, %)? Discuss.

Suppose that y;, yo, . . ., y; are k nontrivial solutions of
a homogeneous linear nth-order differential equation
with constant coefficients and that k = n + 1. Is the set
of solutions yy, ya, . . ., yx linearly dependent or linearly
independent on (—o, ©)? Discuss.

4.2

REDUCTION OF ORDER

REVIEW MATERIAL

e Section 2.5 (using a substitution)
e Section 4.1

INTRODUCTION

In the preceding section we saw that the general solution of a homogeneous

linear second-order differential equation

a(x)y" + a;(x)y" + ap(x)y = 0 (D

is a linear combination y = ¢;y; + ¢, y», where y; and y; are solutions that constitute a linearly inde-
pendent set on some interval /. Beginning in the next section, we examine a method for determining
these solutions when the coefficients of the differential equation in (1) are constants. This method,
which is a straightforward exercise in algebra, breaks down in a few cases and yields only a single
solution y; of the DE. It turns out that we can construct a second solution y, of a homogeneous equa-
tion (1) (even when the coefficients in (1) are variable) provided that we know a nontrivial solution
y; of the DE. The basic idea described in this section is that equation (1) can be reduced to a linear
first-order DE by means of a substitution involving the known solution y;. A second solution y, of
(1) is apparent after this first-order differential equation is solved.

REDUCTION OF ORDER Suppose that y; denotes a nontrivial solution of (1) and
that y; is defined on an interval 1. We seek a second solution y, so that the set consist-
ing of y; and y; is linearly independent on /. Recall from Section 4.1 that if y; and
y, are linearly independent, then their quotient y,/y; is nonconstant on /—that is,
ya2(x) /y1(x) = u(x) or y»(x) = u(x)y(x). The function u(x) can be found by substituting
Vo (x) = u(x)y(x) into the given differential equation. This method is called reduction
of order because we must solve a linear first-order differential equation to find u.
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I EXAMPLE T A Second Solution by Reduction of Order

Given that y; = ¢* is a solution of y” — y = 0 on the interval (—o, ), use reduction
of order to find a second solution y,.

SOLUTION Ify = u(x)y;(x) = u(x)e”, then the Product Rule gives
Y =ue +eu', y'=ue +2eu + eu’,
and so y'—y=¢eWw"+ 2u") = 0.
Since e* # 0, the last equation requires u” + 2u’ = 0. If we make the substitution

w = u’, this linear second-order equation in u becomes w' + 2w = 0, which is a
linear first-order equation in w. Using the integrating factor ¢2*, we can write

—2x

d . . .

— [e**w] = 0. After integrating, we get w = cje or u' = cie ?*. Integratin

d g g g g g
X

again then yields u = —1 ¢,e™>* + ¢,. Thus

y = ulx)e* = —%e’)‘ + et )

By picking ¢, = 0 and ¢; = —2, we obtain the desired second solution, y, = ¢ .
Because W(e*, e ) # 0 for every x, the solutions are linearly independent on

(—00, ). ]

Since we have shown that y; = e¢* and y, = ¢ * are linearly independent solu-
tions of a linear second-order equation, the expression in (2) is actually the general
solution of y” — y = 0 on (—, %),

GENERAL CASE Suppose we divide by a,(x) to put equation (1) in the standard
form

y'+ Py + Q()y = 0, 3)

where P(x) and Q(x) are continuous on some interval 1. Let us suppose further that
y1(x) is a known solution of (3) on 7 and that y;(x) # O for every x in the interval. If
we define y = u(x)y;(x), it follows that

y o =uyy oy, ¥ =uyl + 2y’ + yu”

y'+ Py + Qy=uly] + Py + Oy]] + yu" + 2y + Py)u’ = 0.
%(—/

Ze1ro
This implies that we must have
yu" + Qyy+ Pypu’ =0 or  yw' + (2y; + Pygw =0, 4)

where we have let w = u’. Observe that the last equation in (4) is both linear and
separable. Separating variables and integrating, we obtain

dw 1
Lo g+ Pdx=0
w Y1
In|wy}| = —dex +c or  wyl = ce Py

We solve the last equation for w, use w = u’, and integrate again:

P L
u=c dx + c,.

i
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By choosing ¢; = 1 and ¢; = 0, we find from y = u(x)y;(x) that a second solution of
equation (3) is

e~ P(x) dx
Y2 = M(’t)f 70 dx. )

It makes a good review of differentiation to verify that the function y,(x) defined in
(5) satisfies equation (3) and that y; and y; are linearly independent on any interval
on which y;(x) is not zero.

I EXAMPLE 2 A Second Solution by Formula (5)

The function y; = x? is a solution of x*y” — 3xy’ + 4y = 0. Find the general solu-
tion of the differential equation on the interval (0, «).

SOLUTION From the standard form of the equation,

” o =

- -y t35y=0,

eSfdx/x
we find from (5) v, = x° T dx <= =
X

dx

=x2| —=x>Inx
X

The general solution on the interval (0, ) is given by y = c¢;y; + cyy7; that is,
y = c1x? + ¢cpx? In x. |

I REMARKS

(i) The derivation and use of formula (5) have been illustrated here because this
formula appears again in the next section and in Sections 4.7 and 6.2. We use (5)
simply to save time in obtaining a desired result. Your instructor will tell you
whether you should memorize (5) or whether you should know the first princi-
ples of reduction of order.

(i) Reduction of order can be used to find the general solution of a nonhomo-
geneous equation ap (x)y” + aj(x)y’ + ao(x)y = g(x) whenever a solution y; of
the associated homogeneous equation is known. See Problems 17-20 in
Exercises 4.2.

Answers to selected odd-numbered problems begin on page ANS-4.

In Problems 1-16 the indicated function y;(x) is a solution " ' _ _ 23
7. B — 12y + 4y =0; ="
of the given differential equation. Use reduction of order or Y Y Y n-e

formula (5), as instructed, to find a second solution y,(x). 8.6y +y —y=0; y=e

1.

2
3
4.
5
6

Y =4y Ay =0; oy = e
Y2y +y=0; y =xe
. y"'+ 16y =0; y; = cosdx
y'+9y=0; y =sin3x

Y=y =
.y =25y =0; y =e>*

x/3

x2y" —TIxy’ + 16y = 0; y, = x*
10. x*y" +2xy' — 6y =0; y; = x°
11. xy"+y' =0, y;=Inx
12. 4x%y"+y=0; y,=x"Inx
13. x%y" —xy' + 2y =0; y; = xsin(In x)
14. x*>y" = 3xy’ + 5y =0; y; = x% cos(In x)
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15. (1 —2x—x2)y"+2(1 +x)y —2y=0;, yy=x+1
16. (1 —x3)y" +2xy'=0; y, =1

In Problems 17-20 the indicated function y;(x) is a solution
of the associated homogeneous equation. Use the method
of reduction of order to find a second solution y,(x) of the
homogeneous equation and a particular solution of the given
nonhomogeneous equation.

17. y' —4y=2; y =e ¥

18. y"+y' =1, y=1
19. y" — 3y + 2y =53 y =e*

20. y'— 4y +3y=x; y;=¢e"

Discussion Problems

21. (a) Give a convincing demonstration that the second-
order equation ay” + by’ + cy = 0, a, b, and ¢ con-
stants, always possesses at least one solution of the
form y, = ¢™*, m; a constant.

(b) Explain why the differential equation in part (a)
must then have a second solution either of the form

y, = ™" or of the form y, = xe"™*, m; and m;
constants.

(¢) Reexamine Problems 1-8. Can you explain why the
statements in parts (a) and (b) above are not
contradicted by the answers to Problems 3—-5?

22. Verify that y;(x) = x is a solution of xy” — xy" +y = 0.
Use reduction of order to find a second solution y,(x) in
the form of an infinite series. Conjecture an interval of
definition for y,(x).

Computer Lab Assignments
23. (a) Verity that y;(x) = ¢* is a solution of
xy" — (x + 10)y" + 10y = 0.
(b) Use (5) to find a second solution y,(x). Use a CAS to

carry out the required integration.

(c) Explain, using Corollary (A) of Theorem 4.1.2, why
the second solution can be written compactly as

10

1
»n = =

n=0 1"

4.3

HOMOGENEOUS LINEAR EQUATIONS

WITH CONSTANT COEFFICIENTS

REVIEW MATERIAL

and Solutions Manual)

homogeneous linear higher-order DEs,

e Review Problem 27 in Exercises 1.1 and Theorem 4.1.5
e Review the algebra of solving polynomial equations (see the Student Resource

INTRODUCTION As a means of motivating the discussion in this section, let us return to first-
order differential equations—more specifically, to homogeneous linear equations ay’ + by = 0,
where the coefficients a # 0 and b are constants. This type of equation can be solved either by
separation of variables or with the aid of an integrating factor, but there is another solution method,
one that uses only algebra. Before illustrating this alternative method, we make one observation:
Solving ay’ + by = 0 for y’ yields y" = ky, where k is a constant. This observation reveals the
nature of the unknown solution y; the only nontrivial elementary function whose derivative is a
constant multiple of itself is an exponential function ¢”*. Now the new solution method: If we substi-
tute y = ¢™ and y’ = me™ into ay’ + by = 0, we get

ame™ + be™ = 0

or e™ (am + b) = 0.

Since e™* is never zero for real values of x, the last equation is satisfied only when m is a solution or
root of the first-degree polynomial equation am + b = 0. For this single value of m, y = e
solution of the DE. To illustrate, consider the constant-coefficient equation 2y’ + 5y = 0. It is not
necessary to go through the differentiation and substitution of y = ¢"* into the DE; we merely have
to form the equation 2m + 5 = 0 and solve it for m. From m = —% we conclude that y = e
solution of 2y" + 5y = 0, and its general solution on the interval (—, %) isy = c,e”

In this section we will see that the foregoing procedure can produce exponential solutions for

mx IS a

—5x/2 isa

S5x/2

a " + a, YV A+ ayy” +ayy + agy = 0, (1

where the coefficients a;, i = 0, 1, . . ., n are real constants and a,, # 0.
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AUXILIARY EQUATION We begin by considering the special case of the second-
order equation

ay” + by + ¢y =0, 2)

where a, b, and c are constants. If we try to find a solution of the form y = ¢, then
after substitution of y’ = me™ and y” = m?e™~, equation (2) becomes

am?e™ + bme™ + ce™ =0 or e"™(am* + bm + ¢) = 0.

As in the introduction we argue that because e”* # 0 for all x, it is apparent that the
only way y = ™" can satisfy the differential equation (2) is when m is chosen as a
root of the quadratic equation

am? + bm + ¢ = 0. 3)
This last equation is called the auxiliary equation of the differential equa-

tion (2). Since the two roots of (3) are m; = (—b + Vb*> — 4ac)/2a and

m, = (=b — Vb* — 4ac) /2a, there will be three forms of the general solution of
(2) corresponding to the three cases:

o m; and m, real and distinct (b% — 4ac > 0),
e mj and my real and equal (b* — 4ac = 0), and
« m; and m, conjugate complex numbers (b> — 4ac < 0).

We discuss each of these cases in turn.

CASE I: DISTINCT REAL ROOTS Under the assumption that the auxiliary equa-
tion (3) has two unequal real roots m; and m,, we find two solutions, y; = ¢™* and
vy, = €"*. We see that these functions are linearly independent on (—, %) and hence
form a fundamental set. It follows that the general solution of (2) on this interval is

y = l’-]em\\' + Cz(’,”h'\. (4)

CASE II: REPEATED REAL ROOTS When m; = m;, we necessarily obtain only
one exponential solution, y, = ¢”™*. From the quadratic formula we find that
m = —b/2a since the only way to have m; = m; is to have b? — 4ac = 0. It follows
from (5) in Section 4.2 that a second solution of the equation is

e2m1x
Yy, =M | ——dx = "™ | dx = xe™". ®)
e 1

In (5) we have used the fact that —b/a = 2m;. The general solution is then

y = ce™* + cxe™”. (6)

CASE Ill: CONJUGATE COMPLEX ROOTS If m; and my are complex, then we
can write m; = a + i and m; = a — i@, where a and 8 > 0 are real and i> = —1.
Formally, there is no difference between this case and Case I, and hence

y = Cle(a+iﬁ)x + Cze(afiﬁ)x.
However, in practice we prefer to work with real functions instead of complex
exponentials. To this end we use Euler’s formula:
e = cos O + isin 6,
where 6 is any real number.” It follows from this formula that

eP* = cos Bx + isin Bx and e P = cos Bx — isin Bx, (7

o n

*A formal derivation of Euler’s formula can be obtained from the Maclaurin series e* = ., - by
n=01"

substituting x = if, using i> = —1, > = —i, . . ., and then separating the series into real and imaginary
parts. The plausibility thus established, we can adopt cos 8 + i sin 6 as the definition of e™.
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where we have used cos(—fx) = cos Bx and sin(—x) = —sin Bx. Note that by first
adding and then subtracting the two equations in (7), we obtain, respectively,

ePr + ¢7iB¥ = 2 cos Bx and e'Px — ¢7B* = 2jsin Bx.

Since y = C1e@"B* + Cre@ ¥ is a solution of (2) for any choice of the constants C;
and C,, the choices C; = C; = 1 and C; = 1, C; = —1 give, in turn, two solutions:

v, = e(a+iﬁ)x + e(afiB)x and v, = e(a+iﬁ)x _ e(afiﬁ)x.
But y; = e*(eP* + e Py = 2¢* cos Bx
and y, = e* (e — ¢ BY) = 2je* sin Bx.

Hence from Corollary (A) of Theorem 4.1.2 the last two results show that e** cos Bx
and e“* sin Bx are real solutions of (2). Moreover, these solutions form a fundamen-
tal set on (—2, o). Consequently, the general solution is

y = ce* cos Bx + c,e® sin Bx = e*(c; cos Bx + ¢, sin Bx). ®)

I EXAMPLE 1 Second-Order DEs

Solve the following differential equations.

(@ 2y" =5y —=3y=0 (b) y"—10y" + 25y =0 © y'+4y ' +7y=0

SOLUTION We give the auxiliary equations, the roots, and the corresponding gen-
eral solutions.

(@ 2m>—5m—3=0C2m+ )(m—3)=0, m = —1,m =3

— /D b
From (4), y = cie " + e,

by m>*—10m+25=m—52>=0, m=m=>5

From (6), y = cie”* + coxe™™.

© m+dm+7=0m=—-2+\V3i m=-2-\3i
From (8) witha = =2, 8 = \/T;, y= e’z"'(cl cos V3x + ¢, sin \/?x) |

I EXAMPLE 2 An Initial-Value Problem

Solve 4y” + 4y’ + 17y = 0, y(0) = —1, y'(0) = 2.

SOLUTION By the quadratic formula we find that the roots of the auxiliary

equation 4m> + 4m + 17 =0 are m; = —} + 2iand my, = —j — 2i. Thus from
(8) we have y = e *'*(c; cos 2x + ¢, sin 2x). Applying the condition y(0) = —1,
we see from e%cjcos0+ cysin0)=—1 that ¢ = —1. Differentiating

y = e *%(—cos 2x + ¢, sin 2x) and then using y'(0) = 2 gives 2¢; + 3 =2 or ¢, = 3.

Hence the solution of the IVP is y = ¢ */*(—cos 2x + ; sin 2x). In Figure 4.3.1 we
see that the solution is oscillatory, but y — 0 as x —> and |y| = as x —> —c. W

TWO EQUATIONS WORTH KNOWING The two differential equations

y'+kKy=0 and y"'—ky=0,
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where £ is real, are important in applied mathematics. For y” + k?y = 0 the auxiliary
equation m> + k*> = 0 has imaginary roots m; = ki and m, = —ki. With & = 0 and
B = kin (8) the general solution of the DE is seen to be

y = ¢, cos kx + ¢, sin kx. )

On the other hand, the auxiliary equation m?> — k*> = 0 for y” — k*y = 0 has distinct

real roots m; = k and my, = —k, and so by (4) the general solution of the DE is
y = ¢ + e (10)
Notice that if we choose ¢; = ¢, = % andc;, = %, cy = —% in (10), we get the particu-

lar solutions y = 1 (¥ + ¢ %) = cosh kxand y = }(e** — e ) = sinh kx. Since
cosh kx and sinh kx are linearly independent on any interval of the x-axis, an alternative
form for the general solution of y” — k%y = 0 is

y = ¢, cosh kx + ¢, sinh kx. (11)

See Problems 41 and 42 in Exercises 4.3.

HIGHER-ORDER EQUATIONS 1In general, to solve an nth-order differential
equation (1), where the a;, i = 0, 1, ..., n are real constants, we must solve an nth-
degree polynomial equation

am" + a,_m" '+ -+ am? + am + ay = 0. (12)
If all the roots of (12) are real and distinct, then the general solution of (1) is
\ — (,'1(””"\ + ({.zem»\ B (.”em,,\'.

It is somewhat harder to summarize the analogues of Cases II and III because the
roots of an auxiliary equation of degree greater than two can occur in many combi-
nations. For example, a fifth-degree equation could have five distinct real roots, or
three distinct real and two complex roots, or one real and four complex roots, or five
real but equal roots, or five real roots but two of them equal, and so on. When m; is a
root of multiplicity k of an nth-degree auxiliary equation (that is, k roots are equal
to my), it can be shown that the linearly independent solutions are

Cm‘\’ ,’C(’,W", Xz(),’”‘", o, .’Ck I(),’”"\
and the general solution must contain the linear combination
c@™ + cyxe™ + cixe™t 4 - - - 4 o xf e,

Finally, it should be remembered that when the coefficients are real, complex
roots of an auxiliary equation always appear in conjugate pairs. Thus, for example,
a cubic polynomial equation can have at most two complex roots.

I EXAMPLE 3 Third-Order DE

Solve y” + 3y" — 4y = 0.

SOLUTION It should be apparent from inspection of m> + 3m? — 4 = 0 that one
rootis m; = 1, som — 1 is a factor of m? + 3m? — 4. By division we find

m +3m>—4=m— Dm>+ 4dm + 4) = (m — D(m + 2)?,

so the other roots are m, = m3 = —2. Thus the general solution of the DE is
y = cie* + cre”? + c3xe” [ ]
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I EXAMPLE 4 Fourth-Order DE

d*y d*y
Solve@ + ZE +y=0.

SOLUTION The auxiliary equation m* + 2m?>+ 1 = (m®> + 1)> =0 has roots
m; = m3z = i and my = my = —Ii. Thus from Case II the solution is

y = Cie* + Cre ™™ + Cyxe™ + Cyxe ™.

By Euler’s formula the grouping Cie™ + Ce™™* can be rewritten as

€;COS X + ¢,sin x

after a relabeling of constants. Similarly, x(Cse™™ + C4e™ ™) can be expressed as
x(c3 cos x + ¢4 sin x). Hence the general solution is

y = c cosx + ¢cy8inx + ¢c3x cos x + cux sin x. |

Example 4 illustrates a special case when the auxiliary equation has repeated
complex roots. In general, if m; = a + i3, B > 0 is a complex root of multiplicity k
of an auxiliary equation with real coefficients, then its conjugate m, = a — i3 is also
a root of multiplicity k. From the 2k complex-valued solutions

e(a+i‘B)x’ xe(aJriB)x’ XZe(aJri‘B)x’ e xk*le(oﬁriﬁ)x’

e(afiﬂ)x’ xe(afiﬁ)x’ x2e(afiﬂ)x’ e xk*le(afiﬁ)x,

we conclude, with the aid of Euler’s formula, that the general solution of the corre-
sponding differential equation must then contain a linear combination of the 2k real
linearly independent solutions

k—1

e“cos Bx, xe**cos Bx, x’e**cos Bx, ..., xFle*cos Bx,

e“*sin Bx, xe“*sin Bx, x**sin Bx, ..., x*le**sin Bx.
In Example 4 we identify k = 2, « = 0, and 8 = 1.

Of course the most difficult aspect of solving constant-coefficient differential equa-
tions is finding roots of auxiliary equations of degree greater than two. For example, to
solve 3y” 4+ 5y” + 10y’ —4y =0, we must solve 3m?+ 5m?>+ 10m — 4 =0.
Something we can try is to test the auxiliary equation for rational roots. Recall that
if m; = p/q is a rational root (expressed in lowest terms) of an auxiliary equation
a,m" + - -+ + am + a, = 0 with integer coefficients, then p is a factor of ay and ¢q is
a factor of a,,. For our specific cubic auxiliary equation, all the factors of ag = —4 and
a,=3 are p: =1, £2, *4 and ¢: *1, =3, so the possible rational roots are
p/q: £1, =2, =4, i%, i%, i% Each of these numbers can then be tested—say, by
synthetic division. In this way we discover both the root m; = % and the factorization

3m? + 5m?> + 10m — 4 = (m — %)(Z%m2 + 6m + 12).

The quadratic formula then yields the remaining roots m, = —1 + \V/3i and
mz=—1— \/3i. Therefore the general solution of 3y” + 5y” + 10y’ — 4y =0is
y = 1”3 + e (¢, cos \/%\ + ¢3sin \/3.,\').

USE OF COMPUTERS Finding roots or approximation of roots of auxiliary equa-
tions is a routine problem with an appropriate calculator or computer software.
Polynomial equations (in one variable) of degree less than five can be solved by means
of algebraic formulas using the solve commands in Mathematica and Maple. For aux-
iliary equations of degree five or greater it might be necessary to resort to numerical
commands such as NSolve and FindRoot in Mathematica. Because of their capability
of solving polynomial equations, it is not surprising that these computer algebra
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systems are also able, by means of their dsolve commands, to provide explicit solu-
tions of homogeneous linear constant-coefficient differential equations.

In the classic text Differential Equations by Ralph Palmer Agnew” (used by the
author as a student) the following statement is made:

It is not reasonable to expect students in this course to have computing skill and
equipment necessary for efficient solving of equations such as

dty 43y d2y dy
431752 421792 + 141672 + 1205 + 3,169y = 0. 13
dx* a3 dx dx Y (13)

Although it is debatable whether computing skills have improved in the intervening
years, it is a certainty that technology has. If one has access to a computer algebra sys-
tem, equation (13) could now be considered reasonable. After simplification and some
relabeling of output, Mathematica yields the (approximate) general solution

y = ¢, 078852% c05(0.618605x) + c,e 0728852 5in(0.618605x)
+ 304704785 005(0.759081x) + 4475478 5in(0.75908 1x).

Finally, if we are faced with an initial-value problem consisting of, say, a
fourth-order equation, then to fit the general solution of the DE to the four initial
conditions, we must solve four linear equations in four unknowns (the cy, ¢z, ¢3, ¢4
in the general solution). Using a CAS to solve the system can save lots of time. See
Problems 59 and 60 in Exercises 4.3 and Problem 35 in Chapter 4 in Review.

“McGraw-Hill, New York, 1960.

Ex E RC I S E S 4 . 3 Answers to selected odd-numbered problems begin on page ANS-4.
In Problems 1-14 find the general solution of the given d3x  d*x
second-order differential equation. 20. —5 — o —4x =
dt dt
1. 4" +y =0 2. y" =36y =0 2L y" 4 3y" + 3y +y=0
3. y//_y/_6y=0 4. y//_Sy/+2y=O 22. yw_6y”+12y,_8y=0
. “4) Ly =
5.9+ 8y +16y=0 6. y" — 10y’ + 25y =0 2. yP Ay Ay =0
24,y —2y"+y=0
7. 12y" =5y =2y =10 8. y'+4' —y=0 y 2
d*y d=y
9.y +9y=0 10. 3y" +y =0 25. 16p+24ﬁ+9 =0
11. y" — 4y’ + 5y =0 12. 2y" +2y" +y=0 dty 2y
26. ——7—2— 18y =10
13. 3y" + 2y +y=0 14. 2y" =3y +4y =0 dx* dx
5 4 3 2
In Problems 15-28 find the general solution of the given 27. du +5 d_f: — zd_b; — 10ﬂ + du +5u=0
higher-order differential equation. dr’ dr dr dr’ r
dx d*x d*x d’x
IS, y" —4y" = 5" =0 28.2—=—-7—+12—5+8—5=0
ds® ds* ds? ds?
16. y" —y=0

17. y" = 5y" + 3y’ + 9y =0 In Problems 29-36 solve the given initial-value problem.

18. y" +3y" —4y' — 12y =0 29. y"+ 16y =0, y(0)=2,y'(0)=—

d3M d2 dzy <7T> <7T>
St —2u= 30. =0, yl=)=0,y(=)=2
19—+ 5= u=0 TR (3 v\3
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d’y  dy
3. — —4—=—-5y=0, y(1)=0,y(1)=2
P oY (1) YD)

32. 4" —4y" —3y=0, y0)=1,y(0)=5

33. y"+y +2y=0, y(0)=y'0)=0

34. y" =2y +y=0, y0) =5,y(0)=10

35, y" 4+ 12" + 36y’ =0, ¥0)=0,y'(0)=1,y"(0)=—7
36. " +2y" =5 =6y =0, y0)=y"0)=0,y"(0) =1

In Problems 37-40 solve the given boundary-value problem.

37. y" = 10y" + 25y =0, y(0)=1,y1)=0
38. y'+4y=0, ¥0)=0,y(m)=0

39. ' +y=0, y(0) = o,y'<g> =0

40. y"—2y' +2y =0, y0)=1,y(m) =1

In Problems 41 and 42 solve the given problem first using
the form of the general solution given in (10). Solve again,
this time using the form given in (11).

41. y"=3y=0, y0)=1,y(0)=5
42. y"—y=0, y0)=1,y(1)=0

In Problems 4348 each figure represents the graph of a
particular solution of one of the following differential
equations:

@ y' =3y =4y =0
© y'+2y+y=0 dy +y=0
(€) y'+2y +2y=0 () y' =3y +2y=0

Match a solution curve with one of the differential equa-
tions. Explain your reasoning.

(b) " + 4y =0

43. Y

FIGURE 4.3.2 Graph for Problem 43

44. y

FIGURE 4.3.3  Graph for Problem 44

45. y

A
N x

FIGURE 4.3.4  Graph for Problem 45

46. Y

FIGURE 4.3.5 Graph for Problem 46
47. Y

s
NS

FIGURE 4.3.6 Graph for Problem 47

48. Y

FIGURE 4.3.7 Graph for Problem 48

Discussion Problems

49. The roots of a cubic auxiliary equation are m; = 4 and

my = ms = —5. What is the corresponding homogeneous
linear differential equation? Discuss: Is your answer
unique?

50. Two roots of a cubic auxiliary equation with real coef-
ficients are m; = —% and m, = 3 + i. What is the corre-
sponding homogeneous linear differential equation?
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51. Find the general solution of y” + 6y” +y" — 34y =0
if it is known that y; = ¢~ ** cos x is one solution.

52. To solve y® +y =10, we must find the roots of
m*+ 1 =0. This is a trivial problem using a CAS
but can also be done by hand working with complex
numbers. Observe that m* + 1 = (m*>+ 1)?> — 2m>.
How does this help? Solve the differential equation.

53. Verify thaty = sinh x — 2 cos (x + 77/6) is a particular
solution of y — y = 0. Reconcile this particular solu-
tion with the general solution of the DE.

54. Consider the boundary-value problem y” + Ay =0,
y(0) =0, y(m/2)=0. Discuss: Is it possible to
determine values of A so that the problem possesses
(a) trivial solutions? (b) nontrivial solutions?

Computer Lab Assignments

In Problems 55-58 use a computer either as an aid in
solving the auxiliary equation or as a means of directly
obtaining the general solution of the given differential

CHAPTER 4 HIGHER-ORDER DIFFERENTIAL EQUATIONS

equation. If you use a CAS to obtain the general solution,
simplify the output and, if necessary, write the solution in
terms of real functions.

55. 3" —6y" +2y +y=0
56. 6.11y" + 8.59y" + 7.93y" + 0.778y = 0
57. 3.15y% — 5.34y" + 6.33y’ — 2.03y = 0
58. Y 42y —y' +2y=0

In Problems 59 and 60 use a CAS as an aid in solving
the auxiliary equation. Form the general solution of the dif-
ferential equation. Then use a CAS as an aid in solving the
system of equations for the coefficients ¢;, i = 1, 2, 3, 4 that
results when the initial conditions are applied to the general
solution.

59. 2y@ + 3y” — 16y" + 15y’ — 4y = 0,
y(0) = —2,y'(0) = 6,y"(0) = 3,y"(0) :%

60. y® — 3y" + 3y" — y' =0,
y(0) = y'(0) = 0,y"(0) = y"(0) = 1

4.4 UNDETERMINED COEFFICIENTS—SUPERPOSITION

APPROACH"

REVIEW MATERIAL

we must do two things:

e find the complementary function y. and
* find any particular solution y, of the nonhomogeneous equation (1).

e Review Theorems 4.1.6 and 4.1.7 (Section 4.1)

INTRODUCTION To solve a nonhomogeneous linear differential equation

any(n)—}_an*ly(n_l)_‘— T +a1y,+a0y:g(x)7 (1)

Then, as was discussed in Section 4.1, the general solution of (1) is y = y. + y,. The complemen-
tary function y, is the general solution of the associated homogeneous DE of (1), that is,

a,y" + a, \y" U+ -+ ay +ayy=0.

In Section 4.3 we saw how to solve these kinds of equations when the coefficients were constants.
Our goal in the present section is to develop a method for obtaining particular solutions.

“Note to the Instructor: In this section the method of undetermined coefficients is developed from the
viewpoint of the superposition principle for nonhomogeneous equations (Theorem 4.7.1). In Section 4.5
an entirely different approach will be presented, one utilizing the concept of differential annihilator

operators. Take your pick.
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METHOD OF UNDETERMINED COEFFICIENTS The first of two ways we
shall consider for obtaining a particular solution y, for a nonhomogeneous linear DE
is called the method of undetermined coefficients. The underlying idea behind
this method is a conjecture about the form of y,, an educated guess really, that is
motivated by the kinds of functions that make up the input function g(x). The general
method is limited to linear DEs such as (1) where

e the coefficients a;, i = 0, 1, . . ., n are constants and

* g(x)is a constant k, a polynomial function, an exponential function e®*,
a sine or cosine function sin Bx or cos Bx, or finite sums and products
of these functions.

NOTE Strictly speaking, g(x) = k (constant) is a polynomial function. Since a con-
stant function is probably not the first thing that comes to mind when you think of
polynomial functions, for emphasis we shall continue to use the redundancy
“constant functions, polynomials, . ...”

The following functions are some examples of the types of inputs g(x) that are
appropriate for this discussion:

g(x) =10, gx) = x* — 5x, gx) = 15x — 6 + 8¢ 7,
g(x) = sin 3x — 5x cos 2x, g(x) = xe*sinx + (3x* — 1)e .
That is, g(x) is a linear combination of functions of the type

Px) =a,x" +a,_,x" '+ -+ ax+ a, P(x) e**, P(x) e**sin Bx, and P(x) e** cos Bx,

where 7 is a nonnegative integer and « and B are real numbers. The method of
undetermined coefficients is not applicable to equations of form (1) when

1
gx)y=Inx, gx) =— gk =tanx, g(x) = sin lx,
X

and so on. Differential equations in which the input g(x) is a function of this last kind
will be considered in Section 4.6.

The set of functions that consists of constants, polynomials, exponentials
e®*, sines, and cosines has the remarkable property that derivatives of their sums
and products are again sums and products of constants, polynomials, exponen-
tials e“*, sines, and cosines. Because the linear combination of derivatives
a,y" + a,,yo' Y+ - +ay, +a,y, must be identical to g(x), it seems
reasonable to assume that y, has the same form as g(x).

The next two examples illustrate the basic method.

I EXAMPLE T General Solution Using Undetermined Coefficients

Solve y” + 4y’ — 2y = 2x*> — 3x + 6. (2)

SOLUTION Step 1. We first solve the associated homogeneous equation
y" + 4y’ — 2y = 0. From the quadratic formula we find that the roots of the auxil-
iary equation m?> + 4m — 2 =0 are m; = —2 — V6 and m, = —2 + V6. Hence
the complementary function is

—(2+ 6)x (—2+\/6)x.

y. = cie + e

Step 2. Now, because the function g(x) is a quadratic polynomial, let us assume a
particular solution that is also in the form of a quadratic polynomial:

y, = Ax* + Bx + C.
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We seek to determine specific coefficients A, B, and C for which y, is a solution
of (2). Substituting y, and the derivatives

y, =2Ax + B and y, = 2A
into the given differential equation (2), we get
yy + 4y, — 2y, =2A + 8Ax + 4B — 2Ax> — 2Bx — 2C = 2x* — 3x + 6.

Because the last equation is supposed to be an identity, the coefficients of like powers
of x must be equal:

equal

|

|24 |x2+84—2B|x+| 24+4B-2C | =22 -3x+6

That is, —2A =12, 8A — 2B = -3, 2A + 4B —2C = 6.

Solving this system of equations leads to the values A = —1, B = —%, and C = —9.
Thus a particular solution is

yp=—x2—5x—9.

Step 3. The general solution of the given equation is

5
y =Y, + yp = Cle—(2+\/6)x + cle(—2+\@)x _ x2 _ E'x — 0, ]

I EXAMPLE 2 Particular Solution Using Undetermined Coefficients

Find a particular solution of y” — y" + y = 2 sin 3x.

SOLUTION A natural first guess for a particular solution would be A sin 3x. But
because successive differentiations of sin 3x produce sin 3x and cos 3x, we are
prompted instead to assume a particular solution that includes both of these terms:

¥, = A cos 3x + B sin 3x.

Differentiating y, and substituting the results into the differential equation gives,
after regrouping,

yp— ¥y +y,= (=84 —3B)cos3x + (3A — 8B) sin 3x = 2 sin 3x
or

equal

—8A — 3B | cos 3x + sin 3x = 0 cos 3x + 2 sin 3x.

From the resulting system of equations,

—8A — 3B =0, 3A — 8B =2,

we get A = % and B = —%’. A particular solution of the equation is
0 3 10 3 ]
= —cos 3x — ——sin 3x.
T3 73

As we mentioned, the form that we assume for the particular solution y, is an
educated guess; it is not a blind guess. This educated guess must take into consider-
ation not only the types of functions that make up g(x) but also, as we shall see in
Example 4, the functions that make up the complementary function y..
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I EXAMPLE 3  Forming y, by Superposition

Solve y” — 2y’ — 3y = 4x — 5 + 6xe*. (3)

SOLUTION Step 1. First, the solution of the associated homogeneous equation
y" = 2y" — 3y = 0is found to be y. = cie”* + cre*.

Step 2. Next, the presence of 4x — 5 in g(x) suggests that the particular solution
includes a linear polynomial. Furthermore, because the derivative of the product xe>*
produces 2xe?* and e?*, we also assume that the particular solution includes both
xe** and e?*. In other words, g is the sum of two basic kinds of functions:

g(x) = g1(x) + g,(x) = polynomial + exponentials.

Correspondingly, the superposition principle for nonhomogeneous equations
(Theorem 4.1.7) suggests that we seek a particular solution

Yo = Vo, T Vps
where y, = Ax + Bandy, = Cxe** + Ee**. Substituting
y, = Ax + B + Cxe** + Ee**
into the given equation (3) and grouping like terms gives
yy = 2y, — 3y, = —3Ax — 2A — 3B — 3Cxe™ + (2C — 3E)e*™ = 4x — 5 + 6xe**.  (4)
From this identity we obtain the four equations
—3A =4, —2A — 3B = -5, —3C =6, 2C — 3E=0.

The last equation in this system results from the interpretation that the coefficient of
% in the right member of (4) is zero. Solving, we find A = —%, B = %, C = —2,and
E = —%. Consequently,

4 23

4
Yy = —gx +3— 2xezx—§ezx.

Step 3. The general solution of the equation is

4 3x 4 + 23 <2 + 4) 2x [
=ce et ——x+ — —(2x + - ]e.
y 1 2 3 9 3
In light of the superposition principle (Theorem 4.1.7) we can also approach
Example 3 from the viewpoint of solving two simpler problems. You should verify
that substituting

Y, =Ax + B into y' =2y —=3y=4x-75
and Yy, = Cxe® + Ee** into y' =2y — 3y = 6xe**
yields, in turn, y, = —%x + % andy, = —(2x + %)ezx. A particular solution of (3)

istheny, =y, +y,.
The next example illustrates that sometimes the “obvious” assumption for the
form of y, is not a correct assumption.

I EXAMPLE 4 A Glitch in the Method

Find a particular solution of y” — 5y’ + 4y = 8e™.

SOLUTION Differentiation of ¢* produces no new functions. Therefore proceeding
as we did in the earlier examples, we can reasonably assume a particular solution of
the form y, = Ae*. But substitution of this expression into the differential equation
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yields the contradictory statement 0 = 8¢, so we have clearly made the wrong guess
for yy,.

The difficulty here is apparent on examining the complementary function
ye = cie® + cye*. Observe that our assumption Ae® is already present in y,.. This
means that e* is a solution of the associated homogeneous differential equation, and
a constant multiple Ae* when substituted into the differential equation necessarily
produces zero.

What then should be the form of y,? Inspired by Case II of Section 4.3, let’s see
whether we can find a particular solution of the form

y, = Axe".
Substituting y, = Axe* + Ae* and yj, = Axe* + 2Ae" into the differential equation
and simplifying gives
v, — Sy, + 4y, = —3Ae* = 8e™.

From the last equality we see that the value of A is now determined as A = —%.
Therefore a particular solution of the given equation is y, = *%.xe"’. |

The difference in the procedures used in Examples 1-3 and in Example 4
suggests that we consider two cases. The first case reflects the situation in
Examples 1-3.

CASE | No function in the assumed particular solution is a solution of the asso-
ciated homogeneous differential equation.

In Table 4.1 we illustrate some specific examples of g(x) in (1) along with the
corresponding form of the particular solution. We are, of course, taking for granted
that no function in the assumed particular solution y, is duplicated by a function in
the complementary function y..

TABLE 4.1 Trial Particular Solutions

8(x) Form of y,
1. 1 (any constant) A
2. 5x+7 Ax + B
332 -2 Ax*+ Bx+ C
4. x> —x+1 AX* + Bx*+ Cx + E
5. sin4x A cos 4x + B sin 4x
6. cos 4x A cos 4x + B sin 4x
7. &* Ae>*
8. (9x — 2)e>* (Ax + B)e™*
9, x%e>* (Ax? + Bx + C)e>*
10. ¢ sin 4x Ae3* cos 4x + Be sin 4x
11. 5x? sin 4x (Ax?> + Bx + C) cos 4x + (Ex> + Fx + G) sin 4x
12. xe3¥ cos 4x (Ax + B)e cos 4x + (Cx + E) e sin 4x

I EXAMPLE 5 Forms of Particular Solutions— Case I

Determine the form of a particular solution of
(@) y" — 8y’ 4+ 25y = 5x%e ™ — Te* (b) y" + 4y =xcosx
SOLUTION (a) We can write g(x) = (5x> — 7)e . Using entry 9 in Table 4.1 as
a model, we assume a particular solution of the form
y, = (Ax + Bx* + Cx + E)e™™.

Note that there is no duplication between the terms in y, and the terms in the comple-
mentary function y, = e*(cy cos 3x + ¢ sin 3x).
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(b) The function g(x) = x cos x is similar to entry 11 in Table 4.1 except, of course,
that we use a linear rather than a quadratic polynomial and cos x and sin x instead of
cos 4x and sin 4x in the form of y,,:

Yp = (A-x + B) cosx + (C)C + E) sin x.

Again observe that there is no duplication of terms between y, and
Ye = €1 €0s 2x + ¢, sin 2x. |

If g(x) consists of a sum of, say, m terms of the kind listed in the table, then (as in
Example 3) the assumption for a particular solution y, consists of the sum of the trial
forms Vpr Yoo+ -+ 2 Vp, corresponding to these terms:

Yo =V TV, T Ty,
The foregoing sentence can be put another way.

Form Rule for Case I The form of y, is a linear combination of all linearly
independent functions that are generated by repeated differentiations of g(x).

I EXAMPLE 6 Forming y, by Superposition— Case I

Determine the form of a particular solution of

y" — 9y + 14y = 3x* — 5sin 2x + Txe®.

SOLUTION
Corresponding to 3x* we assume Vp, = Ax* + Bx + C.
Corresponding to — 5 sin 2x we assume Yp, = Ecos 2x + Fsin 2x.
Corresponding to 7xe® we assume Y, = (Gx + H)e™.

The assumption for the particular solution is then
Yo =Yy + ¥y, t ¥, =Ax> + Bx + C + Ecos2x + Fsin2x + (Gx + H)e®™.

No term in this assumption duplicates a term in y, = cre® + cye’. [ |

CASE Il A function in the assumed particular solution is also a solution of the
associated homogeneous differential equation.

The next example is similar to Example 4.

I EXAMPLE 7 Particular Solution—Case I1

Find a particular solution of y” — 2y' + y = ¢*.

SOLUTION The complementary function is y. = cje* + cpxe®. As in Example 4,
the assumption y, = Ae* will fail, since it is apparent from y. that e* is a solution of
the associated homogeneous equation y” — 2y’ + y = 0. Moreover, we will not be
able to find a particular solution of the form y, = Axe”, since the term xe* is also
duplicated in y.. We next try

y, = Ax’e".

Substituting into the given differential equation yields 2Ae* = e*, so A = 5. Thus a
particular solution is y, = jx’e". ]
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Suppose again that g(x) consists of m terms of the kind given in Table 4.1, and
suppose further that the usual assumption for a particular solution is

yp :yp| +ypz+ T +ypm’

where they,,i = 1,2, ..., mare the trial particular solution forms corresponding to
these terms. Under the circumstances described in Case II, we can make up the
following general rule.

Multiplication Rule for Case Il  If any y, contains terms that duplicate terms in
Ye, then that y, must be multiplied by x", where n is the smallest positive integer
that eliminates that duplication.

I EXAMPLE 8 An Initial-Value Problem

Solve y" +y = 4x + 10 sinx, y(7) = 0, y'(7) = 2.

SOLUTION The solution of the associated homogeneous equation y” +y =0
is y. = ¢1 cos x + ¢; sin x. Because g(x) = 4x + 10 sin x is the sum of a linear
polynomial and a sine function, our normal assumption for y,, from entries 2 and 5
of Table 4.1, would be the sum of y, = Ax + Bandy, = Ccosx + Esinx:

y, = Ax + B + Ccosx + Esinx. (&)

But there is an obvious duplication of the terms cos x and sin x in this assumed form
and two terms in the complementary function. This duplication can be eliminated by
simply multiplying y,, by x. Instead of (5) we now use

y, = Ax + B + Cxcosx + Exsinx. (6)

Differentiating this expression and substituting the results into the differential
equation gives
vy +y,=Ax+ B —2Csinx + 2Ecosx = 4x + 10sinx,
and so A =4, B=0, —2C = 10, and 2E = 0. The solutions of the system are

immediate: A =4, B=0, C = —5, and E = 0. Therefore from (6) we obtain
vp = 4x — Sx cos x. The general solution of the given equation is

Yy =Y.t Yy, =ccosx + csinx + 4x — 5x cos x.

We now apply the prescribed initial conditions to the general solution of the
equation. First, y(7) = ¢j cos m + ¢ sin 7 + 47 — 57 cos m = 0 yields ¢y = 97,

since cos m = —1 and sin 7 = 0. Next, from the derivative
y' = —9xsinx + ¢,cosx + 4 + Sxsinx — 5cos x
and y'(m) = —9msin7 + c,cosm+ 4 + Swsinm — Scos =2

we find ¢, = 7. The solution of the initial-value is then

y=9mcosx + 7sinx + 4x — 5xcos x. [ |

I EXAMPLE 9 Using the Multiplication Rule

Solve y” — 6y’ + 9y = 6x> + 2 — 12¢3~.

SOLUTION The complementary function is y. = c;e** + cyxe**. And so, based on
entries 3 and 7 of Table 4.1, the usual assumption for a particular solution would be

y, = Ax* + Bx + C + Ee™.

Y 12 Yp,
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Inspection of these functions shows that the one term in y, is duplicated in y.. If
we multiply y, by x, we note that the term xe3* is still part of y.. But multiplying
Y, by x? eliminates all duplications. Thus the operative form of a particular
solution is

Yy = Ax? + Bx + C + Ex%*.

Differentiating this last form, substituting into the differential equation, and collecting
like terms gives

vy = 6y, + 9y, = 9Ax* + (—12A + 9B)x + 2A — 6B + 9C + 2Ee* = 6x> + 2 — 12

8

It follows from this identity that A = %, B=5C= %, and E = —6. Hence the general

solutiony = y. + y,is y = cre¥ + cpxe’ + %xz + %x +2 — 6x%e |

I EXAMPLE 10 Third-Order DE—Case I

"

Solve y” + y" = e* cos x.

SOLUTION From the characteristic equation m? 4+ m?=0we find m =m, =0
and m3 = —1. Hence the complementary function of the equation is
Ye = c1 t cox + cze*. With g(x) = e” cos x, we see from entry 10 of Table 4.1 that
we should assume that

Y, = Ae*cosx + Be'sin x.

Because there are no functions in y, that duplicate functions in the complementary
solution, we proceed in the usual manner. From

Yy +y,=(—2A + 4B)e‘cos x + (—4A — 2B)e'sinx = e*cos x
we get —2A + 4B =1 and —4A — 2B = 0. This system gives A = —1—10 and B = %,

so a particular solution is y, = —% e‘cosx + %e" sin x. The general solution of the
equation is

1 1
y=yc+yp=c1+c2x+c3e‘x—ﬁe"cosx+ge"sinx. |
I EXAMPLE 11T Fourth-Order DE—Case II
Determine the form of a particular solution of y® + y” =1 — x%¢™*.

SOLUTION Comparing y. = ¢; + c2x + ¢3x> + c4e”* with our normal assumption
for a particular solution

y, =A + Bx’e " + Cxe ™™ + Ee ™,
N v

.\vpb .\'/71

we see that the duplications between y. and y, are eliminated when y, is multiplied
by x3 and ¥,, is multiplied by x. Thus the correct assumption for a particular solution
isy, = Ax® + Bx3e ™ + Cx’e¢™* + Exe ™. |
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I REMARKS

@b @ oo L ol@hs

functions:

derivatives of tan” 'x:

(@) In Problems 27-36 in Exercises 4.4 you are asked to solve initial-value
problems, and in Problems 37-40 you are asked to solve boundary-value
problems. As illustrated in Example 8, be sure to apply the initial conditions or
the boundary conditions to the general solution y = y. + y,. Students often
make the mistake of applying these conditions only to the complementary
function y,. because it is that part of the solution that contains the constants

(i) From the “Form Rule for Case I’ on page 145 of this section you see why
the method of undetermined coefficients is not well suited to nonhomogeneous
linear DEs when the input function g(x) is something other than one of the four
basic types highlighted in color on page 141. For example, if P(x) is a polyno-
mial, then continued differentiation of P(x)e“* sin Bx will generate an indepen-
dent set containing only a finite number of functions—all of the same type,
namely, a polynomial times e¢** sin Bx or a polynomial times ¢** cos Bx. On
the other hand, repeated differentiation of input functions such as g(x) = In x
or g(x) = tan™ 'x generates an independent set containing an infinite number of

=il 2

derivatives of 1n x: — s s

i |t |

1 2 | =23 G
1+2 (1 +222 (1+22)3

EXERCISES 4.4

Answers to selected odd-numbered problems begin on page ANS-5.

In Problems 1-26 solve the given differential equation by
undetermined coefficients.

1. y"+ 3y +2y=6

2. 4" +9y =15

3. y" =10y’ + 25y =30x + 3

4. y" +y' — 6y = 2x

wn

1
.Zy"+y’+y=x2—2x

6. y" — 8y’ + 20y = 100x% — 26xe*
7. y"+ 3y = —48x%e3*
8. 4y" — 4y" — 3y = cos 2x
9. y'—y' =-3
10. y" + 2y =2x+5—e >

1
11. y" —y’ +Zy =3 + V2
12. y" — 16y = 2%
13. y" + 4y = 3 sin 2x

14. y" — 4y = (x* — 3) sin 2x
15. y" +y =2xsinx

16. y" — 5y =2x3 —4x> —x+6

17. y" — 2y' + 5y = e* cos 2x

18. y" — 2y' + 2y = ¢?*(cos x — 3 sin x)
19. y" + 2y" + y =sinx + 3 cos 2x
20. y" + 2y — 24y = 16 — (x + 2)e**
21. y" —6y" =3 —cosx

22, y" —2y" — 4y" + 8y = 6xe>*

23. y" = 3y"+ 3y —y=x—4e"

24, y" —y" — 4y +4y=5—¢" + ¥
25. YW +2y" +y=(x — 1)?

26. y(4) —y"=4dx + 2xe™*

In Problems 27-36 solve the given initial-value problem.

Y T I
27. y' + 4y = =2, y<§>=5,y<§>=2

28. 2y" 4+ 3y —2y=14x>—4x— 11, y©0)=0,y'(0)=0
29. 5y" +y"' = —6x, y0)=0,y(0)=—10

30. y' +4y +4y =03 +x)e > y0)=2,y0)=5
31y + 4y + 5y =35¢"*, y(0)=—-3,y(0)=1
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32. y" —y=coshx, y0)=2,y'(0)=12

dz.x 0 . _ ’ _
33. W—F w>x = Fysin wt, x(0) =0, x'(0) =0

2

d
34. d—t’; + @ = Fycos 1, x(0)=0,x'(0)=0

35. 3" =2y +y =2 = 24e" + 40e¥, y(0) =3,
Y'(0) =3.5"0) = =3

36. y" +8y=2x—5+8e %, y0)=-5y(0) =3,
y'(0) = —4

In Problems 37-40 solve the given boundary-value problem.

37. y"+y=x2+1, y0)=5,y(1)=0

38. y' =2y +2y=2x—2, y(0)=0,y(m)=m
39. y"+3y=06x, y(0)=0,y(1)+y(1)=0
40. y" +3y=06x, y0) +y'(0)=0,y(1)=0

In Problems 41 and 42 solve the given initial-value problem
in which the input function g(x) is discontinuous. [Hint:
Solve each problem on two intervals, and then find a solution
so that y and y’ are continuous at x = 7 /2 (Problem 41) and
at x = 7 (Problem 42).]

41. y" + 4y = gx), y(0)=1,y'(0) =2, where

- sinx, 0=x<=7/2
x =
§ 0, x>/

42. y" —2y" + 10y = g(x), y(0)=0,y'(0) =0, where

o) 20, O0=x=nm
x:
g 0, x>

Discussion Problems

43. Consider the differential equation ay” + by’ + cy = e**,
where a, b, ¢, and k are constants. The auxiliary
equation of the associated homogeneous equation is
am®+ bm + ¢ = 0.

(a) If k is not a root of the auxiliary equation, show
that we can find a particular solution of the form
Vp = Ae*™, where A = 1/(ak® + bk + ¢).

(b) If k is a root of the auxiliary equation of multiplicity
one, show that we can find a particular solution of
the form y, = Axe*, where A =1/(2ak + b).
Explain how we know that k # —b/(2a).

(c) If k is a root of the auxiliary equation of multiplicity
two, show that we can find a particular solution of the
form y = Ax2e®*, where A = 1/(2q).

44. Discuss how the method of this section can be used
to find a particular solution of y” + y = sin x cos 2x.
Carry out your idea.

45. Without solving, match a solution curve of y” + y = f(x)
shown in the figure with one of the following functions:
@) fx) =1, (i) fx) =e™,
(iii) f(x) = e", (iv) f(x) = sin 2x,
) f(x) = e*sinx, (vi) f(x) = sinx.

Briefly discuss your reasoning.

(a) Y

A~

FIGURE 4.4.1

Solution curve

(b) Y

/\
V'

FIGURE 4.4.2 Solution curve

(© y

FIGURE 4.4.3 Solution curve

() J

FIGURE 4.4.4 Solution curve

Computer Lab Assignments

In Problems 46 and 47 find a particular solution of the given
differential equation. Use a CAS as an aid in carrying out
differentiations, simplifications, and algebra.

46. y" — 4y’ + 8y = (2x* — 3x)e>* cos 2x
+ (10x% — x — 1)e** sin 2x

47. y® +2y" + y =2 cos x — 3xsinx
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4.5

UNDETERMINED COEFFICIENTS —ANNIHILATOR APPROACH

REVIEW MATERIAL
e Review Theorems 4.1.6 and 4.1.7 (Section 4.1)

INTRODUCTION We saw in Section 4.1 that an nth-order differential equation can be written
a,D"y + a,\D""'y + - - - + a\Dy + apy = gx), ()

where DXy = dXy /dx*, k = 0, 1, ..., n. When it suits our purpose, (1) is also written as L(y) = g(x),
where L denotes the linear nth-order differential, or polynomial, operator

a,,D” + Cl,l,|D’171 + -+ a|D + ap. (2)

Not only is the operator notation a helpful shorthand, but also on a very practical level the
application of differential operators enables us to justify the somewhat mind-numbing rules for
determining the form of particular solution y, that 