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Chapter 1 

Definitions :  

Statistics : Collection of methods for planning experiments, obtaining data, and then 

organizing, summarizing, presenting, analyzing, interpreting, and drawing conclusions. 

 

Variable : Characteristic or attribute that can assume different values 

 

Random Variable : A variable whose values are determined by chance. 

 

Population : All subjects possessing a common characteristic that is being studied. 

 

Sample : A subgroup or subset of the population. 

 

Parameter : Characteristic or measure obtained from a population. 

 

Statistic (not to be confused with Statistics) : Characteristic or measure obtained from a 

sample. 

 

Descriptive Statistics : Collection, organization, summarization, and presentation of data. 

 

Inferential Statistics : Generalizing from samples to populations using probabilities. 

Performing hypothesis testing, determining relationships between variables, and making 

predictions. 
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Data Types : 
 

Qualitative Variables : Variables which assume non-numerical values. 

 

Quantitative Variables : Variables which assume numerical values. 

 

Discrete Variables : Variables which assume a finite or countable number of possible values. 

Usually obtained by counting. 

 

Continuous Variables :Variables which assume an infinite number of possible values. Usually 

obtained by measurement. 

 

Nominal Scale : Scale of measurement which classifies data into mutually exclusive, all 

inclusive categories in which no order or ranking can be imposed on the data. 

 

Ordinal Scale:  Scale of measurement which classifies data into categories that can be ranked. 

Differences between the ranks do not exist. 

 

Interval Scale: Scale of measurement which classifies data that can be ranked and differences 

are meaningful. However, there is no meaningful zero, so ratios are meaningless. 

 

Ratio Scale: Scale of measurement which classifies data that can be ranked, differences are 

meaningful, and there is a true zero. True ratios exist between the different units of measure. 
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Sampling Types : 

 
 

1) Non-Probability Sampling Techniques :  
 

Convenience Sampling :  is probably the most common of all sampling techniques. With 

convenience sampling, the samples are selected because they are accessible to the researcher. 

Subjects are chosen simply because they are easy to recruit. This technique is considered 

easiest, cheapest and least time consuming. 

 

 

Quota Sampling :  is a non-probability sampling technique wherein the researcher ensures 

equal or proportionate representation of subjects depending on which trait is considered as basis 

of the quota. 

 

 

Judgmental Sampling : is more commonly known as purposive sampling. In this type of 

sampling, subjects are chosen to be part of the sample with a specific purpose in mind. With 

judgmental sampling, the researcher believes that some subjects are more fit for the research 

compared to other individuals. This is the reason why they are purposively chosen as subjects. 

 

 

Snowball Sampling : is usually done when there is a very small population size. In this type of 

sampling, the researcher asks the initial subject to identify another potential subject who also 

meets the criteria of the research. The downside of using a snowball sample is that it is hardly 

representative of the population. 

 

 

 

2) Probability Sampling Techniques : (Chapter 7) 

 
 

Random Sampling : Sampling in which the data is collected using chance methods or random 

numbers. 

 

Systematic Sampling : Sampling in which data is obtained by selecting every kth object. 
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Convenience Sampling : Sampling in which data is which is readily available is used. 

 

Stratified Sampling : Sampling in which the population is divided into groups (called strata) 

according to some characteristic. Each of these strata is then sampled using one of the other 

sampling techniques. 

 

Cluster Sampling : Sampling in which the population is divided into groups (usually 

geographically). Some of these groups are randomly selected, and then all of the elements in 

those groups are selected. 
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Chapter 2 

1) Qualitative Data : 

    a) Tabular : 
          Frequency distribution : is a tabular summary of  data showing the 

frequency (or number) of items  in each of several non-overlapping classes. 

            Relative frequency : is the fraction or proportion of the total number of 

data items belonging to the class. 

Exp :  Data on place  of residence of  sample of  students (Ramallah, Birzeit , Other) 

Data : R, O, O, BZ, R, O, BZ, R, O, R, R, BZ, O, R, R 

Place of residence Tally Frequency 
Relative frequency 

 

R |||| || 7 7/15 = 0.46 

BZ ||| 3 3/15 = 0.20 

O |||| 5 5/15 = 0.33 

Total  15 1 
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b) Graphical: 

      Bar Chart : is a graphical device for depicting  qualitative data. 

 

 2) Quantitative Data : 

    a) Tabular : 

          Cumulative frequency distribution : shows the  number of items with 

values less than or equal to the  upper limit of each class.. 

Class Width = 
Classes ofNumber 

Value DataSmallest  Value DataLargest  
= 

5

12 33 
= 4.1→ round up = 5  

Classes ofNumber is preferred to be  between 5 and 6 classes  

Exp :  Summarize the following Data : 

Data : 12, 14, 19, 18, 15, 15, 18, 17, 20, 27, 22, 23, 22, 21, 33, 28, 14, 18, 16, 13 

Class Tally Frequency Relative freq. Cumulative freq. 

10 - 14 |||| 4 4/20 = 0.2 <= 14 → 4 

15 - 19 ||| |||| 8 8/20 = 0.4 <= 19 → 12 

20 - 24 |||| 5 5/20 = 0.25 <= 24 → 14 

25 - 29  || 2 2/20 = 0.1 <= 29 → 19 

30 - 34 | 1 1/20 = 0.05 <= 34 → 20 

Total   20 1  
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Stem and leaf Display :  shows both the rank order  and shape of the 

distribution of the data. 

Exp: Construct a stem and leaf display for the following data  

Data : 70, 72, 75, 64, 58, 83, 83, 80, 82, 76, 75, 68, 63, 57, 57, 78, 85, 72 

 

            Stem = 10  

            Leaf = 1 

 

 

 

b) Graphical:      

      Dot Plot : is One of the simplest graphical summaries of data.  

      Exp :  

 

 

Stem Leaf 

5 8 7 

6 4 8 3  

7 0 2 5 6 5 8 2 

8 3 0 2 5  
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Histogram : is Another common graphical presentation of  quantitative data  

 Histogram = 
2

Class The ofmin   Class The ofMax  
 

              Exp :  

Class Tally Frequency Histogram 

10 - 14 |||| 4 10 + 14 / 2 = 12 

15 - 19 ||| |||| 8 15 + 19 / 2 = 17 

20 - 24 |||| 5 20 + 24 / 2 = 22 

25 - 29  || 2 25 + 29 / 2 = 18 

30 - 34 | 1 30 + 34 / 2 = 32 

Total   20  
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  Polygonمضلع تكراري   

      cumulative stairsمدرج تكراري   
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OGIVE :  is a graph of a cumulative distribution 

Exp :  

Class Tally Frequency Cumulative freq. 

10 - 14 |||| 4 <= 14 → 4 

15 - 19 ||| |||| 8 <= 19 → 12 

20 - 24 |||| 5 <= 24 → 14 

25 - 29  || 2 <= 29 → 19 

30 - 34 | 1 <= 34 → 20 

Total   20  
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Salter Plot : is a graphical presentation of the relationship between two 

quantitative variables. 

Exp :  

Week 1 2 3 4 5 6 7 8 9 10 

No. of Comm. 2 5 1 3 4 1 5 3 4 2 

Sales ($100) 50 57 41 54 54 38 63 48 59 46 

 

 

Types of  Relation Ships : 
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Skewness : 

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Chapter 3 

 Mean : 

   Population Mean:  
N

x


)(
   

     Sample Mean:  
n

x
x



)(

 

     Frequency Distribution:  




f

xf
x

)(
 

 

 Median :  

         if n is odd :  Median = the value in the middle (after data is Sorted ) 

         if n is even : Median = average of the two values in the middle (after data is Sorted) 

 Mod = The Value with Highest Frequency  

 

 Percentile :  

            Step 1 : Sort the Data 

           Step 2 : find the index : i = n
P

*
100

 
  

                       if  i (non- integer) → we round it up  

                       if i (integer) →we take the average → (
2

)1()(  ii
)  

 Quartile : 

          Quartiles are specific percentiles 

                  First Quartile = 25th Percentile 

                 Second Quartile = 50th Percentile = Median 

                 Third Quartile = 75th Percentile 
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 Range : max - min  

 

 interquartile range (IQR) = Q3 - Q1 

 

 Box Plot :  

  Upper Fence : Q3 + 1.5 (IQR) 

  Lower Fence : Q1 - 1.5 (IQR) 

 Five Number Summary : min, Q1,  Q2 (median) ,  Q3,   max  

 Extreme Outliers 

Extreme outliers are any data values which lie more than 3.0 times the interquartile range below 

the first quartile or above the third quartile. x is an extreme outlier if ... 

   x < Q1 - 3(IQR)    or   x > Q3 + 3(IQR)     

 

 Mild Outliers 
Mild outliers are any data values which lie between 1.5 times and 3.0 times the interquartile 

range below the first quartile or above the third quartile. x is a mild outlier if ... 

   Q1 - 3(IQR)    <= x < Q1 - 1.5(IQR)    or    Q1 + 1. 5(IQR)   < x <= Q3 + 3(IQR)     

 

 variance:  

     population Variance : 
N

x 


2

2
)( 

  

      Sample Variance : 
1

)( 2

2







n

xx
s  

 

 Standard Deviation :  

        Population Standard Deviation : 
 

2

2

N

x 



  

       Sample Standard Deviation : 
 2

2

1





n

xx
ss  

Coefficient of Variance : CV = %100*
X

S
 

   if CV > 20% , then the data has high variation  
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 Z - Score : 

              Population :         





Xi
Z i  

              Sample :               
S

XXi
Z i


  

 

Applications on Z - Score : 
   

1) Chebyshev's Theorem : 
     

        The proportion of the values that fall within K standard deviations of the mean will 

be at least 1 - 
2

1

K
, where K > 1. 

 

Within K standard deviations" interprets as the interval: ( X  - KS -  X  + KS) 

 
At least  75%    of the data values must be  within  Z = 2 standard deviations                                          

of the mean.  

       interval : ( X  - 25 -  X  + 25) 

 

At least  89%    of the data values must be  within  Z = 3 standard deviations                                          

of the mean. 

     interval : ( X  - 35 -  X  + 35) 

 

At least  94%    of the data values must be  within  Z = 4 standard deviations                                          

of the mean. 

      interval : ( X  - 45 -  X  + 45) 

 

             Chebyshev's Theorem is true for any sample set, not matter what the distribution. 

 

2) Empirical Rule :  

        The empirical rule is only valid for bell-shaped (normal) distributions.  

        Interval : ( X  - ZS -  X  + ZS) 

Approximately 68% of the data values fall within Z =1  standard deviation of the mean. 

Approximately 95% of the data values fall within Z =2 standard deviations of the mean. 

Approximately 99.7% of the data values fall within Z =3 standard deviations of the mean. 
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 Covariance :  

   

Population Covariance : 
N

yx yixi

xy

 


))(( 
  

 Sample Covariance : 
1

))((







n

yyxx
s

ii

xy  

 

 Correlation Coefficient : 

   

 Population Correlation Coefficient : 
yx

xy

xy



   , 

N

xxi

x

)( 



  ,  

N

yyi

y

)( 



  

 Sample Correlation Coefficient : 
yx

xy

xy
ss

s
r       , 

1

)(







n

xx
s

i

x , 
1

)(







n

yy
s

i

y  

 

Weighted  Mean : 
i

ii x
x



 )( 
  
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Section 12.2 
 

 

 

Regression Line :   
          

Error summation :         
    

    = min! 

Q(a , b) =                
    

 

                  
  

  
         ,       

  

  
   

 

    
               

        
   →     

            

           
  

 

 b =          

 

Coefficient of determination =         
  

if        , then the relation is Strong  
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Chapter 4 

OverView : 
   
Exp1 : How many outcomes for a 5-digit binary number? 

 

            (2)(2)(2)(2)(2) = 52 = 32 

  

Exp2 : How many outcomes for 10-digit number ? 

 

      (10) (10) (10) (10) (10) (10) (10) (10) (10) (10) (10) = 1010  

 

Exp3: How many outcomes for a 10-digit number with constant first 3-digits 

"059" ? 

     

   (10) (10) (10) (10) (10) (10) (10) = 710   
 

 

 The number of Combinations of n objects taken r at time :  

 

)!(!

!

rnr

n
C n

r


   

 

 The number of Permutations of n objects taken r at time : (Order is 

important)  

         

    
)!(

!

rn

n
P n

r


  

 

n! = (n)(n-1)(n-2)....... (2)(1)   

1! = 1  

0! = 1 

 

Probability : 

1) Classical Method : P(outcome) = 
tcomesnumberOfOu

1
(if outcomes are equally likely)  

 

2) Relative frequency Method : P(outcome) = 
tcomesnumberOfOu

sOccuredmesOutcomeNumberOfTi
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EVENTS :  
Event : is a subset of Ѕ  

  

Exp :  S = {1,2,4,5,6} 

 

 Event 1 : E1 = {2,4,6} 

 Event 2 : E2 = {3,4,5,6} 

 

Union : E1 E2  = E1 OR E2 = {2,3,4,5,6} 

Intersection :  E1 E2 = E1 AND E2 = {4,6} 

 

Complement :  1E  = S - E1 = {1,3,5} 

 

Rules :  
Addition Law : P(AB) = P(A) + P(B) - P(A   B) 

Complement Law : P( A ) = 1 - P(A)  

Multiplication  Law :  P(A   B) = P(A) . P (B|A)  ,  P(A   B) = P(B) . P (A|B )   

P( ) = 0 

 

if  P(A   B) = 0 OR  A   B =   , Then they are Mutually Exclusive (Disjoint)  

 

Conditional Probability :  

     P(A|B ) = 
P(B)

B) A  ( P
     , P (B|A) = 

P(A)

B) A  ( P
 

 

if       P(A|B ) = P(A) OR , P (B|A) = P(B) , then the two events are Independent  

 

if A, B are Independent , then P(A   B) = P(A) . P(B)  

 

Bayes’ Theorem :  

 

      
)AP( ).A|P(B  A).P(A)|B(

A).P(A)|B(
 = B)|P(A

P

P
 

 

      
)P(A ).A|P(B )).P(AA|B(

)).P(AA|B(
 = B)|P(A

2211

11
1

P

P
= 

P(B)

)()|( 11 APABP
 

 

     
)P(A ).A|P(B )).P(AA|B(

)).P(AA|B(
 = B)|P(A

2211

22
2

P

P
= 

P(B)

)()|( 22 APABP
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Chapter 5 & 6 

 

OverView :   
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Discrete Probability Distributions : (Chapter 5) 

 Probability function f(x)  :             

 

   1 -  0 <= f(x) <= 1 

   2 -            

 Random Variables :  
        Expected Value of X = E(x) =   )(xxfx  

                        f(x) = P = 
 

 
 →  

n

x
x


  (Classical )  

     Variance = Var(x) =     )(.
22 xfx xx   =     22 )( xxfx   

       Standard deviation =         
 
         )(.

2
xfx x       22 )( xxfx   

 Binomial : 

       Probability of x occurs n trails : p(x) = f(x) =   xnx
n

x

pp










1  

            Expected Value of X = E(x) = pnx .  

            Variance = Var(x) = )1(.2 ppnx    

           Standard deviation =         
 
    )1(. ppn   

 Poison :  

 Probability of x occurs in an interval  : p(x) = f(x) = 
!x

ex

 

 

        
2   
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 Hypergeometric : 

Probability of x successes in a sample of  n size : p(x) = f(x) = 
























 



N

n

rN

xn

r

x = 
N

n

rN

xn

r

n

C

CC 


 

     Expected Value of X = E(x) = pnx . = 








N

r
n.  

            Variance = Var(x) = 






































1
1.2

N

rN

N

r

N

r
nx   

            Standard deviation =         
 
    






































1
1.

N

rN

N

r

N

r
n  

Continuous Probability Distributions : (chapter 6)  

 Uniform :  

     probability of x  : 











0

,
1

)(
bxa

abxf  

  Expected Value of X = E(x) = = 
2

ba   

            Variance = Var(x) = 
 

12

2

2 ab
x


   

            Standard deviation =         
 
   

 
12

2
ab 

 

 Normal :  

    probability of x  :  
2

2

2

2

1
)( 









x

exf  , -   <x <   

     

      Z - Score  : 





x
Z  

if  n.p >= 5 and  n(1 - p ) >= 5 , then Binomial probs. can be approximated by Normal 

probs.   in this case : pn.   

                     )1(.2 ppn   

                     )1(. ppn   




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Chapter 8 

 

OverView :  
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 When  is  Known : 

   Interval Estimate of  : 
n

zx


 2/  

        margin of error  : E =
n

z


 2/  

       confidence coefficient  = 1 -    

 When  is  Unknown : 

    Interval Estimate of  : 
n

s
tx 2/  

         margin of error  : E = 
n

s
t 2/  

        confidence coefficient  = 1 -    

      degrees of freedom : n - 1  

 

 Sample Size for an Interval Estimate of a Population Mean : 

 

   Necessary Sample Size : 
2

22

2/ )(

E

z
n

 ,        E = 
n

z


 2/  

 

 interval estimate of a  population proportion = 
n

pp
zp

)1(
2/


   

margin of error  : E = 
n

pp
z

)1(
2/


  

confidence coefficient  = 1 -   

Necessary Sample Size : 
 

2

2

2

1

E

ppZ

n











 

However, p  will not be known until after we have selected the sample. We will 

use the planning value   p*  for   p    →   

 
2

**
2

2

1

E

ppZ

n










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Chapter 9 
 
   Hypothesis testing can be used to determine whether a statement about the value 

of a population parameter should or should not be rejected. 

 

   The null hypothesis : 0H , is a tentative assumption about a population 

parameter. 

 

   The alternative hypothesis : aH , is the opposite of what is stated in the null 

hypothesis. 

 

 

Types  of  Error :  

 
 

 

 
 

 

 

 

 

 

 

 

    A Type I error : is rejecting 0H  when it is true. 

   A Type II error : is accepting 0H when it is false. 
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Hypothesis Test of population mean  

 When  is  Known : 
Test Type Upper Tail Test Lower Tail Test Two Tailed Test 

Hypotheses 
0

00

:

:









aH

H
 

0

00

:

:









aH

H
 

0

00

:

:









aH

H
 

Given 0,,,,  nx  

Test Statistics 
n

x
z



0
  

P -value Area in the Upper tail Area in the Lower tail Area in the Two tails 

Rejection Rule  

(p- value approach) 
Reject 0H  if p-value   

Critical value(s) z  z  2z  and 
2z  

Rejection Rule  

(Critical value approach ) 

Reject 0H  if 

zz   

Reject 0H  if 

zz   

Reject 0H  if 

2
zz   OR 

2
zz   

 

 When  is  Unknown : 
Test Type Upper Tail Test Lower Tail Test Two Tailed Test 

Hypotheses 
0

00

:

:









aH

H
 

0

00

:

:









aH

H
 

0

00

:

:









aH

H
 

Given 0,,,,  nx  

Test Statistics 
n

x
t



0
                 1 ndf  

P -value Area in the Upper tail Area in the Lower tail Area in the Two tails 

Rejection Rule  

(p- value approach) 
Reject 0H  if p-value   

Critical value(s) t  t  2t  and 
2t  

Rejection Rule  

(Critical value approach ) 

Reject 0H  if 

tt   

Reject 0H  if 

tt   

Reject 0H  if 

2
tt   OR 

2
tt   
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Hypothesis Test of population Proportion  

  

Test Type Upper Tail Test Lower Tail Test Two Tailed Test 

Hypotheses 
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Given 0,,, pnp   

Test Statistics 

n

pp

pp
z

)1( 00

0




  

P -value Area in the Upper tail Area in the Lower tail Area in the Two tails 

Rejection Rule  

(p- value approach) 
Reject 0H  if p-value   

Critical value(s) z  z  2z  and 
2z  

Rejection Rule  

(Critical value approach ) 

Reject 0H  if 

zz   

Reject 0H  if 

zz   

Reject 0H  if 

2
zz   OR 

2
zz   
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