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Preface 

The aim of ELEMENTARY MODERN PHYSICS remains that  of treating the funda- 
mentals of the physics of the twentieth century fairly rigorously, but a t  a n  
elementary level. The text is intended primarily for the  concluding portion of the 
general physics course for students of science and engineering, o r  as  a basis for a 
separate course in  modern physics. It  is  a companion to the second edition of the 
authors' ELEMENTARY CLASSICAL PHYSICS (Boston: Allyn and Bacon, Inc., 1973), 
to which detailed references are made. The prerequisites, however, are merely 
a n  elementary knowledge of classical physics and introductory calculus. 

Our strategy is to give a logically coherent and sequential account of the 
basic principles of the relativity and quantum theories, of atomic and nuclear 
structure, and of a few topics in  elementary-particle, molecular, and solid-state 
physics. We begin, after some preliminaries, with a simple treatment of special 
relativity, not only as the foundation of all later chapters, but particularly in  
anticipating the properties of the photon as a completely relativistic particle. 
Quantum effects are then introduced through the basis photon-electron inter- 
actions, and the wave properties of material particles are treated. With the basic 
principles of relativity and quantum physics developed, these are  then applied to  
atomic, nuclear, elementary-particle, and solid-state physics. 

We make no pretense for comprehensive treatment of all, or even most, of 
the topics of interest in contemporary physics. Rather, the text is intended as  a 
meaningful introduction to those central ideas which dominate modern physics, 
together with illustrations of how these general principles apply to  some spe- 
cialized areas. Some minor topics, such as  the focusing of charged particles by 
electric and magnetic fields, are dealt with only in  problems. In this alternate 
second edition a significant fraction of the problems a t  the chapter ends are  



different, either by replacement or by modification from those appearin; in the 
second edition. Answers to odd-numbered problems are given in the bacl of the 
book. Succinct summaries are also given at the chapter ends, as are references to 
other sources. 

In its entirety this text provides enough material for a one- or two-semester 
course a t  the levels of the sophomore or junior year. The arrangement of topics 
is such, however, that it can be used for a shorter treatment without serious 
discontinuities; one might, for example, omit the latter portions of the chapters 
on special relativity (Chaps. 2 and 3), large portions of the chapter on many- 
electron atoms (Chap. 6),  instruments and accelerating machines used in nuclear 
physics (Chap. 8), and elementary particles (Chap. l l ) ,  and possibly all of that on 
molecular and solid-state physics (Chap. 12). 

We continue to benefit from the many users of the text who have been good 
enough to send us their comments and suggestions for improvement. Although 
the text for the alternate second edition is essentially identical to that in the 
second edition, we hope to have corrected all residual errors. We are also indebted 
to Dr. Arthur E. Walters for assistance in constructing new problems. 

The publisher and authors solicit the opinions of this alternate second 
edition from users, both professors and students; a simple questionnaire form has 
been provided in the back of the book for your convenience. 



Some Preliminaries 

What is modern physics? How does it differ from, and in what ways 
is it similar to, classical physics?" What central ideas of classical physics 
are carried over into twentieth-century physics, in which one encounters 
the very small and the very fast? Which of the classical ideas remain 
unchanged, and which must be modified or replaced? These questions 
and other important ones are dealt with in this introductory chapter. 

1-1 THE PROGRAM OF PHYSICS 

The program of physics is to devise concepts and laws that can 
help us to understand the universe. Physical laws are constructions of 
the human mind, subject to all the limitations of human understanding. 
They are not necessarily fixed, immutable, or good for all time, and 
nature is not compelled to obey them. 

A law in physics is a statement, usually in the succinct and precise 
language of mathematics, of a relationship that has been found by 
repeated experiment to obtain among physical quantities and that reflects 
persistent regularities in the behavior of the physical world. A "good" 
physical law has the greatest possible generality, simplicity, and preci- 
sion. The final criterion of a successful law of physics is how accurately 
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it can predict the results that experiments will yield. For example, our 
confidence in the essential co~ectness of the law of universal gravitation 
leads us to expect with almost complete certainty that, when the gravita- 
tional acceleration is peasured at the surface of Mara. it  will be 
very close to 3.6 rnlsz. We ,say that our certainty is a h t  complete, 
inasmuch as extrapolating from any law outside the range of its tested 
validity may predict results that come to  be inconsistent with later 
experiment. 

As physics developed, some early theories end laws were found to be 
inadequate with respect to phenomena for which they had not been 
tested. These have been supplanted by more general, comprehensive 
theories and laws, which more adequately describe phenomena in the 
new as well as in the old regions of investigation. Figure 1-1 shows the 
various regions of applicability of classical physics, sektiuity physics, 
quantum physics, and relativistic quantum physics. 

Classical physics is the physics of ordinary-sized objects moving at 
ordinary speeds ; it embraces newtonian mechanics and electromagnetism 
(including the theory of light). Far object s p d s  approaching that of 
light classical physics must be supplanted by relativity physics; for 
object sizes of about 1 0 - ' O  m, approximately the aize of an atom, classical 
physics must be supplanted by quantum physics. Far subatomic dimen- 
sions and speeds approaching that of light only relativistic. quantum 
physics ig  adequate. The limits of the several physical theories are not 
sharply defined; in fact, they overlap. Relativistic quantum physics is 
the most comprehensive and complete theoretical structure in con- 
temporary physics4 At dimensions of about lo-'& m, the approximate size 
of the atomic nucleus, different and perplexing phenomena appear; at 
present they are only partly understood. 

The foundations of our understanding of atomic and nuclear 
structure lie in the two great ideas of modern physics, relativity theory 
and quantum theory. Both had their origins early in thig century, a 
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period in which improved experimental techniques first made possible 
the study of phenomena of small dimensions and high speeds and 
energies. 

After reviewing some crucial aspects of classical physics, we shall 
study the theory of relativity and the quantum theory and apply them to 
an analysis of atomic and nuclear structure. We shall be concerned 
with situations in which some familiar notions in physics may be in- 
applicable, situations in which classical physics is downright wrong. 
Does this mean, then, that all the time and effort spent in studying 
elementary classical physics is wasted, that one might better begin with 
relativity and quantum theory? Not at all! All results of experiment, 
however remote from our ordinary experience, must ultimately be 
expressed in classical terms, that is, in the classicbl concepts of momen- 
tum, energy, position, and time. Furthermore, we shall see that many of 
the concepts and laws of classical physics are carried over into the new 
physics. 

1-2 THE CONSERVATION LAWS OF PHYSICS 

Both in classical and in modern physics nothing is more basic or 
simple than the conservation laws. In each conservation law the total 
amount of a certain physical quantity within a given system is constant, 
or conserved, provided only that the system as a whole is isolated from 
a specified external influence. For example, the total vector momentum 
of a system isolated from external forces is constant. Internal changes 
may take place within the boundaries of an isolated system,through the 
mutual interaction of the particles within, but they have 'no effect on 
the total amount of the conserved quantity. Therein lies the power of a 
conservation law. We need not be concerned with the details of what 
goes on within the system-indeed, we may actually be ignorant of the 
internal interactions-but if the system is truly isolated, the conserved 
quantities remain unchanged. Thus, in classical physics we know that 
the total mass, energy, linear momentum, angular momentum, and 
electric charge going into a collision between two or more particles 
isolated from external influence is precisely the same as the total mass, 
energy, linear momentum, angular momentum, and electric charging 
coming out of the collision. 

The conservation laws of classical physics are these: the laws of 
the conservation of mass, of energy, of linear momentum>of angular 
momentum, and of electric charge. 

The Law of Mass Conservation: The total mass of an isolated, or 
leakproof, system is constant. 

Despite changes that may occur in other quantities (e.g., energy, 
volume, and temperature) in a system, the total mass is unchanged. 
This law may also be stated in the following form: Mass cannot be 
created or destroyed; or, mass cannot be produced or annihilated. 
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The Law of Energy Conservation: If no,work is done on or by a 
system, and i f  no thermal energy enters or leaves the system as heat, 
the total energy of the system is constant. 

Since all energy is ultimately either kinetic energy or potential 
energy, the law of energy conservation states that the sum of the kinetic 
energies of the particles and the potential energies of their mutual 
interaction in a system is constant. Thermal energy is merely the 
disordered mechanical energy of molecules or atoms in random mytion 
on a scale so microscopic that the kinetic and potential energies of  
individual particles are not distinguished. (The first law of thermo- 
dynamics is merely the law of the conservation of energy expressed in its 
most comprehensive form, which includes heat, the transfer of thermal 
energy by virtue of a temperature difference.) 

The Law of Linear-momentum Conservation: When a system is 
subject to no net external force, the total linear momentum of the 
system remains constant both in magnitude and direction. 

Newton's laws of motion are, of course, the foundation of classical 
mechanics, and it is useful to state these laws in the language of linear 
momentum. 

1. The momentum p = m v  of a particle subject to no net external force 
is constant.? 

2. When a body is subject to a net external for e, the force equals the 
time rate of change of the linear moment 9 m. When the mass is 
unchanged, the force is simply the product of mass and acceleration: 

In classical physics a particle's mass is constant, independent of its 
speed or any other circumstance. The total mass of a system of 
particles changes only to the degree that particles enter or leave the 
system. 

This law has a profound consequence: If one knows the forces acting 
on a body and its initial position and velocity, it is possible, at least in 
principle, to predict in complete detail its future history, that is, to 
project precisely its position and velocity for all future times. 

In the International System of Units (SI) (the rationalized meter- 
kilogram-second system of units), which will be used throughout this 
book, one newton is that force which acts on a mass of one kilogram to 
give it an acceleration of one meter per second squared. 

3. When two bodies interact, the momentum imparted to one body 
during an infinitesimal time interval is equal but opposite to the 
momentum imparted to the second body during the same interval; , 
therefore, the action and reaction forces, here both interval forces, 
are equal and opposite. 

t A vector quantity is indicated by boldface type; its magnitude, by ordinary type. 



FIG. 1 -2. Angular momentum t 
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T h  h w  of Angular-momentum Csnservation: When a system is 
subject to no net external hrque, the total angular momentum of the 
system remuins constunt, both in magnitude and direction. 

Figure 1-2 shows the angular momentum L with respect to the point 
0 of a particle of mass m and velocity v. The magnitude of the angular 
momentum L is the cross product of the radius vector r and the linear 
momentum p = mw : 

L = r x p  (1-2) 

The direction of the angular-momentum vector L, ae shorn in the 
figure, is perpendicular to the plane containing the veIocity vector v and 
the radius vector r. Its direction is given by the right-hand ruIe: Rotate 
the vector r into the vector v through the smaller angle with the rightr 
hand fingers, and the right-hand thumb will be in the directTon of L. 
In magnitude the angular momentum of a single particle is given by 

where rL iS the component of r at right mgles to v. 
The torque r about some chosen point is given by 

5 = r x F  
or, in magnitude, by 

z = r*F 

where here rL is the component of r perpendicular to F; see Fig. 1-3. 
When a system of particles is subject to  na net externaI torque, its 

total angular momentum is cunstsnt. A single partide subject to a 
centml force has a constant angular momentum with respect to a point 
at the force center. 

The Law of Electric-charge Comervatwn: The total charge of an 
isohted electrical system is constant. 

Complete isolation is an idealization that can be only approximated 
and never perf8ctly realized, since any observation or measurement of a 
system necessarily interferes with it. For a simple example, consider 
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what happens when the temperature of some thermally insulated liquid 
is measured with a simple mercury thermometer, which is initially not 
at the temperature of the liquid. When the thermometer is placed in the 
liquid, it is either heated or cooled by the liquid, and the liquid is, at the 
same time, either cooled or heated. The final thermometer reading is not 
the actual temperature of the liquid before the measurement was made; 
it is the temperature to which the Ziquid has been brought by reason of 
the insertion of the thermometer into it. Only if the liquid and the 
thermometer were at the same temperature before being brought into 
thermal contact with one another wouId the thermometer neither gain 
nor lose thermal energy, and only then would it indicate the true tem- 
perature of the body. But this cannot be known in advance and, if it 
were, the measurement would be superfluous.t Interference with a 
system through the very act of taking a measurement occurs not only 
in such simple instances ae these; it occurs in all measurements. In 
short, a completely isolated system is one that can never be ~tudied or 
observed, and we cannot study a system without violating its isolation. 
In classical physics, however, it is always possible, by exercising experi- 
mental ingenujty, to reduce the disturbances to such an extent that the 
syatem may be regarded as effectiuely iaoIated. 

1-3 THE CLASSICAL INTERACTIONS 

There are onIy two basic origins of force in classical physics, gravita- 
tional mass and electric charge; these give rise, respectively, to the 
universal gravitational force and to electromagnetic forces. 

The attractive gravitational force 1;*, between two point masses rn, 
and m2 separated by a distance r is given by 

t Of course, if the heat capacitim of the liquid and the thermometer were known with 
complete precipion, it would be possible to correct for the heat entering or leaving the 
thermometer. but the heat capacities become known only if the specific heats of the ' 
materials are measured in some prior experiment. The prior experiment, however, if it is 
to give the specific heats without errok, must involve a perfectly ctt1ibrat;ted and corrected 
thermometer, and so on ad infin~tum. 



where G, the universal gravitational constant, is found by experiment to 
be 6.67 x lo-* ' N-mz/kg2. 

The forces between electric charges may be separated into two 
basic types: the electric force and the magnetic force. Coulomb's law 
gives the electric force F, (also the coulomb force} between two point 
electric charges Qi and Q2 at rest or in motion and separated by a 
distance r: 

where k = Il4rre, = 8.99 x lQ9 N-m2/Ca, and to is the electric permitti- 
vity of free space. The electric force F, may be thought of as tmking place 
through an electric field 8, defined as the electric force per unit positive 
charge. Thus, charge Q, creates an eIectric field of magnitude 6, = 
kQ,IrZ at the site of charge Q2 and Q,, finding itself in this eIectric field, 
is acted upon by an electric force of magnitude F, = Q,dt = kQ,Q,/r2.  

The magnetic force arises when two electric point charges are in 
motion with respect to the observer. The magnetic interaction ig  con- 
ceived of as taking place through the intermediary of the magnetic 
field B. Thus, a charge Q1 moving at a velocity v, producea a magnetic 
field B, at the location r of charge Q,; see Fig. 1-4, The magnetic field El 
is given by 

where p0/4n = lo-' Wb/A-m, pa is the magnetic permeability, and 
v, is the velocity of charge Q, ; see Fig. 1-4. Then, the magnetic force on 
charge QZ is given by 

F,,, = Q 2 v 2  X BI (1-7) 

where v, is the velocity of charge Q2; see Fig. 1-5. 
In summary. the total force (excluding the gravitational force) on a 

particle of charge Q and velocity v, situated at a point where the electric 
field is 8 and the magnetic field is B, is given by 

The velocity-dependent force is t h  magnetic force F,; the remaining 
force is the electric force F,. 

FIG.7-4.  iWagneticlie/dBar 
the point P, produced by the 
moving charge Q, . 
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FIG. 1 -5. Magnetic fwce F, 
on th8 moving charge Q1. 
produced b y  the moving 

charge Q, . 

1-4 ELECTROMAGNETIC FFELDS AND WAVES 

Here we set down, without details of their origin, some important 
properties af electric and magnetic fields, their interrelations and, 
especially, the characteristics of classical electromagnetic waves. 

Electric energy may be said to reside in an electric field established 
in space-in the region, for example, between the plates of a charged 
capacitor. The electric-energy density, or energy of the electric field per 
unit volume. is given by 

&d2 
U, = - 

2 
(1-9) 

Similarly, the magnetiwnergy density is given by 

Magneticenergy may, for example, be said to reside in the region between 
the poles of a magnet. 

Not only does an dectric charge create an electric field when at 
rest and, in addition, a magnetic field when in motion, but also a changing 
electric fieId creates a magnetic field (Ampi!re'~ law), and a changing 
magnetic field creates an electric field (Farday's law). This is the 
origin of electromagnetic waves; an oscillating, and therefore accelera- 
ting, electric charge produces in space electric and magnetic fields, whose 
frequencies are the same as that of the electric charge. The fields 
constitute an electromagnetic field which, when detached from the 
electric charge that created it, travels through space at the  peed of 
light c: 

The instantaneourr intensity I of an electromagnetic wave, the 
energy flow per unit time, through a unit area oriented at right angles 
to the direction of wave propagation, is given by 
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The intensity is proportiona1 to the square of the electric field (or of 
the magnetic field B = Blc). An alternative form of this equation for the 
electromagnetic power per unit transverse area, one incorporating the 
relative directions of the energy flow and of the electric field B and 
magnetic field B, is this: 

The vedor intensity I, also known as the Poynting vector, is in the 
direction d energy propagation; it is perpendicular to d and to B, 
which are themselves mutually perpendicular, 

The existence of electromagnetic waves Slaving the pyaperties given 
above wae predicted on theoreticaI grounds by dames Clerk Maxwell in 
1S64. Electromagnetic waves were first obsesved in the laboratory by 
Heinrich Hertz in 1883. The electromagnetic spectrum, ranging from. 
long-wavelength radio waves to very-short-wavelength y rays, is shown 
in Fig. 1-6. A representation of a monochromatic, plane, Iinearly polar- 
ized electromagnetic wave is given in Fig, 1-7. 

y rays 

X-rays 

Ultraviolet 

radio 
o:] W."PS 11 o6 

FIG. 1 -6. The electromegnetic 
spectrum. 
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FIG. 1 -7. A monochromatic, 
plane. line81Iy polafized elecvo = 

magnetic wave. 

When an electromagnetic wave is absorbed by the electrically 
charged particles in a material, the electric field doe8 work on the charged 
particles. Because the charged particles are in motion, the magnetic 
field of the wave produces a magnetic force on them in the direction 
of the propagation of the wave. The radiation force F, acting on a 
material that absorbs completely an eIectromagnetic wave that is 
incident upon it at right angles to the surface is given by 

where P is the power of the abmrbed wave. Since an electromagnetic 
wave produces a radiation force, or radiation pressure, on a material 
that absorbs (or reflects) the wave, one may attribute linear momentum 
to such a wave mccording to the relation 

electromagnetic energy Electromagnetic momentum = - - -- -- - (1-14) 
c 

1-5 THE CORRESPONDENCE PRINCIPLE 

Any theory w law in physics is, to a greater or lesser degree, 
tentative and approximate. This is true h a u s e  applying a physical 
law to situations in which it has not been experimentally tested n a ~ y  
show it to be incomplete or even i n c o r d .  Thus, when we extrapolate 
h m  a theory to unteated ~ituations, we cannot be sure that the theory 
will hold. However, if a new, more general, theory ia proposed, there 
is a completely neliabIe guide for relating this more general theory ta the 
oIder, more restricted, theory. This guide is the corre8pondenceprineipk, 
finst applied to the theory of atomic structure by the Danish phygicist 
Niels Bohr in 1x3. We shall find it helpful to apply this principle in a 
broadened sense, using it to great advantage in relativity physics as well 
as in quantum physics. 
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The Correspondence Principle: We know in advance that any new 
theory in physics, whatever its character or details, must reduce to 
the we12sstablished classical theory to which it corresponds when 
it is applied to the circumstances for which the less general theory 
is known to hold. 

Consider a simple, familiar situation that illustrates the correspon- 
dence principle. When we have a problem in projectile motion of rela- 
tively small range, the following assumptions are made: (1) The weight 
of the projectile is constant in magnitude, given by the mass times a 
gravitational acceleration that is constant in magnitude, (2) the earth 
may be represented by a plane surface, and (3) the weight of the pro- 
jectile is constant in direction, vertically downward. With these assump- 
tions a parabolic path is predicted, and we find excellent agreement 
with experiment, provided that the projectile motion extends over only 
relatively short distances, but if we try to describe the motion of an earth 
satellite on the same assumptions, very serious errors will be made. To 
discuss the satellite motion we must assume, instead, that (1) the weight 
of the body is not constant in magnitude but varies inversely with the 
square of its distance from the earth's center, (2) the earth's surface is 
round, not flat, and (3) the direction of the weight is not constant but 
always points toward the earth's center. These assumptions lead to a 
prediction of an elliptical path and to a proper description of satellite 
motion. Now, if we apply the second, more general, theory to the 
motion of a body traveling a distance small compared to the earth's 
radius at the surface of the earth, notice what happens: The weight 
appears to be constant both in magnitude and direction, the earth 
appears flat, and the elliptical path becomes parabolic. This is precisely 
what the correspondence principle requires! 

The correspondence principle asserts that, when the conditions of 
the new and old theories correspond, the predictions will also correspond; 
that is, a new, general, theory will yield the old, restricted, theory as a 
special approximation. We have, then, an infallible guide to the testing 
of any new theory or law: The new theory must reduce to the theory it 
supplants. Any new theory that fails in this respect is clearly defective 
in so fundamental a way that it cannot possibly be accepted. Therefore 
we know that the relativity and quantum theories must yield classical 
physics when applied to large-scale objects moving at speeds much less 
than that of light. In the next section we shall see another familiar 
example of the correspondence principle. 

1-6 RAY OPTICS AND WAVE OPTICS 

There are two means of describing the propagation of light: ray, or 
geometrical, optics and wave, or physical, optics. Only wave optics is 
capable of explaining such phenomena as interference and diffraction. 
On the other hand, ray optics can satisfactorily describe such phenomena 
as the rectilinear propagation, reflection, and refraction of light. Wave 
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optics is, of come, also able to account for these phenomena, Therefore, 
wave optics is a comprehensive theory of light, while ray optics is an 
adequate theory only in certain restricted situations. 

The correspondence principle requires that the comprehensive 
theory reduce to the restricted theory in the corregpondence limit. Thus, 
wave optics must become, in effect, ray optics in those conditions in 
which such distinctive wave phenomena as diffraction and interference 
are unimportant. W e  know that interfereme and diffraction are clearly 
di~cernible only if the dimensions d of the obstacles or apertures that the 
light encounters are comparable to the warelerrth 1 of the light. When 
I. cc d, the wave treatment gives the same results as the ray treatment. 
Symbolically we can write: 

Limit (wave optics) = ray optics 
q d - 0  

Figure 1-8 illustrates a situation in which we see the transition h r n  
conditions in which wave optics is required ta the simpler conditions in 
which wave and ray optics yield identical results. The figure shows the 
diffraction pattern of monochmmatic light passing through a single 
parallel-edged slit far (a) a wavelength I comparable to  the slit width d, 
(b} a wavelength less than the slit width, and {c) a wavelength namh less 
than the slit width. h the first diagram the wave disturbance is ~pread 
far into the geometrical shadow and has the characteristic alternating 
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light and dark diffraction bands. In the second diagram the diffraction is 
less pronounced, and the light is concentrated mainly within the area 
bounded by the geometrical shadow. In the third diagram, where the 
wavelength is much less than the width of the slit opening, the intensity 
pattern is indistinguishable from that predicted by ray optics.? 

Ray optics is concerned solely with the path of light, which may be 
represented as rays in the direction of light propagation. This suggests 
that a model for describing the character of light is the particle model. In 
such a model light is assumed to consist of small, essentially weightless 
particles, or corpuscles. This model is consistent with the observed 
facts that (1) in free space light follows a straight-line path in the manner 
of a stream of particles; (2) upon reflection light behaves like particles 
making elastic collisions with the surface; (3) upon refraction in a 
transparent material, such as glass, the light behaves as if the direction 
of the particles abruptly changed at the interface; and (4) the intensity 
from a point source varies inversely as the square of the distance from it. 

The most celebrated advocate of the particle theory of light was Sir 
Isaac Newton, He showed that, according to the particle concept, the 
speed of light in a refracting medium should be greater than the speed of 
light in a vacuum. Foucault, however, experimentally found the speed 
of light through water to be less than through air; the wave theory, of 
course, predicts a slower speed in a refracting medium. The Foucault 
experiment, with the earlier work of Young and Fresnel on the inter- 
ference and diffraction of light, convinced physicists that light consisted 
ofwaves, as was first proposed by Huygens. 

Note that until the electromagnetic theory of Maxwell in 1864 
physicists, although they knew light to consist of waves and thus could 
describe interference and diffraction, did not know what it was that was 
waving; that is, they did not know what the wave disturbance consisted 
of. 

1-7 THE PARTICLE AND WAVE DESCRIPTIONS IN  CLASSICAL 
PHYSICS 

In classical physics as well as in modern physics the ideas of particle 
and wave play a central role. Webriefly summarize the characteristics 
of each. 

An ideal particle can be localized completely. Its mass and electric 
charge can be identified with infinite precision, and the particle may be 
considered to be a mass point. Although we find that in nature all 
particles have finite sizes, we may, under appropriate circumstances, 
regard them as mass points. For example, in the kinetic theory molecules 
are considered point particles, although their size is finite and they have 
internal structures; similarly, stars are considered particles when we 
discuss the behavior of galaxies. In short, an object may be considered 
to be effectively a particle whenever its dimensions are very small 

t Between (a) and (b) in Fig. 1-8 diffraction patterns may be complicated, some even 
showing a dark band at the center. 
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relative to the dimensions of the system of which it is a part and when the 
internal structure of the particle is unimportant in the problem under 
consideration. Newtonian mechanics deals with ideal particles; given 
the initial position and velocity of a particle and a knowledge of the 
forces acting on it, we may predict in detail its future position and 
velocity. 

The distinctive characteristic of a wave is its frequency or its wave- 
length. The simplest type of wave is strictly sinusoidal. Consider the 
electric field d of a perfectly monochromatic electromagnetic wave; its 
amplitude is go, its frequency v, and its wavelength 1 .  It travels in the 
positive X direction with a speed u = v l .  Then 

- 
= - los in (o t  - kx) 

where o = 2nv and k = 2 4 1 .  Such a wave shows a sinusoidal variation 
of d in space for any fixed time; conversely, it shows a sinusoidal varia- 
tion of 6 in time for any point x in space. Equation (1-15) requires that 
the electric disturbance extend over all possible values of x for all possible 
instants of time t. 

An ideal wave, one whose wavelength and frequency can be known 
with infinite precision, cannot be confined to any particular region of 
space; rather, the wave must have an infinite extension along the direc- 
tion in which it is propagated. It is a simple matter to show by a hypo- 
thetical experiment that if we are to measure and thereby know the 
frequency of a wave with complete accuracy, the wave must be infinhe. 

Suppose that we have a standard clock for measuring the number of 
wave crests that pass a fixed point per unit time. For simplicity, we 
imagine that the standard clock is an oscillator producing waves whose 
frequency is to be compared with that of some incoming wave. How 
can we state with complete assurance that the frequency of the incoming 
wave is precisely the same as the frequency of the wave generated by our 
standard clock? 

We shall allow the two waves to interfere with one another, so as to 
produce beats. The number of beats per unit time equals the difference 
between the frequencies of the two waves. If the two waves are of 
precisely the same frequency, then we will detect no beats whatsoever. 
Now, if we observe the resultant amplitude of the two interfering waves 
over some limited period of time, we may find no appreciable change in 
this amplitude, but we cannot, on the basis of such a measurement, assert 
that there is none, for we might have found, if we had waited longer, that 
the combined amplitude of the two waves was decreasing or increasing 
(see Fig. 1-9), which would indicate an incipient beat, or a difference 
between the frequencies. To be absolutely sure that no beats occur, 
that the frequencies of the two waves are precisely the same, we must 
wait for an infinite period of time. If, to measure the frequency with no 
uncertainty, we do wait for an infinite time, then the wave we measure 
will have traveled for an infinite time and have an infinite extension in 
space. 



Ths Particle nnd Wnva Daseriptions in Clmssful P h W s  . SEC. 1-7 

Standard rrequency u ,  kl/vl4 

Measured frequency v2 1 / 1 ~ 2 ~  

+ 1 , /JJ -4 
Time -, 

Coml~incd wave pattern show in^ Beats 
of frequency ?.v= I I ) ,  - u2 1 FIG .1-9. Bear pertem resutfing 

from rhe superposition of waves 
d frequencies vi  and v2. 

We now wish to determine how great is the uncertainty in the un- 
known frequency v, when the beats it produces with a standard clock of 
frequency v ,  are observed over a finite time At. If v ,  and v, differ by an 
mount  Av, then Av beats are observed per unit time; the time required 
to observe one complete beat is l /Av  second. On a conservative basis we 
may be confident of observing one beat if we make a measurement over a 
period af time At that ie equal to the time needed for the occurrence of 
one beat; therefore we take At 2 IlAv, or 

If the measured frequency differs from the standard dock's frequency by 
an amount AY, then AY is a measure of the uncertainty in the measure- 
ment of frequency v2. It follows from (1-16) that, if the frequency of a 
wave i~ measured over a very short time, the uncertainty in this fre. 
quency is large, and conversely. To have Av = 0, At must be infinite. 

A relationship giving the corresponding uncertainty in the wave 
length can easily be deduced from (1-16). Suppose that the wave has been 
observed only over the finite time interval At; then during this time the 
wave wilI have traveled a distance Ax = v At, where v is the speed of the 
wave. Therefore, it will have been observed only over the distance Ax. 



CHAP. 1 Some P ~ ~ m i n m r i e ~  

v 
and, from (1-161, Ax z - 

Av 

but since 

we have 

We emit the minus sign, since we are concerned with the magnitudes 
only. Substituting (1-18) in (1-17) yields 

AX A1 1 A2 (1-19) 

If a wave is so observed that its extension in space is uncertain by an 
amount Ax, its wavelength wiIl be uncertain by an amount AA z L 2 1 d r ,  
As (1-19) shows, dl. = 0 only if Ax = a. 

Our discussion on waves up to this point has been concerned only 
with monochromatic sinusoidal waves. Wavepulses, which are wave 
disturbances confined at a given time to some limited region of apace, 
also can be propagated. Any pulse can be shown mathematically ta be 
equivalent to a number of superimposed sinusoidal waves of different 
frequencies. It is for this reason that our andysis was carried out for a 
simpIe, monochromatic, sinusoidal wave. If we compute the number of 
waves of different frequencies that must be added together to give a 
completely sharp pulse, we find that  all frequencies fmm zero to infinity 
must be included (see the analysis below). This agrees completely with 
what we have already found: If a wavepulse is canfined to an infinite 
simally small region of space, then we cannot determine what its wave- 
length is. Actually, we cannot speak of a single "frequency'Yor a 
pulse. 

Wave Packets. A monochromatic wave, traveling along the X axis with a 
velocity u = vA, is represented by 

FIG. 1 -1 0. Frequency spectruh 
r r f  a monochromatic wave. 



7h Partiela md Wavs DsrcriptImns in Cl*ssirml Physlu - SEC. 1-7 

T i r n e t = O  FIG.1- IT.  Spetiaialvariationofa 
monochramar~c wave. 

Here I and v represent the wavelength and frequency, r@ively. The wave 
disturbance A ia given as a function of both position x and time t and has the 
maximum value Ao. The quantity A0 is the amplitude of the wave. For an 
electromagnetic wave A atands for the electric or magnetic field intensity, 
for a sound wave through air it represents the pressure, and for a transverse 
wave on a string it represents the transverse displacement. With the definition 

where k iB the wave number, (1-20) may be written in the form 
Cd 

A = A0 cos b(x - ~ t )  (1-22) 

Figure 1-10 shows the amplitude of a single monochromatic wave having a 
wave number k, or wavelength 2n/k, and Fig. 1-11 shows A aa a function of x 
at the particular time 1 = 0. 

Let us now consider a collection, or packet, of monochromatic waves, a11 
/ 

traveling at the same speed u (showing no diapersion) in the +X direction. 
For convenience we imagine that all the waves have the same smplitude AD 
and that the wave packet includes a11 wave numbera running from k - Ak/2 . 
ta k + Akl2. Therefme, all waves lie within the band of width Ak, na shown in 
Fig. 1-12. If Ak = 0, the band of waves becomes the single, monochromatic 
wave of Rg. 1-10. Figure 1-13, showing the spatial extent of the wave packet 
at time d = 0, corpespondB to Fig. 1-11. 

At the origin ( x  = 0), all the individual waves are in phaae and add con- 
structively, giving, therefore, a large resultant amplitude at this point. As 
we leave the origin in either direction, the waves become increasingly out of 
p h ~ ,  and the algebraic addition af the individual waves gives a resultant 
amplitude A, which rapidly approaches zero. 

Using the principle of superposition, we now compute for any point x and 
any time t the resultant amplitude A composed of contributions of all mono- 
chromatic waves within the band Ak. We sum the individual cantributions 
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FIG. 1-1 2. Frequency specburn 
of a packet of weves. 

A k  dk from R - AkJ2 to L + Ak12. It is convenient to let x - vb = x'. Then 
(1-22) k m e a  

Ah = Aoawhr' 

where A. ia now the amplitude: per unit k. The resultant dimlacement is 
given by 

We can aimpIify t h i a  by using the trigonometric identitg 

 in (a + b) - sin (a - b) = 2 Ptin b cos a 

FIG. 1 -1 3. Spetiat variation of 
s packet af monochromatic 

WB ve5. 

.K - 
Time t = 0 
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The firat three diagram8 of Fig. 1-14 show the separate factors of (1-24) 
plotted againat x', and the Iaat two show the resultant wave A and the en- 
velope of AZ as a function of x'. Inasmuch a~ x' is equal to x - vt, Rg. 1-14.e 
is a "snapshot" of the intensity (proportional to  the square of the amplitude) 
of the wave. 

More than onehalf of the total energy of the wave packet in within the 
region 2xIAk (the shaded area of Fig. 1-lrie is approximately threequarters of 
the total area under the curve). The uncertainty hz in the width of the wave 
packet (at any instant of time) ie at least as large as 2nlAk: 

We have introduced the wave number k merely for convenience in evalua- 
ting the inkgrals. To rewrite (1-25) in terms of A = 24k, we star t  with 

# cos .~, 'b 

! ; I=? sin 

i 

I '/' 

1 (el - .- - ..- . --  . FIG. 1 -1 4. Spatial variation of 

\ 
- - rhe facton appearing k Eq. (T. 24) 

: ' for 8 wave packet and the 

I resultant wave A and envelope of 
A2, all as a function of x'. 
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and (1-25) becomes 
Ax AA 1 A2 

This equation shows that, if Al. is small (that is, if the wave packet consists of 
almost monochromatic waves), then the spatial extent of the wave packet, Ax, 
becomes very large. On the other hand, if a wave disturbance is to be confined 
to a very small region in space, Ax, then M must be very large; that is, one 
must add together monochromatic waves over a wide range of wavelengths. 

Waves and particles play such an important role in physics because 
they represent the only two modes of energy transport. We can transport 
energy from one point in space to a second point only by sending a 
particle from the first to the second site, or by sending a wave from the 
f i s t  to the second site. Particles and waves are the only means of 
communicating between two points. For example, we can signal another 
person by throwing an object a t  him (particle), calling to him (sound 
waves), motioning to him (light waves), telephoning him (electric waves 
in conductors), or radioing him (electromagnetic waves). 

Only three interactions, or modes of energy transfer, are possible 
between particles and waves: (1) the interaction between two particles, 
(2) the interaction between a particle and a wave, and (3) the interaction 
between two waves. Two particles interact when they collide. An 
electric charge generating an electromagnetic wave is an  example of the 
interaction between a particle and a wave. This wave canin turn interact, 
and give energy to, a second charged particle.? There is no interaction 
between two waves, and their combined effects a t  any point in space are 
governed by the principle of superposition, which states that one can 
superimpose two or more wave disturbances to find the resultant dis- 
turbance. Everyone has seen this: If two water waves travel, say, a t  
right angles to one another on a pond, they interfere with one another 
a t  the point where and time when they cross and then travel onward as if 
each wave were completely oblivious of the existence of the other. This 
behavior is in contrast to the behavior of two small, impenetrable par- 
ticles, which cannot occupy the same spot a t  the same time. The super- 
position principle is, of course, the basis for treating all problems in 
interference and diffraction. . 

1-8 PHASE AND GROUP VELOCITIES 

When two sinusoidal waves of different frequency travel through a 
medium in the same direction at  the same speed, the energy transported 
by the resultant wave also travels at  the same speed as the individual 
component waves. But when waves of different frequency travel through 

t See R. T. Weidner and R. L. Sells, Elementary Classical Physics. 2nd ed., Sec. 35-6, 
Allyn and Bacon, Inc., Boston, 1973. 
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FIG. 1 -1 5. Two rnonochromatic 
waves of differing frequency end 
their resufianr. 

the same medium at different wavespeeda, the energy is transported at a 
speed-the group velocity-which diffem from the phase velocity of 
either of the component waves. 

Consider first sinusoidal waves of fmquenciea v ,  and v, traveling 
through a medium at the same speed. For simplicity we take the ampli- 
tude A to be the same for the two waves. The resultant waveform, at one 
instant of time, is found by superposing the component waves, as shown 
in Fig, 1-15. (Note that Fig. 1.15 is a snapshot ofthe component waves and 
their resultant as a function of displacement along the direction of wave 
propagation; it looks like, but is not the same as, Fig. 1-9, which shows 
the component and resultant oscillations at one point in space as a 
function of time.) The alternating constructive and destructive inter- 
ference of the individual waveforms produces a slowly varying enveIope. 
Since the energy of a simple harmonic oscillator is proportional to the 
square of the amplitude of oscillation, the energy carried by the resultant 
wave is concentrated in regions where the amplitude of the envelope is 
large. Thus, the speed with which the waves' energy is transported 
through the medium is the speed with which the envelope advances 
through space. But, for equal component wavespeeds, the speed of the 
envelope--the so-called group velocity-is the same as thephase velocity v 
of either component wave. By the phase velocity is meant the speed 
with which a point on the wave of constant phase, such as a crest, travels 
along the propagation direction. B y  definition, 
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for a frequency v,  wavelength A, angular frequency rn = 2nv, and wave 
number k = 27cJL. When wares of all frequencies have the same phase 
velocity, riding with the crest of one wave is Iike riding with the crest of 
any other wave, or with their reaukant. 

Now consider two sinusoidal waves of slightly different frequencies 
that travel through the same medium in the same direction, but with 
different phase velocities: vl = v , l ,  = w, /k ,  and q = v,12 = o,/k2. 
Such a medium is said to exhibit dispmiun. A simple example is a 
refxacting medium through which polychromatic Iight passes. W e  know 
that violet light travels through glass at a lesser speed than does red 
light (the refractive index for glass is greater for violet, than for red, 
light); consequently, white light passing through a prism of glass is 
dispersed into a spectrum. 

It is easy to see that the group velocity v,, differs from the phase 
velocity in a dispersive medium. Because one of the two sets of waves of 
different frequency travels faster than the other, riding on the crest of 
one wave i~ not the same as riding on the crest of the other wave, and a 
region of stmng interference shifts as one wave gains on the other, 
The resuitant wave envelope no longer remains locked to either compon- 
ent waveform. As Fig. 1-16 shows, in a time t a crest of the wave of fre- 
quency v ,  (or any other point of constant phase) advances a distance vl t ,  
while a crest of the other wave advances a different distance v,t. During 
the same time the envelope ahifb by an amount v,d. 

A single sinusoidal wave traveling along the positive X axis mag be 
represented by A sin Zn(vt - x/A) = A sin (wt - kx). Then the resuItant 
displacement y of two waves described above is given as a function of x 
and t by 

y = A sin (w l f  - K t x )  + A sin (w,t - k,x) (1 -27) 

Using the trigonometric identity, 

a + B  a - 8 -- sin a + sin B = 2 cos - 
2 2 

FIG. 1-16. Orre waveadvances 
at the phase speed u,  . a second 

monochrorneiic wave of different 
L--- WKrf + 

_c---_ 

, - -+- - - - - -  -1 , , frequency advances at the ,ye- 
#' '. --<., ------m phase speed Y,, and the envelope 

\ ,/' *. "F.7 of their resultan; advances at the 
group speed v,.. 
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we may rewrite the resultant wave in the form: 

If the component waves differ only slightly in angular frequency and 
wave number, we may write 

w1 + w2 0 = ---- kl + k2 and k = -- 
2 2 

where w and k now represent average values. We may also write the 
differences as  

d o  = wl - w2 and dk = k ,  - k2 (1-30) 

Using (1-29) and (1-30), we write (1-28) in the simpler form: 

dw dk 
y = [ 2 ~  cos (- t - - x)] sin ( a t  - kx) 

2 2 

The equation for the resultant wave is comprised of two factors: The 
first (in brackets) represents the envelope, while the second represents an 
"average" component wave traveling with phase velocity, vphase = w/k. 
The group velocity is that of the envelope, and we find it, as in the case of 
the phase velocity, by taking the ratio of the coefficients o f t  and of x. 
Thus, 

dw 

The group velocity is the derivative of w with respect to k, whereas the 
phase velocity is the ratio of w to k. Writing w as vphk, we have 

If the phase speed is the same for all frequencies, and dvph/dk = 0, the 
phase and group velocities are the same. But, for a dispersive medium 
with a frequency-dependent phase velocity, the group velocity exceeds 
the phase velocity when dvDh/dk > 0, and the group velocity is less than 
the phase velocity when dv,,/dk < 0. 



Relativistic Kinematics: 
Space and Time 

The theory of special relativity, set forth by Albert Einstein in 1905, 
is fundamental to all modern physics and one of the greatest achieve- 
ments of the human intellect. Despite the fact that it is often regarded as 
being esoteric and recondite, we shall find that its principal features arise 
in a natural way from the two fundamental postulates of relativity. 
The first postulate, the principle of relativity, is basic also to classical, or 
newtonian, mechanics; the second postulate, the constancy of the speed 
of light, is at seeming variance with it and also with Postulate I, if the 
classical concepts of space and time are adhered to. It was the brilliant 
work of Einstein that reconciled the two postulates in a self-consistent 
theory of the physical universe, a theory which in many fundamental 
respects is quite different from that presented in classical physics. The 
theory of special relativity is not hypothetical or conjectural, inasmuch 
as a variety of experiments have finnly established its essential 
correctness. 

Since relativity theory plays a major role in the study of atomic and 
nuclear physics, we shall discuss it in some detail. In this chapter we 
shall deal with relativistic kinematics, or the relativity of space and 
time, and in the next chapter with relativistic dynamics, or the relativity 
of momentum and energy. 
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2-1 THE PRINCIPLE O F  RELATIVITY 

Let us first explore the meaning and consequences of Postulate I in 
the light of classical physics. 

Postulate I,  The Principle of Relativity: The laws of physics are the 
same, or invariant, in all inertial systems-that is, the mathematical 
form of a physical law remains the same. 

An inertial system is defined as a coordinate frame of reference 
within which the law of inertia, Newton's first law, obtains. A body that 
is subject to no net external force will move with a constant velocity 
if it is in an inertial system. A simple test of whether an observer is 
within an inertial system can be made by having him throw an object 
and then noticing whether this object travels in an undeviating path at a 
constant speed. It would do so only in a truly inertial system, and such a 
system can exist, strictly speaking, only in empty space, far from any 
mass. A reference, or coordinate, system attached to the earth's surface 
may, however, be regarded as an approximately inertial system when 
the gravitational force on a body is balanced by a second force. Thus, 
an object sliding on a frictionless, flat plane on the earth would move in a 
nearly? straight line with a nearly constant speed. The first postulate 
of relativity physics implies that all inertial systems are equivalent in 
that no one inertial system can be distinguished by any experiment in 
physics from any other inertial system, since the laws of physics are the 
same for all inertial systems. 

To examine the full significance of Postulate I we must find the 
relationships between the spatial and temporal coordinates of one 
inertial system and the spatial and temporal coordinates of a second 
inertial system moving relative to the first. 

2-2 GALILEAN TRANSFORMATIONS 

The equations in classical physics that relate the space and time co- 
ordinates of two coordinate systems moving at constant velocity relative 
to one another are called the galilean (or newtonian) transformations. 

Consider two observers, 1 and 2, located in two separate coordinate 
systems, St and S,, respectively. System S2 travels with a constant 
velocity v to the right with respect to S t ;  conversely, St moves to the 
left with a velocity -v with respect to S2. See Fig. 2-1. For convenience 
we choose the X axes coincident and parallel with v, the velocity of 
S, relative to St ; the positive directions of XI and & are in that direction 
of v. We can speak only of the relative motions of St and S,. Each 
observer carries a meterstick and a clock to measure the location and 
time of a particle or object relative to his own system. System St is 
imagined to have an infinite number of observers, one at each point in 

t The body will deviate from its straight-line motion because of the earth's rotation about 
its axis. 



CHAP, 2 . RaMiviare Elhuntati~b: S m  ~d flmr 

FIG. 2-1. Spec  a d  time 
coordinates of en event E as 
measured by two observers 

moving ar a constant relntive 
velocity v. 

apace. A11 these obserpers, at r e a t  with re~pect to one another, have 
identical metersticks and synchronized clocks. In a classical-physics 
system it i s  not difficult to synchronize these clbcks with one another, 
since, we asmuma, a signal can be sent from one point in space to another 
at infinite speed. That is, when a clock at the origin of S, reads time t l ,  
all other clocks in S, read the same time tl. For simplicity all the many 
observere at rest in Sl wilI be referred to as observer S, .  Similarly, all of 
the many observers at rest in Sz will be called observer Sz. 

By specifying the location and time of some physical phenomenon, 
such as the explosion of a small h m b ,  an observer describes an event. 
The apace and time coordinates of an event E (Fig. %I), aa described by 
observer S,, are (z,, y ,, 2, ; t , ) ;  the coordinates of the same event, as 
described by observer & are (x,, yz, 2,; t,). The space coordinates 
x , ,  y ,, and zl give the distances of this event f?om the origin in the X, Y, 
and Z directions ae meaaured by the meteratick of observer S, ,  and the 
time coordinate 1,  gives the time of this event as measured by the clock 
of observer S,. 

W e  assume that observers Sl and Sa have synchronized their clacks 
and compared their metersticks when they were temporarily at. rest with 
respect to one another. System S, is then set in motion with respect to 
system S,, the clocks being set such that, when the origin of & passes 
the origin of S,, both clocks read zero. When 1, = 0, then t, = 0, and 
at this instant x ,  = xa. It is f m h e r  assumed that the Y and 2 axes of the 
two coordinate systems are always respectively parallel. 

From Fig. 2-1, we can immediately write down the galilean coordinate 
transformations expressing the space and time ceordinates ae measured 
by ohrver  S2 in terms of the coordinates as measured by observer S, for 
the same event: 

Galilean coordinate tranfiformatlona: 
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That y, = y ,  and z, = 2, follows from the fact that the relative motion 
between systems S, and S,  is at right angles to these coordinates. To 
obtain the coordinates of system S, in terms of system S,, we merely 
interchange subscripts and change v to - v ;  this is proper, because the 
labels 1 and 2 are purely arbitrary. Saying that S2 moves with velocity v 
with respect to S, is equivalent to saying that S, moves with a velocity 
- v with respect to S,. 

These classical transformation equations may seem completely 
axiomatic and self-evident, but it is crucial for us to appreciate the 
profound assumptions implicit in them. 

The assumptions are that space is absolute and time is absolute in 
the following sense: The space interval between any two events is the 
same for all observers, and the time interval between them also is the 
same for all observers. From the point of view of the galilean transforma- 
tions the assumption of absolute space intervals means to us that, if 
observers S, and S2 compare their metersticks at the same time and find 
them to be of the same length, then they will always thereafter find them 
to be of the same length, regardless of the relative motion. The absolute 
nature of time intervals, as incorporated in the galilean transformations, 
implies that if observers S, and S, have clocks that are synchronized 
and calibrated against one another initially, they will thereafter always 
agree, quite apart from their relative motion. Our everyday common- 
sense ideas of space and time are contained in, and expressed formally by, 
galilean transformation equations. 

The velocity and acceleration transformations follow directly from 
Eqs. (2-1) by differentiation with respect to time. We define the X 
component of the velocity measured by observer S1 as dxl /d t l ,  and for 
convenience we designate it by k, ,  the dot above the coordinate signify- 
ing the first derivative with respect to time. Similarly, we write the 
Y and Z velocity components as 3 ,  = dy,/dt,  and d l  = dz l /d t l .  The 
velocity components in system S, are k, = dx2/dt,, etc. The acceleration 
is given by f, = d2xz/dtz2, etc., for observer S,. It is important to grasp 
the exact meaning of the concept of velocity. We define dx,/dt,  as the 
limit of the distance traversed in the Xdirection, or dx,  measured by the 
meterstick of observer S,,  divided by the time interval dt ,  measured by 
the clock of the same observer, S, ,  both as the time interval approaches 
zero. It is meaningless to speak of dx,/dt,  etc., since the measurement 
of length and time for determining velocity must be made with respect to 
a single coordinate system. For the galilean transformations this careful 
definition of velocity may not appear important, since time is regarded 
as absolute, dt ,  = dt,, and therefore dx,/dt,  = dx, /d t , ;  we shall find 
later, however, that the coordinate transformations that satisfy the 
postulates of the theory of special relativity do not have such simplicity. 

By differentiating Eqs. (2-1) we immediately obtain the velocity 
transformations, and the derivatives of these give the acceleration 
transformations : 

Galilean velocity transformations: 
k, = x1 - v 
92 = 31 
2, = dl  
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FIG. 2-2. CoIWon af two 
partr'cles hP viewed by two 

observers moving at 43 constant 
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Galilean acceleration trmsfonnations : 
G = 3, 
Y2 = 91 
& = g1 

Equations (2-2) show that the velocity of a particle as meaeuned in 
system S2 is equal to the velocity of the same partide as m e a a h  in S,  
minus the velocity v of S, relative to S,. Thus, relmitiee may be com- 
bined in accordance with the usual rules of vector addition. From 
Eqs. (23) we see that the corresponding acceIeration components in two 
inertial system, moving with respect to one another at a constant 
velocity, are equal. 

2-3 INVARIANCE OF CLASSICAL MECHANICS UNDER 
GALILEAN TRANSFORMATIONS 

To see more dearly the significance of Pdulate I, the principle of 
relativity. Iet us conaider two well-known physical laws of mechanics 
under a galilean transfomtion: the conservation of linear mamenturn 
and the conservation of energy. 

Conservation of Linear Momentum. We suppose that an okmer  in 
system S, watches a head-on collision between two particles of 
respective masses rn and M, see FYg. %2a. Figure 2-2b shows the same 
collision as seen by an observer in S ,  , As before, syetem S2 moves to the 
right of system Sl with a velocity v, and the velocities measured by the 
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two observers are related by the galilean velocity transformations, 
Eqs. (2-2). 

The notation used in Fig. 2-2 is this: The small letters and large 
letters refer to two particles of masses m and M, respectively; the sub- 
scripts 1 and 2 refer to the two observers, respectively; and the unprimed 
and primed velocities refer to velocities measured before and after the 
collision, respectively. 

We now ask, "Is the law of conservation of momentum a good 
physical law in the sense that it satisfies Postulate I of relativity theory 
and, therefore, is invariant under a galilean transformation?" To 
answer this question, we must see whether observers S1 and S2 will find 
the same mathematical form for the statement of the conservation of 
momentum law as each watches the same head-on collision of the masses 
m  and M and measures the velocities with his own meterstick and 
clock. 

For the observer in the inertial system S2 the conservation of 
momentum law is written 

Momentum before collision = momentum after collision 

Therefore, mk2 + MX2 = mkh + M x i  (2-4) 

Using the galilean velocity transformations, we can rewrite this equation 
in terms of the velocities measured by the observer in inertial system S t ,  

which reduces to rn3, + MXl = mk; + MXi (2-5) 

Equations (2-4) and (2-5) are of identical mathematical form; that is, they 
differ only in the subscripts 1 and 2. Therefore, an observer St in some 
one inertial system and an observer S2 in any other system that moves with 
a constant velocity with respect to S ,  would both agree that momentum 
is conserved. In short, the conservation of momentum law is a "good" 
law of classical mechanics. It must be noted, however, that the total 
linear momentum mf + MXl before (or after) the collision as observed 
in S ,  is not the same as the total linear momentum mk2 + Mx2 before 
(or after) the collision as observed in S2, the total momentum being 
greater in St in this example. 

lnvariance of Newton's Second Law. Let us show that Newton's second law 
of motion is invariant under a galilean transformation. Consider two bodies, 
of respective masses m and M, that interact with one another as a result of some 
force, such as the gravitational force. If no net external force is applied to the 
system (the two bodies), the system is isolated, and the total linear momentum 
of the system must remain constant. For simplicity we assume that both masses 
lie on the X axis and move along it. Observer S1 states this in the form 

m f l  + M x 1  = constant 

Taking the time derivative of this equation gives 
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Because the force acting on a body is defined in terms of the rate of change of 
that body's momentum, the left-hand side of this equation is the force f l  on 
m because of M, as measured in S l ,  and the right-hand side is the force Fl on 
M because of m, again as measured in S1.  Therefore, 

which is Newton's third law. 

Now considering the force acting on the mass m alone, we have 

where it is assumed that the mass m has the same value in all inertial systems. 
In a similar fashion observer Sz would write 

d .  - - m x Z  = mxIz 
- dtz 

Equations (2-3) show that f = Z z ,  and therefore from (2-7) and (2-8) i t  is seen 
that f l  = f z .  From the invariance of Newton's second law and from the fact 
that the forces and acceleration are unchanged it immediately follows that, 
if S1 is an inertial system, then Sz,  which represents any coordinate system 
moving with respect to S1 at  a constant velocity v, is also an  inertial system. 
From the point of view of Newton's second law, all inertial systems, of which 
there are an infinite number, are equivalent and indistinguishable. Clearly, 
any coordinate frame of reference that is accelerated with respect to some iner- 
tial system cannot itself be an inertial system, because no longer does 4, = xF 
hold. 

We shall restrict our considerations to the special case, that of inertial 
systems moving with a constant velocity with respect to one another, and shall 
not discuss the more general case, in which one system is accelerated with 
respect to another. Thus our discussion will be confined to the theory of 
special relativity; the more general case of accelerated systems is treated in 
the theory of general relativity. 

Conservation of Energy. To examine the invariance of the energy- 
conservation law under a galilean transformation, consider again the 
collision in Fig. 2-2, assuming it to be perfectly elastic (although this 
might seem to rule out inelastic collisions, all collisions are elastic 
collisions at the subatomic level). 

From the viewpoint of observer S2 the conservation of energy law 
is written: 

Kinetic energy before collision = kinetic energy after collision 

This equation may be rewritten in terms of the velocities as measured 
by observer S,  by using Eqs. (2-2), the galilean velocity transformations: 

Using (2-5), the invariance of the conservation of momentum law, we 
may cancel the terms involving v and, because the terms in vZ also 
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cancel, there remains 

t - m ( ~ , ) ~  + +M(X1)' = 3m(k;)2 + .)M(Xi)2 (2-10) 

Equations (2-9) and (2-10) are of identical mathematical form, differing 
only in the subscripts 1 and 2; therefore, the conservation of energy 
law is valid for all inertial systems. 

We have found that the laws of classical mechanics (the conservation 
of momentum, Newton's law of motion, and the conservation of energy) 
are all invariant under a galilean transformation. Thus, all inertial 
systems are equivalent in classical mechanics, and it is impossible by 
means of any experiment in mechanics to distinguish one inertial system 
from any other. The invariance of the laws of mechanics, which has been 
formally proved here, is implicitly assumed in all elementary physics. 
For example, we are confident that a ping-pong game played on a moving 
train will follow the same physical laws for an observer fixed on the 
ground as for an observer traveling with the train. 

We may draw another conclusion from the invariance of the laws of 
classical mechanics under a galilean transformation, namely that the 
basic transformation equations confirm our assumption of the absolute 
character of space intervals and time intervals. Our analysis has also 
contained the assumption that the mass of a body is a constant and is 
completely independent of its motion with respect to an observer, so that 
it may be said that the galilean transformations and classical mechanics 
imply that length, time, and mass, the three basic quantities in physical 
measurements, are all independent of the relative motion of an observer. 
As we shall see, the relativity physics of Einstein drastically revises this 
notion. 

2-4 THE FAILURE OF GALILEAN TRANSFORMATIONS 

One might well ask whether the laws of electromagnetism are 
invariant under a galilean transformation. Inasmuch as Postulate I 
requires that all the laws of physics be invariant, the galilean transforma- 
tions are universally valid only if they also can be shown to be invariant 
under the transformations. 

To examine this question, we shall restrict our discussion to the 
propagation of electromagnetic waves, because this alone will enable us 
to analyze the invariance of classical electromagnetism, but first we 
shall consider a situation in mechanics. 

Assume that a sound pulse is traveling to the right with respect to 
the medium transmitting it. The medium is assumed to be at rest in 
system S t ,  and the velocity of the pulse, as measured in S,, is 2,. By 
"velocity" we mean its velocity with respect to the medium in which it is 
propagated, which in this example is air. For an observer in S2 moving 
at a velocity v with respect to S, the measured (apparent) velocity by 
Eqs. (2-2) is 2, = 3, - v (Fig. 2-3). Therefore, the observer in S2 measulds 
a velocity of the sound pulse which is different from that measured by an 
observer in S , .  
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FIG. 2-3. A pulse as viewed by ' 
two obse~ers moving at 8 

constant relative vekcily v. 

We illustrate this by an example. A ~ o u n d  pulse from a cannon 
travels at l,kW ftls (*,) in still air with respect to the earth (S,). An 
observer in an airplane (S2), moving at 400 ftls (v)  away from the eource 
of the pulse, measures a velocity k2 = f, - v = 1,100 - 400 = 700 ftls. 
This is the velocity of the pulse with rmect  to hk inertial frame (S,). 
On the other hand, if the airplane approaches the source, then u = 
-400 ftls and R, = 1,100 + 400 fils, and the observer in SZ meamures 
the speed of the pulse as 1,500 ftls. It follows that, in general, the 
measured   peed of a ~ound pulse depends on the relative speed obtaining 
between the observer and the medium through which the pulse travels, 
and only when the observer is at rest with respect to the medium (here. 
air) will he find the measured  peed to  have the same value in all direc- 
tions. This result i confirmed by experiments with sourad 'waves. However, 
the measured velocity of the sound pdse in the system S,, in which the 
air is at rest, dws not depend on the velocity of t h  source of the sound. Of 
c o w ,  if a source of sound generates ginuaoidd variations in the air 
press-, rather than a pulse, the frequency and wavelength of the sound 
will, according to the DoppIer effect, depend on the relative motion of the 
source and the medium, but the velocity of propagation ofthe disturbance 
will be independent of the source's relative motion. 

W e  now turn to the completely analogous case of light. A pulse of 
light travels to the right with respect to the medium through which it is 
propagated at a speed &, = c (Fig. 2-3). The medium of light propagation 
historically was given the name ether. Because nineteenth-century 
physicists were firmly convinced that a11 physical phenomena were 
ultimately mechanical in origin, it was for them unthinkable that an 
electromagnetic disturbance could be propagated in empty space. Thus, 
the ether concept was invented. The only conspicuous property attributed 
to ether was that it '"carried electromagnetic disturbances and that in 
an inertial ~ystem in which it was at rest, and in such a aystem alone, 
the speed of light was equal to c. 

In terms of the galilean transformations an observer at rest in S, 
measures the speed of the light pulse as c in the X, direction and dm in 
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any other direction in which the pulse might travel. Any observer at rest 
in another system S, measures the speed as k2 = k1 - v = c - u 
when S2 travels to the right; when St moves to the left, he measures a 
different speed, c + v. This implies that the speed of light measured by 
any observer except one in Sl depends on the velocity of the coordinate 
system with respect to the medium, the ether, through which the pulse of 
light is propagated. Therefore, the speed of light is certainly not in- 
variant under galilean transformations. In fact, if these transformations 
apply to light, then there exists in nature a unique inertial system in 
which the ether is at rest; in this system, and in this system alone, is the 
measured speed of light exactly c. 

The essence of an experiment made to find and confirm the existence 
of the ether is simple: It is to measure the speed of light in a vdriety of 
inertial systems, noting whether the measured speed is different in the 
different systems and, most especially, whether there is evidence of a 
single, unique inertial system, "the ether," in which the speed of light 
is c. To perform such an experiment, however, is a far more difficult task 
than to perform one with sound waves because of the very high speed of 
light. In one of the most celebrated experiments of all time, in 1887, 
Michelson and Morley sought to find this unique inertial system. The 
experiment was simply that of determining whether there was a change in 
the measured speed of light as the earth drifted through a conjectured 
ether in its axial rotation and its revolution about the sun. 

Let us analyze how the Michelson-Morley experiment, or its con- 
temporary form with microwaves or laser beams, was an attempt to find 
the unique inertial system. It is assumed that the unique inertial system 
is the system S, .  The experimenter has no prior knowledge of whether 
he is at rest in S ,  ; hence, he must assume that he is, in general, in any 
system S,, which moves with a velocity v with respect to S, .  When at 
some moment he is at rest in S, ,  then S2 is S , ,  and the speed of light 
is measured as c, but 6 months later, when the earth is moving in the 
opposite direction in its motion around the sun, then S, will surely be in 
motion with respect to S , ,  and the measured speed of light now will be 
different. 

Because of the extremely large magnitude of c compared with the 
orbital speed of the earth, a measurement of the speed of light on earth 
must, for practical reasons, be based on a measurement of the time inter- 
val required for a light beam to travel a known distance from some 
starting point to a reflecting mirror and back again. By measuring the 
time for a round trip, one cannot measure the speed in a single direction; 
rather, one measures the average speed over the two opposite directions 
along a single line. The time for a trip from A to B and then back to A 
is the same as the time for a trip from B to A and then back to B. Clearly, 
then, one must compare time intervals for round trips along two non- 
parallel lines: The effect is a maximum when one compares the time 
intervals for lines parallel to the ether flow and those for lines at a 
right angle to it. 

Consider a cylinder of length 1 which is at rest in system S, and 
aligned along the X, axis, the direction relative motion of systems S1 
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FIG. 2-4. Time of fight af a 
/$bt pulse as measured b y  two 

observers traveling at  a constant 
~elarive velocity v. The puke 

moves parallel re v. 

and S, (Fig. 2-4d to f ) .  As before, S, moves to the right with a velocity v 
relative to the unique inertial system, S,, the ether. While a light pulse 
travels to the right, an observer in S2 measures the speed of the pulse as 
c - v, and the time required for the pulse to reach the right-end plate is 
Mc - v);  after being reflected, the pulse travels to the left with a speed 
c + o relative to S, and reaches the left-end plate in a time Y(c + u). 
Therefore, the time interval At, for the light p u l e  to travel a complete 
round trip is 



The sequentse of events aa seen by an observer in Si is illustrated in 
Fig. 2-4a to c. 

Now consider the situation in which observer S, aligns the same 
cylinder along his Y, axis. The time interval required for the pulse to 
travel a round trip between what are now the bottom-end and topend 

+ v Aty+ t ,  = at, 

Ic)  

FIG. 2-5. Time of llght of a 
light pulse as measured by two t 2  = A t y  obsewers traveling at a constant 
relative velocity v. The puls~ 

I f )  moves perpendicu/8r m v, 
according to observer S2. 



CHAP. 2 Relativistic Kinematics: Space and Time 

plates is designated by At,. The sequence of events, as seen by observer 
S,, is shown in Fig. 2-5a to c, and as seen by observer S2, in Fig. 2-Sd to f. 
From the point of view of observer S, only a light pulse that leaves the 
origin of system S, in the particular direction 8, necessarily traveling at 
the speed c, will reach the center of the top-end plate at A, as shown in 
Fig. 2-5b. The pulse goes from 0 to A at a speed c in a time Aty/2, while 
the cylinder goes from 0 to B at a speed v in the same time. Therefore, 

c At, v At, 
OA = -- OB = -- and A B = l  

2 2 

But OA2 = OB2 + AB2 

By substitution 

Solving for At, gives, finally, 

At, = 
21/c 

Ji - (v/c)~ 

Comparing (2-11) and (2-12) shows that At, # At,; that is, the time 
taken by the light pulse in a round trip is not the same for the two 
perpendicular orientations. Of course, if the cylinder were at rest in 
system S,, then v would be zero, and 

21 21 
At, = - and At, = - 

C C 

Therefore, At, - At, = 0 when v = 0. When system S2 is in motion 
with respect to system S,, 

"'[ ( ~ ) ~ ] - l -  [l-(;)2]-112) At, - At, = - 1 - - 
C 

It may be assumed that v/c << 1. The binomial expansion can be used 
(neglecting higher-order terms) to yield 

Since the time for a round trip is approximately At, = 21/c, according to 
(2-11) and (2-12), the maximum fractional change in the round-trip time 
interval for reorientation at 90" is, according to (2-13), 

At, - At, - 2 - 
At, 2cZ 

The maximum speed v attainable on the earth is the orbital speed of the 
planet earth around the sun, 3 x lo4 m/s. Substituting this value in 
(3-14) shows that the fractional change in the round-trip time interval 
might be as large as 5 x or five parts in 1 billion! But Michelson 
and Morley were confident of being able to detect a change, should it 
occur, 100 times smaller than this, that is, five parts in 100 billion. 
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Using a precision optical instrument, the interferometer developed a 
few years earlier by Michelson, Michelson and Morley were able to 
measure indirectly the difference between At, and At,. This was accom- 
plished by dividing a light beam into two separate beams that traveled 
at right angles to one another, were then reflected back along their 
respective paths, and were finally combined to form an interference 
pattern. Performing this experiment many times, at various times of the 
year and in various locations, Michelson and Morley always found that 
At, - At, was zero; that is, the result was always null.? 

This can have only one meaning: Any inertial system S2 behaves as 
i f  it were the unique inertial system S, ; or the measured speed of light in 
every inertial system is found to be the same, namely c, for all directions 
and for all observers. Therefore, there is no experimental evidence of a 
unique inertial system, or ether, inasmuch as all inertial systems are 
equivalent for the propagation of light. This fundamental assertion of the 
constancy of the speed of light for all observers is supported, not only by 
the Michelson-Morley experiment, but by a variety of other experiments, 
as we shall see. 

2-5 THE SECOND POSTULATE AND THE LORENTZ 
TRANSFORMATIONS 

We may now write down the second postulate of relativity. 

Postulate 11: The speed of light in a vacuum is a constant, inde- 
pendent of the inertial system, the source, and the observer. 

This postulate, based on experiment, is obviously incompatible with 
the galilean transformations, because these transformations require that 
the measured speed of light depend on the motion of the observer. 
Einstein observed the inconsistency between Postulate I1 and the 
galilean transformations. Postulate I1 could not be relinquished, for it 
was an experimental fact. The galilean transformations, despite their 
apparent success in classical mechanics and their obvious appeal to our 
common experience, had to be supplanted by less restrictive transforma- 
tions, which would reduce to the galilean transformations under 
appropriate conditions. How drastic such a change would be is demon- 
strated by the fact that our very ideas of space and time and their 
apparently absolute character are contained in the galilean trans- 
formations. 

t A number of workers have conducted similar experiments. Two particularly interesting 
ether-drift experiments are those of Essen and of Jaseja and his colleagues. The experi- 
ment made by L. Essen (Nature, vol. 175, p. 793, 1955) is the microwave radio analog 
of the optical Michelson-Morley experiment, in which short-wavelength radio beams 
replace the light beams, and beats between two resonant cavities at right angles to one 
another are observed rather than the interference between two light beams. The experi- 
ment made by T. 5. Jaseja, A. Javin, and C. H. Townes (Physical Review, vol. 133, p. A1221, 
1964) compares the highly monochromatic infrared frequencies of two lasers, whose axes 
are perpendicular to each other. The precision of either of these experiments greatly 
exceeds that of the original Michelson-Morley experiment. 
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Having seen that the galilean transformations were fundamentally 
defective, Einstein sought coordinate transformation equations that 
would be in harmony with Postulates I and 11, which state the invariance 
of physical laws under coordinate transformations and the invariance of 
the speed of light. The two postulates, which have been discussed separ- 
ately thus far, may be regarded as a single postulate, in which the 
invariance of the speed of light is regarded as a fundamental physical 
law. 

We shall find, as did Einstein in 1905, the transformation equations 
that satisfy the relativity requirements. These equations are known as 
the Lorentz transformations, because they were originated, in 1903, in his 
theory of electromagnetism, by H. A. Lorentz. 

For simplicity let us consider motion in the X Y  plane only and the 
relative motion of two inertial systems along the X axis. Inasmuch as 
both the Z axis and the Y axis are perpendicular to the direction of 
relative motion of the two systems, the behavior along the one will be 
the same as that along the other. The most general type of transforma- 
tion equations relating the space and time coordinates (x , ,  y , ;  t , )  of an 
event, as observed in inertial system S, ,  to the coordinates (x,, y,; t,) 
of the same event, as observed in inertial system S2, must be of the 
form 

where the 12 quantities A , ,  . . . , A,, . . . , D4 are constants, which are 
independent of the space and time coordinates but may depend on the 
relative velocity of one inertial system with respect to the other. We 
have assumed that Eqs. (2-15) are linear equations, involving the variables 
to the first power only, since only then would some single real event 
(x , ,  y , ;  t , )  in S ,  correspond to a single real event (x,, y,; t,) in S,, and 
conversely. Note that the time coordinate t ,  in S2 now includes terms 
involving the spatial coordinates xi and yi of S, ,  which cannot be pre- 
cluded a priori. It is our task to find the values of the 12 constant 
coefficients ( A , ,  . . . , D,). We shall obtain the simplest relationship 
between the space-time coordinates of S ,  and the space-time coordinates 
of S, by choosing the same orientations of the axes as those we chose for 
expressing the galilean transformations (see Fig. 2-1). 

The components of the velocity of a particle as measured in the two 
inertial systems can easily be obtained from (2-15). Defining the X and Y 
components of the velocity observed from system S, as 

. Ax2 
X 2  = - Ay2 and 3, = - 

At2 At2 

and those observed from S ,  as 

9 = A  AYI 
1 - AX and 31 = - 

At1 At1 
we obtain, using (2-15), 
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By dividing both the numerator and the denominator of the right-hand 
side of this equation by At, ,  we can express kz in terms of k1 and 3, : 

Similarly, 

Note that the denominators of these equations are identical. 
We shall first apply some general conditions to the transformations 

(2-15) to (2-17); this will reduce considerably the number of nonzero 
coefficients. Then we shall impose the experimental observation that 
the speed of light is the same in all inertial systems, to obtain the proper 
transformations of space-time events. 

Transformation of Space-Time Events. Just as we did for the galilean 
transformations [Eq. (2-1) and Fig. 2-11, we choose the + X axis parallel to, and 
in the same direction as, the relative velocity v of system S z  with respect to 
system S1. This means that an observer in S1 takes the origin of S2 to be moving 
at  speed v along the +XI axis; conversely, an observer in S2 takes the origin 
of S1 to be moving at  speed v along the -Xz axis. 

We so set the clocks in S1 and SZ that, when the origin of S2 passes the 
origin of S1, both clocks read zero. Thus, when tl = 0, then tz = 0; the origins 
of S1 and S2 coincide at  this time, and the space-time coordinates of the origin 
of Sz as seen by observers S1 anctSz are as follows: 

Observer S1 sees (0,O; 0) 
Observer S2 sees (0,O; 0) 

Using these values in (2-15) gives 

By our choice of origins coinciding at  time tl = tz = 0 the three coefficients 
A*, B4, and D4 are zero. 

Next, let us consider the motion of system Sl's origin. As seen by observer 
S1 the origin is, of course, always a t  rest: xl = 0, yL = 0. As seen by observer 
S2 it moves along the -X2 axis at  s p e d  'v. Thus, 32 = -v, and y2  = 0. 
Using these values in (2-16) and (2-17), we obtain 

Likewise, if we now consider the motion of system Sz's origin, we have 
3 2  = J Z  = 0 and 31 = +v, y1 = 0. Substituting these values in (2-16) and 
(2-17) gives 
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The equation for yz in (2-15) is now reduced to 

We now show that B z  = 1. Consider two identical measuring rods, both 
of length Lo when measured at  rest in either S1 or Sz .  We fix one of the rods 
along the Yl  axis in S1 with one end at  yl = 0 and the other end at  yl = Lo. 
The second rod is fixed along the Yz  axis between y2 = 0 and yz = Lo. What 
does observer S2 measure as the length of the rod fixed in system S1? Since 
we know that the Yz coordinates of the ends of the rod do not depend on time 
(we showed that B3 = 0), we can determine these coordinates at  any time, and 
their difference will give the length as seen in S2.  Using (2-IS), we have, for 
the length Lz of the moving rod as seen by observer S1, 

Again, using (2-IS), we find that obsewer S1 measures the length of the rod 
fixed in system Sz as 

Lo = BzLl 

Now, the ratio of the length of the moving rod to that of the fixed rod, measured 
by observer Sz ,  must be the same as that measured by Sl ; otherwise, we could 
distinguish between the inertial systems! Thus, 

Equation (2-18) then becomes: 
Yz = Y1 

Notice that we discard the solution B2 = - 1, since that implies that the point 
y1 = Lo goes into the point yz = -Lo, which is not true. Inasmuch as the 
Z coordinate is similar to the Y coordinate, the Z components transform as 

Coordinates perpendicular to the relative velocity v of the two inertial systems 
are the same in both systems. This is nothing new. 

What about the coefficients A Z  and Dz in (2-15)? These are easily shown 
to be zero. First consider a rod of length Lo parallel to the Yl axis from 0 to 
Lo and at  rest in system S1.  Then from (2-16) we have 

Lower end: 

Upper end: 
A 3 xz = - v  = - 
D3 

So, with respect to observer Sz both ends move to the left at  constant speed v. 
Now, if A z  # 0, then at  time t l  = t z  = 0 a rod along the Yl axis will have 

xl = 0 and, according to (2-15) and (2-IS), obsewer Sz will measure 
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F1G. 2-6, Codinetes xl end y,  
of rod as measured by obswver S,. 

See Fig. 28. But by symmeizy thia cannot be so, since we must have symmetry 
about the axis of tht: relative velocity v. This will be true only if observer S1: - the rod perpendicular to v; therefore, 

To show that DL = 0, mn~ider two eventa in w p t e m  S, occufiing at the 
same X coordinate :md the same time, say x ,  = 0 and b, = 0. Becaum they 
occur at the same tjlne, they are simultaneous wenta from the viewpoint of an 
obmrver in that syetem. If one event  occur^ at the origin and the other at  
y ,  = Lo, then, according ta the last equation of (2+15), an abserver in S,  
obaeroes the event at  Lo ta occur later than that at the origin at  At* = DtLo. 
Thus, events along lhe Y, axis (which are simultaneou~ in S1) will, from the 
point of view of an obsemer in Sz, occur later than or earlier than t, = 0, 
depending on whether they occur above or below the Y axis. This again 
violates symmetry about the h s  of v, unlesm 

Suhtituting all the c&dents in (2-15) and (2-16), we obtain the following 
(the Z mrdinatea are now incIudd far completeness): 

We have arrival at (2-19) and (2-20) by using the homogeneity of 
space (the fact that a single event in one inertial ~yatem corresponds to a 
single event in any other inertial system) and by arguments from 
symmetry. There are now onIy two undetermined coeficients, A, and Dl .  

Before we apply :Postulate 11 to these equations, let us show that they 
reduce to the galiIet~n transformations when we assume that the time 
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By the second postulate of relativity, Sz must observe the light pulse to 
travel at the speed c, the same speed as that measured by S1. Thus, the 
speed measured by Sz must be 

Substituting (2-22) into this equation gives 

Only the positive sign is taken for A,,  because a negative A,,  by (2-20), 
would lead to a reversal in the Y and Z components of the velocity of 
objects seen from different inertial systems. 

Substituting the values of A, and Dl from (2-21) and (2-23) in (2-19) 
finally gives the Lorentz transformations for any space-time event: 

Lorentz coordinate transformations: 

As in the galilean transformations, Eqs. (2-I), to get the inverse 
transformation equations, giving x, ,  y,, z, ,  and t , ,  in terms of x2, y,, z,, 
and t2,  we merely interchange the subscripts 1 and 2 and replace v with 
- v in (2-24) (see Prob. 2-7). 

The Lorentz transformations are the logical consequence of the 
experimentally established fact that the speed of light is a true cmistant of 
nature, independent of the motion of the source or observer and inde- 
pendent of the inertial system. 

We have arrived at the unique transformations that meet the 
requirements of the two relativity postulates and that therefore supplant 
the galilean transformations. By the correspondence principle (Sec. 1-5), 
we know that the Lorentz transformations must reduce to the galilean 
transformations in that range of speeds in which the latter are known to 
be essentially correct. By comparing (2-24) and (2-l), we see that the two 
sets of transformation become identical when v/c -, 0. Thus, when v << c, 
the galilean transformations are an excellent approximation to the 
universally valid Lorentz transformations. The galilean transformations 
are adequate for describing all low-speed phenomena. Mathematically, 
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making v/c << 1 is equivalent to letting c -, co ; therefore, we may regard 
the galilean transformations as the correct coordinate transformations 
in a hypothetical universe in which the speed of light is infinite. We may 
write symbolically 

Limit (Lorentz transformations) = galilean transformations 
c-r m 

When the speed of an object is close to the speed of light, only the 
Lorentz transformations will apply. According to the Lorentz transforma- 
tion for the time coordinate, Eqs. (2-24), the time coordinate t2 is no 
longer absolute; that is, it is no longer independent of the space co- 
ordinate x , .  The clocks t ,  and t ,  of observers in two different coordinate 
systems St and S2 do not agree ( t l  f t,). 

It is obvious from the Lorentz transformation equations that no 
speed can exceed c. The quantity [ l  - ( v / ~ ) ~ ] " ~  appearing in them is real, 
rather than imaginary, only if v < c. If v were to be greater than c, this 
quantity would become imaginary, and a real event in one system would 
correspond to an imaginary and, therefore, unobservable event in 
another system. In the derivation of the Lorentz transformation relations 
it was assumed that there was one speed common to all observers, that of 
light. Now we see that this single speed cis, in fact, the maximum possible 
speed for any observer. 

Moreover, as we shall see in later examples, a distinctive feature of 
relativity is this: Two events that are simultaneous according to an 
observer in one reference frame are not simultaneous according to an- 
other observer in another frame. In other words, the simuitaneity of 
events is relative. 

The Lorentz transformations assure us that the speed of light, and 
only this speed, will be the same for all inertial coordinate systems. The 
laws of electromagnetism then become invariant under a Lorentz trans- 
formation, and all inertial systems give an equivalent description of these 
laws. 

Using (2-21) and (2-23) for Dl and A, in the general transformations, 
Eqs. (2-20), we obtain the Lorentz velocity transformations: 

Lorentz velocity transformations: 

One surprising result of the Lorentz velocity transformations is 
that the Y and Z components of the velocity of a particle as measured in 
S2 depend on the X component of the velocity as measured in St ! As 
before, to obtain the velocity components measured in S ,  in terms of 
those measured in S2, we simply interchange subscripts and replace v 
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with - v in (2-25). Applying the carrespondenee principle to the Lorentz 
transformations, we obtain the galilean velocity transformations, 
Fqs. (2-2): 

Limit (Larentz velocity transfmations) 
C+W = galilean velocity transformations 

EXAMPLE 2-1. A fast car moves at a speed c12 with re~lpect to a man holcking a 
lantern. A passenger in the car measures the speed of light xeaching him from 
the lantern with hisown meterstick and clock; in accordance with the relativity 
principle, he will meaewe the light's speed as c no matter what the direction 
of his velocity with reapect ta the lantern. Can we confirm this by using the 
Lorentz velocity transformations, Eqs. (2-25)? 

We shall t e s t  the invariance of c in the two aimple situations in which (a) 
the car directly approaches the lantern and (b) the car moves perpendicular 
to the light signal it receives (from the lantern's point of view). 

(a) Assume the car to be at reat in system Sz, which is traveIing toward the 
lantern in S1 with a velocity u = - (c/2), as shown in Rg. 2Ba. Since the Iight 
travels at a speed c with respect to the Iantern, we have f~ = c and, using 
(2-25) to find x2, we have 

Thus, the observer in the car, at rest in Sp,  measures the speed of the light 
signal as c, too. Figure 2 8 b  depicts the aituation as obeerved in system S2. 

W e  notice immediately fmm thig example, as well as from the general 
velocitytrmformations,Eqs. (2-25), that the velocity of a particle measured in 
St is no longer the vedor sum of the velocity measured in Sz and the dat ive  
velocity d Sa with respect ta S,. For the example in Fig. 2% the galilean 
velocity transformations, Eqs. (2.21, would give 

FIG. 2-8. Velocity of light signal 
along +XI as observed (a) b y  
S, and (b) by S,. 

which does obey vector addition, 
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FIG. 2-9. Velaciry of fight 
signaf akng f Y, as observed 

by (a) S, and (6) by S2. 

but is inconsistent with experimental results. Symbolically, under the hrentz 
transformations we have, for the propagation of Eight in this example, 

(b) Now, assume that the car is again at rest in S., but i s  at a point along 
the positive Y, axi~,  as shown in Fig. 2-9. The a y ~ t e m  S2 is moving toward the 
lantern (which is at rest in system S,) with a velocity v = -(c/2). What 
velocity does an observer in the car measure for a light signal that, according 
to the observer holding the lantern in ayatern SI, travels alang the + Y, axis 
at  speed c? Figure 2-90: shows the motions of the car and the light signal as 
observed in 5,. According to the observer in S,. the light signal travels at 
speed c along the + Y, axia: that is, x ,  = O and j ,  = c. Using the Lorentz 
velocity transfonnationa, Eqa. (2-26), we get 

Thus, the observer in S1 sees the light signal traveling toward him at an 

angle 8, relative to the +Xz axis, determined by tan 8, = y21x2 = J3; see 
Pig. 2-9b. Solvinb for R,, we obtain 8, = 60". 

To compute the speed of the light signal, we must remember that in any one 
inertial system, say S,, the resultant velocity va of a particle traveling in any 
direction is still obtained by vector addition of the components in Sg; the 
sped is given by 

uz = d iZ  + $= + 1= 
With g, = c/2 andj, = c J ~ F  the speed of the light, according to the observer 
in S,, is 

- - + - = c  
4 4 

Again, b ~ t h  observers measure the same speed c for the light, as they must. 
Just am we found in part (a), the velocity of the light aignal measured in 
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S1 is not merely the vector sum of the velocity of the signal measured in S2 
and the velocity of S2 relative to S1. 

2-6 LENGTH AND TIME INTERVALS IN RELATIVITY PHYSICS 

Space Contraction. In classical physics the length of an object is the 
same for all observers, whatever their velocities with respect to it. Let us 
now examine the meaning of length in relativity theory according to 
the Lorentz transformations, remembering that only these transforma- 
tions give a complete description of space and time. 

Suppose that at some time observers S, and S, were at rest with 
respect to each other, compared their respective metersticks, and 
agreed that both had the same length Lo. Then system S, is set in motion 
to the right with a speed v with respect to system S,. Observer S, aligns 
his meterstick along the X axis, its left end at x, and its right end at xi ; 
then from his point of view Lo = xi - xl. Similarly, observer S, 
aligns his meterstick along the X axis, the left and right ends at the 
points x, and xh; then from his point of view Lo = xi - x2. Each 
observer sees his own meterstick as having length Lo; this, of course, 
must follow from the fact that all inertial systems are equivalent and 
indistinguishable. 

Now we ask, "What is the length of a moving meterstick, say S,'s 
meterstick, as measured by S,?" First, we must recognize that even in 
nonrelativistic physics it is essential to mark both ends of a moving 
object simultaneously. If one marked one end of a moving meterstick 
at one time and the other end at a later time, the distance between the 
two mmks would not correspond to the length of the moving object; 
this distance could then assume any value, depending upon the time 
interval elapsing between the two marking operations. Inasmuch as 
observer S, must mark both ends of a moving object simultaneously, 
we must choose two events, (x, ; t,) and (xi ; ti), representing the left and 
right ends of S2's meterstick as measured by S, with ti = t,. Equations 
(2-24) give the space-time coordinates (xi; ti) and (xi; ti) of these same 
two events as measured by S, in terms of the events as measured by S,. 
Because the meterstick is always at rest in Sz's system, the space co- 
ordinates x; and x, are independent of the times t, and t; at which S, 
measures them. Thus, it is not essential that the spatial measurements 
be made simultaneously in the system in which the object is at rest. 

Using (2-24), we have 

with ti = t l .  The length of Sz's meterstick, as measured by S2, is 
xi - x2 = Lo; the length of this same meterstick, moving at speed v with 
respect to system S1, but now as measured by S1, is xi - x, = L. 
Therefore, (2-26) becomes 
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This relation shows the phenomenon of space contraction. Measuring 
the length of Sz's moving meterstick, S,  finds it to be contracted by a 
factor [ l  - ( v / ~ ) ~ ] " ~  along the direction of the relative motion. This 
contraction is reciprocal; that is, observer Sz finds the length of a 
meterstick of length Lo at rest in system S1 to be Lo[l - ( v / c ) ~ ] ' / ~ .  
(We must recognize, however, that when Sz marks the two ends of his 
own meterstick simultaneously, these two events are not simultaneous 
as observed by S,.) Because the contraction is not in consequence 
of any physical disturbance (cooling, compression, etc.) but, rather, 
reflects the properties of space and time as contained in the Lorentz 
transformations, the phenomenon is known as space contraction. Since 
y1 = y, and z l  = z,, there is no space contraction in a direction per- 
pendicular to that of the relative motion. Clearly, the length of an 
object is not absolute but depends upon that object's relative motion 
with respect to the observer; it is a maximum when at rest in the ob- 
server's inertial system. We are accustomed to events in which v is 
very much less than c and in which, from (2-27), L is therefore approx- 
imately equal to Lo. 

Although the length of a moving object no longer has the same 
value for all inertial observers, there is one length that is invariant, 
namely, the length of an object at rest with respect to an observer. Thus, 
all inertial observers would agree that Lo is properly the length of a 
given meterstick when it is at rest in their respective inertial systems. 
This length of an object, sometimes called the proper length, is an in- 
variant property of an object. 

Time Dilation. Relativity physics shows that time, like length, is not 
absolute but, rather, depends on the relative motion of the observer. 

Two observers S,  and S,, while at rest with respect to one another, 
synchronize their respective clocks and agree that the interval between 
two events timed on their clocks is To. Now we imagine system Sz to 
be moving at a speed v to the right with respect to system S,.  Observer 
S,  keeps his clock at rest at a particular point xl in his system and mea- 
sures the time interval To as that time between the instants tl and t; .  
Similarly, Sz keeps his clock at a fixed position x, and measures the 
interval To as the time between the instants tz and t i .  Thus each ob- 
server measures the time interval on his own clock to be To. We wish to 
find out how the intervals registered on the two clocks compare when 
both intervals are measured by observer S,. From (2-24) we see that the 
time interval t i  - t ,  between any two events, as measured by observer 
S,, is related to the space interval xi - x, and to the time interval 
ti - t1  between the same two events, as measured by observer S,,  by 
the following: 

Now, observer Sz wishes to measure the time interval on a clock 
that is at rest in inertial system S1.  Because all clocks at rest in system 
S2 have been synchronized, it is not important where in Sz the time of an 
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event is measured, Therefore, we choose a clock at rest in S1 at the 
point x, = xi and consider the events (x ,  ; t , )  and (x ,  ; t i) .  In the equation 
above the time interval ti - t2 between the two events, as measured by 
observer S2, is, then, 

Letting the time interval that observer S ,  measures with a clock at 
rest in his System be To = ti - t ,  and the time interval, between the 
same events, that S2 measures for the moving clock be T = t i  - t2 ,  
we obtain: 

T =  To (2-29) 
J i  - ( v / c ) ~  

This relation shows the phenomenon of time dilation. For an example of 
the consequences of time dilation suppose that v = 0 . 9 8 ~ ;  then [l - 
( ~ / c ) ~ ] ' / ~  = +, and T = 5To. Therefore, if the time interval between 
two consecutive ticks on each of two identical clocks is To, the proper 
time, when both are at rest with respect to an observer, then, when one 
clock is in motion at 0 .98~  with respect to the other clock, the time inter- 
val between consecutive ticks of the moving clock will be 5To as 
measured on the resting clock. That is, the resting clock makes five 
ticks for every tick of the moving clock. We might say that moving 
clocks run slow, or "live longer." Again, this effect is reciprocal, in that 
each observer finds the other moving obseyer's clock to run slow. 

For v << c the relative time of relativity physics reduces to the 
absolute time of classical physics. Despite the fact that space contraction 
and time dilation strike us as being extraordinarily bizarre, there is 
direct and inescapable experimental evidence of time dilation in the 
decay of high-speed meson particles. 

Whereas in prerelativity physics space intervals, time intervals, 
and the simultaneity of events are intuitively taken to be absolute, and 
the speed of light is regarded as relative, in the relativity physics of 
Einstein, because the speed of light is absolute for all inertial systems, 
the space intervals and time intervals and the simultaneity of events are 
relative. 

In our everyday experiences we observe objects moving at speeds 
much smaller than the speed of light. Therefore, the distinctive rela- 
tivistic effects embodied in the Lorentz transformations are not easily 
discerned. The following examples involving very high speeds will 
illustrate the unusual properties of space-time events in relativity 
physics. 

EXAMPLE 2-2. An interesting confirmation of the time-dilation phenomenon 
[Eq. (2-29)] is found in the decay of high-energy and, therefore, high-speed 
muons. These particles are produced in the decay of other unstable particles, 
called n mesons, which in turn are created in high-energy collisions of nuclei 
(these particles will be discussed in Secs. 11-2 and 11-4). We shall find that the 
muon is identical with the electron except that its mass is approximately 
207 times greater and that it is unstable, rather quickly decaying into other 
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particles. The measured half-Life of muone that are at rest with mpect to an 
observer is  1.52 x a; that i ~ ,  if 1,000 muons are at reat with resgeet to an 
abeerver. the o b s e m  will find only 500 muonlr surviving &r 1.52 x lou6 s 
haa elapaed. If, on the other hand, the muons are moving with respeet to an 
obae~er,  their lifetime will be dilated, and they will appear to thia o h e r  to 
live longer. According to (2-29), this observer will measure a haEf+Iife T given 
by 

To T = - -  - 
41 - (ulc)= 

where To = 1.52 x 1W6 a i~ the half-life in the inertial systwn of the muons, 
and v ia the relative velocity between the mesons and the observer. 

In the highenergy collision between memic-ray particles from outer space 
(matly protons) and nuclei in the atrnoaphere muons are m u d ,  and mme 
approach the earth'e surface with apeeds very nearly c. For such particlea 
time dilation wilt, therefore. h appreciable and readily observed. 

Conaider 1,000 muons approaching the earth'a surface at  a s p e d  of 0.9Bc 
from an altitude Lo = 2.23 km, this height being measured by an observer 
f w d  on earth. We may think af this distance aa being registered on a long, 
vertical post fixed tu eatth; see Fig. 210. Aa rneasurd by the o b e r  on 
earth, the muons' half-life is T = ToI[l - (ul~)']''~ = 5To = 7.60 x 10-' 8, 

and their flight time is L0J(0.98c) = (2.23 x 10' m)/(0.98 x 3.0 x 10' m/e) = 
7.60 x lo-' a (the two are equal only because of our convenient choice of 
L}. Therefore. of the original 1,000 muom at 2.23-km altitude only 500 will 
have sunrived decay upon reaching the earth's surface. 

Row do these decay events appear to an obaerver moving with the decaying 
muons? He finds that half the rnuom decay in a time of To = 1.52 x lo-* a. 
Moreover, he sees the earth and vertical poet approach him at a speed of0.W. 
Because of the space-contraction phenomenon the  earth'^ distance from him is 
contracted (that is, the vertical poat fixed to earth i contracted). At the time 
that he counts 1,000 muons the earth'e distance from him by his meaeuremente 

FIG.2-10. Muonsandearrh 
#pptoaching each other sf 11.98~. 

As swn by wbsnrver fixed on 
earth: (a) 1.000 muons approach- 

inp narlh. (b) 500 undecs yed 
muons arnving 8t aenh. As 

wen b y  observer trsvel~ng wfth 
the muons: (c) e8nh ~pproach- 

ing f.000 muons, (d)  esrth 
arriving rrr 500 undeca yed muons. 
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Yl St 
,- Dick 

2.0 light-yr 

FIG.2-11. Thesirnunaneaus 
birfhs [a) d Jim. John, snd Dick. 
as observed in system S ,  and 
(b) of Jim and Dick, us observed 
#n svsfern S,. In 16) observers in 

is only (2.23 h)[l  - (0.98)'j ' = 0.446 km. Thus, the time of flight, according 
to him, i s  (446 m)/(0.98 x 3 x 108 m/s) = 2.52 x lo-* a. But this ia just the 
decay half-life in the rest system of the muons; therefore, an obseroer in that 
system also will find 500 of the original 1,000 muons surviving when the earth 
reaches the muons. Although the two observers, one on earth and one with 
the muons, disagree on the measurements of time and of Iength intervals, 
they both agree that 500 muons survjve when the earth and muons meet. 

If our claseical notions of space and time were valid, there would be no 
dilation of time, the observer on earth would measure the half-life of the moving 
muons to be 1.52 x lom6 s, and the flight time would be (7.60 x IOmu)I 
(1.52 x lom6) = 6 times the half-life. Since only one-half of the muons survive 
each half-life, the observer on earth would then predict that (#)' = of the 
original 1,000 survive to the surface. Thus, without relativi~tic effects he 
should find only 31 muons surviving. This is not in agreement with experiment. 
Timedilation effects o h e n d  with high-speed particles give emphatic con- 
firmation to relativistic phyaics. 

See the film reference at the end of this chapter. 

EXAMPLE 23.  In this exampIe we wish to consider some specific events, name- 
ly the births and deaths of three men. In order that we may use the brentz 
wordinate tramformatiom, Eqs. (2-241, we consider two inertial systems, S, 
and S,, with axes aligned as in Fig. 2-1; St moves along the fX, axis at a 
speed of 0.98~ with respect to S,. We might think of S, as an inertial system in 
which the earth is at rest and of S, as one in which a rocket ship is at rest. 

At the time t ,  = 1, = 0 observers in S, record the simultaneous births of 
three men: Jim, born at S,'s origin, John, born at x, = t. 10 light-yr (1 light-yr 
is the distance a light pulse will travel in 1 year), and Dick, born at 8,:s 
origin; see Fig. 2-lla. Both Jim and John remain at rest in S, throughoit 
their 7byear life span, according to the observers in S,. Dick, on the other 
hand, ia born and remains at rest in the rocket ship* which is at rest in Sz. 
With rmpect ta S1 Dick alsa lives exactly 70 years. 

(a) According ta observers in S,,  how long does Dick live? 
(6) ~ccording to ob~ervern in S,, how long do Jim and John live? 
(c) According to observers in Sr, how far apart are Jim and John? 

SI find ./oh> to be 49 years old 
and 2 light-yr from Jim and Dick. 
See Table 2- 7. 

I n  this problem it will be convenient to measure time in yeaw and distance 
in lighbyeara. Velocity will then be me~ured  in light-years per year. Thus, in 
these units the speed of light is simply one light-year per year, c = 1 light-yrlyr, 
and the relative velocity of S1 with respect to S1 i s  v = 0 . 9 8 ~  = 0.98 light+yr/yr. 
Obviously, expressed in  them units, the velocity of any body will alwaya be 
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somewhere between 0 and 1. 
Equations (2-24) relate the space-time coordinates of any event as measured 

from two inertial system S1 and S2. In our problem of the earth and the rocket 
ship there are six relevant events: the birth and death of Jim, the birth and 
death of John, and the birth and death of Dick. If we know the space-time 
coordinates of an event as observed in one of the systems, we can use (2-24) to 
obtain the coordinates of the same event as observed in the other system. 
Table 2-1 lists the space.time coordinates of the six events as observed in the 
two system S1 and Sz and indicates which are given and which computed by 
(2-24). 

SPACE-TIME COORDINATES 

EVENT 

Birth of Jim ( 0 ; 0 ) given ( 0 ; 0 ) computed 
Death of Jim ( 0 ; 70 yr) given (- 343 1-yr; 350 yr) computed 

Birth of John ( 1 1 ;  0 ) given ( 50 1-yr ; -49 yr) computed 
Death of John ( 10 1-yr; 70 yr) given (-293 1-yr; 301 yr) computed 

Birth of Dick ( 0 ; 0 ) given ,> ( 0 ; 0 ) computecj , 
Death of Dick (343 1-yr; 350 yr) computed ( 0 ; 70 yr) given 

A sample calculation of space-time coordinates follows. 
Consider the birth of John. Observers at  rest in S1 record the birthplace of 

John as xl = + 10 light-yr and the time of birth as tl = 0. Observers at  rest 
in S2 computed the location and time of John's birth by means of (2-24): 

xl - vtl 10 light-yr - 0 
X' = - - - = 5(10 light-yr) = 50 light-yr 

1 - ( c 2  J1 - (0.98)' 

tl - v/(c2)xl 10 light-yr 
t2 = = -49 yr 

41 - (LJ/C)~ 1 light-yrlyr 

Observers in S2 record John's birth as 50 light-yr from the birthplace of Dick 
and Jim 49 years before the births of Dick and Jim. 

Now, consider the death of John. According to observers in S1 that event 
takes place at  xl = 10 light-yr and tl = 70 yr. According to observers in S2 
by (2-24), the event is 

0.98 light yr 
70 yr) = -293 light-yr 

Yr 

ti - (v/c2)xl - 70 yr - 0.98 light-yr 10 light-yr 
t' = ---- 

dl - (vlc)' - [ ( yr ) (1 light-y~-/yr)~] = 301 yr 

The other space-time coordinates are calculated in a similar manner. 
With the use of Table 2-1 it is now easy to answer the questions asked at  

the beginning of this example: 
(a) According to observers S1, how long does Dick live? From the table 

we have 
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Life-span of Dick according to observers S1 : 

t l  (death) - tl (birth) = 350 yr - 0 yr = 350 yr 

This is in agreement with the time dilation of moving clocks, Eq. (2-29). For 
this example the lifetime interval of the moving man is increased by a factor 
of 5. 

(b) According to observers S2,  how long do Jim and John live? 

Life-span of Jim according to observers Sz : 

t2  (death) - t2  (birth) = 350 yr - 0 yr = 350 yr 

Life-span of John according to observers S 2 :  

tz (death) - t2 (birth) = 301 yr - (-49 yr) = 350 yr 

This too is in agreement with (2-29). 
(c) According to the observers stationed in S2,  how far apart are Jim and 

John at any instant? The locations of Jim and John must be determined at some 
common time t2 in SZ.  Since we know that John travels at a velocity of 0.98 
light-yrlyr relative to S2, let us for convenience find John's location at t2  = 0, 
at which time we already know that Jim is at the origin. From Table 2-1 we see 
that John is born at xz = +50 light-yr at time tz = -49 yr. Then, 49 years 
later John will have moved to the left a distance vt = (0.98 light-yr/yr)(49 
yr) = 48 light-yr. Therefore, a t  time tz = 0 John will be a t  the location 

50 light-yr - 48 light-yr = + 2 light-yr from S Z ' S  origin 

At this time Jim is a t  SZ'S origin (and is just being born). Observed from Sz 
John and Jim are, therefore, 2.0 light-yr apart at' the time t2  = 0. This is 
different from their separation, 10 light-yr, observed in the reference frame S1 
in which they are a t  rest. These distances are, of course, in agreement with the 
phenomenon of space contraction, Eq. (2-27). Notice that at the time t2  = 
tl = 0 observers in Sz find John 49 years old when Jim and Dick are just being 
born; see Fig. 2-llb. On the other hand, observers in S1 find John, Jim, and 
Dick all being born simultaneously. 

2-7 SPACE-TIME EVENTS A N D  THE LIGHT CONE 

Consider the sequence of space-time events in Example 2-3 as 
observed in the two systems S ,  and S,. 

It is useful to show the six space-time events in Table 2-1 on a 
space-time graph. In Fig. 2-12 the events as observed in S ,  and S, are 
indicated on graphs of time t as ordinate vs. displacement x as abscissa; 
note that in the usual graph the displacement is the ordinate and the 
time the abscissa. 

On Fig. 2-12a it is obvious that all events occurring along the same 
horizontal line are simultaneous in system S , .  Thus, all three births 
occur at the same time t ,  = 0, and the deaths of Jim and John are 
simultaneous events in S, ,  occurring at the time t ,  = 70 yr. Similarly, 
events along the same vertical line occur at the same location in space. 
For example, the births of Jim and Dick and the death of Jim all occur at 
the same point, x,  = 0 light-yr, and the birth and death of John occur 
at the same point, x,  = 10 light-yr. 
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FIG. 2-1 2. Space-time graph 
of events m Table 2- 1 as 

obsewed (a) in sysrem S ,  and 
(b) in system S1. 

.2 
, ' Death o l  Dirk 

,"\ 
,'' Pith of Dick 

Death of Jim 

D ~ n t l i  of  dohn 
[ I  0; SO) 

irth of  .John 

dohn 
130 ?50 

Ririh nf 

xl (light-yr) 

330 

Jim and 
Dick (0; 0 )  

/ tha t  h al' Jim 
. (-343: 350) 

' -Death of John 
. (-293: 301 1 

250 

P:ttli oh John 

th aT Jim Drath ot 
Dick (0; 7 0 )  

Birth of Path of Dick 
Jim nnd 

Birth 
t: 
of John 
;o; -49) 

The "path" representing the time sequence of evenb of a single 
object on a space-time diagram specifies the location x of the object as a 
function of time t. Inasmuch as the velocity of the object is defined as 
&/At, the slope, measured with respect to the t axis, of the space-time 
path gives the veIocity of the object. Figure 2-12a shows that the paths 
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of Jim and John are both vertical and the slopes zero; therefore, the 
velocities of both men are zero. On the other hand, the path of Dick is a 
straight line from the origin to the point ( x ,  = 343 light-yr; t i  = 350 yr} 
The slope, or velocity, is 

h 343 light-yr 
v ,  (Dick) = 2 = = 0.98 light-yr/p 

A h  350 yr 

Figure 212b  is a space-time diagram of the same six events listed 
in Table 2-1, but now as observed in system S2. From the point of view 
of observers in S, only two events are simultaneous, the births of J im 
and Dick. '6he space-time path of Dick is now vertical, showing that 
Dick remains at rest in S2. The space-time paths of both Jim and John 
have the game slope to the t, axis, corresponding to the velocity, 
- 0.98 light-yrJyr. 

All the earlier conclusions concerning events can be read directly 
from these two figures. 

Is there a limit to the magnitude of the slope of a spacetime path? 
There is. Because of the second postulate of relativity we know that the 
speed of light is the aam in all inertial systems and, moreover, that this 
speed is the maximum speed. Therefore, in any inertial system no space- 
time path can have a slope greater than c. If we choose units of length and 
time such that the magnitude of c equals 1, then the maximum slope is 1. 
Thus, the space-time path of a light pulse makes an angle of 45" with 
respect to the time axis. Figure 2-13 shows the space-time paths of two 
light pulses, one traveling along the + Xaxis and the other along the -X 
axis. At the time t = 0 both pulses are at the origin, at x = 0. The 
dope of each light pulse is, of course, c = 3 light-yrlyr. The slope of the 
spacetime path of any particle can never exceed this. If we set the Y 

Future  

, Present 

Past 

\ - pulse 

'4 Present 

FIG. 2-1 3. Space-rime paths 
of two light pulses traveling on 
the X axis in opposite ddirections. 

FIG. 2-74. Light cone with 
time 6 along the axis of the 
cone. AXIS Y i s  perpend/cutar 
to  the plane of the paper, r.e., 
perpendicular ro axes t end X. 
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FIG. 2-1 5. Two space-time 
evena observed (8) from system 

S,  end (b] from system S,.  

axis a t  right angles to the plane ofthe paper, the light paths now generate 
a light cone whose axis is the time axis; see Fig. 2-14. 

Any event, say the event (0, O), is limited in its ability to be influenced 
by something in the past (t < 0) or to inffuence events in the future 
{ E  > 0). In Fig. 2-14 only events within the cone marked "past" can 
influence the present at the space-time origin; similarly, a present event 
can influence only events within the "future" cone. Events that fall 
outside the light cone of Fig. 2-14, such as event A. cannot influence an 
event at the apex of the cone; for it to do so, the signal from A to the 
apex would have to travel, faster than c. All events within the light cone 
can be causally related to an event at the apex; all events outside it 
cannot. 

For an illustration of causally related eventa let us again look at the 
six events in Table 2-1. As our apex event we choose the simultaneous 
births of Jim and Dick, tirst as observed in S ,  and then as observed in 
S,. From Fig. 2-12a we can see that a11 the eventa except the birth of 
John could be causally related. There is no question that the birth of 
Jim influences his own death, and the same may be said of the birth and 
death of Dick. Since the death of John falls within the future part of the 
apex event's cone, it, too, could be influenced by the event at the apex. 

In Fig. 2-126, in which we observe events from the point of view of 
observer S,, we: again see that Jim's and Dick's births can be causally 
related to all the other events except John's birth. Even though John is 
born 49 years before Jim and Dick, he is 50 light-yr away from them, and 
the fastest signal possible, that of light, would take 50 years to reach 
Jim's birthplace. 

A question related to the discussion above is that of the sequence of 
events. If an observer St sees an event A and then an event B, is it 
possible that in some other inertial system B precedes A? We shall see 
that it is indeed possible in some cases, but not in others. Does this 
mean that relativity theory does not preserve the causality oftwo related 
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events with respect to all observers? We can use the Lorentz transforma- 
tions to answer these questions. 

Consider any two events in four-dimensional space-time. S ,  observes 
the two events shown in Fig. 2-15a. We can always choose our space- 
time coordinates such that one of the events, say A, occurs at the origin 
(0,0,  0 ;  0).  The coordinates of event B we label ( x , ,  y , ,  2 , ;  t , ) .  

The space-time coordinates of the two events A and B as measured 
by a second observer S, are given by the Lorentz coordinate trans- 
formations, Eqs. (2-24). For simplicity we let 

Then the coordinates observed by S, are as follows. 

Event A : x, = y(x, - vt,)  = 0 

Event B : 

Figure 2-15b shows events A and B as observed in system S,, which 
moves along the +XI axis at speed u. Event A is common to all inertial 
systems, having the coordinates (0, 0, 0 ;  0). Therefore, space and time 
intervals between the two events A and B will be those of coordinates B 
alone. It is obvious that the spatial separations between the events are 
not the same, or invariant, in the two systems. Calling these L, and L,, 
we have 

L I Z  = ( x l z  + y l z  + z12) 
LzZ = (xzZ + yz2 + zz2)  # L I Z  

Nor are the time intervals the same: 

Is there some interval, analogous to the separate space intervals and 
time intervals of galilean physics, that is invariant under a Lorentz 
transformation? There is, in fact, such an interval, and we can easily 
find it by means of the Lorentz transformations. We recall that the 
Lorentz transformations were developed on the postulate that all 
observers measure the same constant speed c of a light signal. Therefore, 
if event A were to represent the start of a light pulse and event B the 
arrival of the pulse at the point (x,  y, z )  in space, then both observers 
S ,  and Sz must obtain for light signals 
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All inertial observer& measure the same value for the quantity x2  -t- 
y Z  + zZ - c2tZ for the events connected by Eight signals: zero. Inasmuch 
as this quantity is a combination of the space interval and the time 
interval between two events, we might wonder whether it is an invariant 
quantity between any two events. Let us find out. For system S2 the 
interval is x2" t- yz2 -t 2," c2fZ2. Using the Lorentz transformations, 
w e  can express a11 coordinates in terms of the coordinates in system S ,  : 

x,= 4- yzZ  4- zz2 - c2tx2 
V 

= y2b, - + yI2  + z12 - e2y2 (t, - 
Multiplying out the right-hand side, collecting tern,  and recalling that 
7 = L/[1 - ( v / c ) ' ] ' ' ~ ,  we obtain 

Thus the quantity AS2, called the spacetime interval, is an invariant 
quantity, having the s a m  value in any inertial system. As derived here, 
it is the space-time intervaI between any space-time event ( x , ,  y , ,  z ,  ; t ,) 
and the space-time event (O,0, 0 ;  0). There are three ranges of values 
for this interval, as follows. 

AS2 7 0- In this case x2 + y2 + z2 = cat2, and the events are 
connected by light signals. All space-time points connected to the origin 
with A S Z  = 0 generate the light cone. See Fig. 2-16. 

ASZ > 0. In this case xZ + yZ + > c2t2, and the region is said 
to be spacelike. As mentioned earlier, events in this region are not 
causally related to the event (0, 0 , Q ;  O),  because signals would have to 
travel faster than c to make them so. 

A S Z  c 0. In this case x2 + y2 + z" < cZt2. This region is said to be 

FIG. 2-1 6.  Regions of space , Timelike: AS' < O ', 
time for the space+time interval \-, 

AS greeter f iem equal to, and /' \ 
Jess than zero- 
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timelike, and all events in it can be causally related to event (0, 0,  0 ;  0). 
What about causality? That is, if event B follows event A in one 

system, does i t  follow it in all other systems? Again let event A be 
( 0 , 0 , 0 ;  0 )  and B be (x , ,  y l ,  2, ; t , )  as observed in S,. Then in S2 the 
time interval is given by 

We can have t , ,  x, ,  and v with positive or negative values but, whatever 
their signs, we must also, by the invariance of the space-time interval, 
have 

xz2 - c2tzZ = x12 - c2t12 

If in S ,  event B follows event A, then t ,  > 0. Then by (2-31) we shall 
have t2 > 0 if t ,  > (v/c2)x1 or if, rewriting, c2t12 > ( V / C ) ~ X ~ ~ .  

Now, v/c < 1; therefore, for any timelike event (AS2 < 0)  with 
t ,  > 0 we shall always have t2 > 0 ;  observers in all inertial systems 
always observe event B to follow event A. Similarly, in the timelike 
cone with t ,  < 0 we shall always have t2 < 0;  then event B precedes 
event A in all systems. Causality is preserved for events within the 
timelike region. 

On the other hand, of events in the spacelike region there is no 
unique ordering. For example, assume that in S1 event B follows event 
A. Then t l  > 0 and, by (2-31), t2 will be negative if t ,  < (v/c2)xl,  or 
ctl < (v/c)xl.  This can, of course, occur in the spacelike region; thus, 
whether or not there is a reversal of order depends on where the event is 
located in this region. 

2-8 THE TWIN PARADOX 

Observers in different inertial systems observe the same event at  different 
points in space and a t  different times. Correct descriptions of any series of events 
may be given in any one of the inertial systems; the different systems disagree 
only concerning the time and place of the events. For example, consider the 
inertial system SI in which the earth and a relatively close star, 49 light-yr 
from the earth, are at  rest. We wish to observe the aging of three people: twins, 
Jim and Dick, born on the earth, and John, born at  the same time as Jim and 
Dick but on a planet near the star, 49 light-yr from earth. Note that all measure- 
ments are made, with respect to observers at  rest in S1, and all the immediately 
following statements apply to them. 

Because of the finite speed of light signals the earliest age at  which John can 
be aware of the twins' birth is 49 years, the time a light signal takes to travel from 
the earth to the star. Similarly, the twins will be 49 years old before becoming 
aware of John's birth. 

Let us now assume that, when all three men are 20 years old, Dick decides to 
take a rocket trip out to John's star. We assume that Dick very quickly acceler- 
ates to the speed v = 0.9% with respect to Si and then continues at  that constant 
speed toward the star; see Fig. 2-17. Upon arrival he quickly decelerates and 
comes to rest. From relativity theory we know that all observers in S, will agree 
that Dick traveled at  a speed of 0.98 light-yrlyr toward the star, covering the 
distance of 49 light-yr in the time interval (49 light-yr)/(0.98 light-yr/yr) = 50 yr. 
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Dick 

FIG.2-17. Dick'stripovftoe 
star, observed from system S,  . 

See Table 2-2. 

Jim 

Thus, upon Dick's arrival at the star John will be M years old (20 + 5Q). At this 
time Jim, of course, will be the same age, 70 years. On the other hand, bath John 
and Jim will observe traveler Dick to be aging at only one-fifth their pate, because 
he ia moving at 0.98~ relative to their reference frame S1. Therefore, from their 
point of view Dick will have aged by only +g = 110 years in travel. Dick will 
then be 20 + 10 = 30 years old when he meets John. Thus, from John'a point of 
view traveler Dick will be 30 and John, his contemporary at birth, will be 70, 
when they meet. True, but strange. 

The situation m u ~ t  be consistent from Dick'a point of view. ht us see 
whether, upon meeting John, Dick also agrees that John will be 70 and he himself 
only 30. Until the age of 20 all three men agree that they are 20. Then Dick hope 
onto, say, inertial system Sz, which moves at 0.98~ with r ~ p e c t  to St. How do 
events look in system S1? If at the time I t  = 0 = t z  Dick and Jim are at the Rame 
point in space, namely x,  = xl = 0, then to find. from inertial system St ,  the 
location in space and time of the three men at this depwture time and alsu at the 
time of the later meeting of John and Dick at the star we must use the Lorentz 
coordinate transformations, Eqs. (2-24). TabIe 2-2 Iists the important space-time 
events as seen by observers both in S, and in S,, and Fig. 2-18 diagram them. 
Note that, for convenience, we have chosen the origin of the space-time diagrams 
(Fig. 2-18) to be the event of the departure of Dick from Jim. 

SPACE CBORDfNATES AND AGE 

EVENT 
As observed by S2 

As observed by S1 vlc = 0.98 

Separation of J im and Dick; 
Location and age of Jim ( 0  ;m~r) ( 0 ; 100 ~ r )  
Location and age of Dick ( 0  ; ~ F F  0 ; 100 F) 
Location and age of John (49 light-yr; 20 yr) 1 9.8 lighbyr; 340 yr) 

Meeting of Dick and John: 
Location and age of Jim ( 0  ; 70 yr) (- 9.8 light-yr ; 110 yr) 
Location and age of Dick (49 light-yr; 30 yr) ( Q ; I10 yt) 
Location and age of John (49light-yr;?Oyr) ( 0 ; 350 ~ r )  
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Jim and Dick 

6% uT Jim nnd Dick -Rrrth or J o h n  
(o;  -201 ~,tn,-zn\ 

xq (hght-yr) 

-510 -1  110 

Jim and Dick 

-301) 

Rirlh of John 
I 3: -3.1 n) 

( b  1 
FIG.2-18. Space-timepirthsof 
Jim, John. 8nd Dick 8s observed 
fa)  from system 8, and (b) from 
system S,. See Table 2-2. 
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Notice in Fig. 2-18u that, although from an observer S,'s point of view John 
was 20 years old and 49 light-yr away fmm Jim and nick at  the time of Dick's 
departure, from Dick's point of view John's twentieth birthday was not simul- 
taneous with Jim's departure from Dick but occurred 2.40 yeara earlier; see 
Fig. 2-lab. Moreover, according ta Sz, on John's twentieth birthday John was 245 
lightyr from the origin of sy~tem S,. From system SZp6 wint of view (Fig. 2-18b) 
John arrives at the origin 10 years after Jim's and the earths departure from 
Dick's rocket ship. Thus, Dick wiIl be I00 + 10 = I10 years old- According tm 
system 3, how old will John be when they meet? k o m  John's birth until he meets 
Dick, Sl observes John to have lived 340 + 10 = 350 years: see Fig. 2-lab Inas* 
much as John i s  moving with respect to Sl, he will age at only one-fifth the rate 
observed in S,: thus John's age when he meets Dick will be 359 = 70 years, or 
the very same age we observd from John and Jim's viewpoint. Observers in 
both systems agree on the relative aging of the men in the two systems. Unfor- 
tunately, this simple one-way trip does not allow us ta bring Jim and Dick back 
together again, so that each can directly observe the age ofthe other. An examina- 
tion of that situation with a round trip introduces the famow "twin paradox." 

We consider the twins Jim and Dick born an earth. At age 20 Dick hops 
onto a rocket ship traveling away from the earth at a constant speed of 0.98~. 
Upon reaching a star, which is 49 light-yr from the earth and at reat with respect 
to it, Dick stops, saye a quick hello to John, and then hops back onto his rmket, 
which travels back to the earth at 0.9&. Arriving home, Dick quickly comes to 
rest and meeta his twin Jim. The question: Row old will each be when they meet? 
According to eytern SI, Dick's age upon meeting John is 110 years. Since Dick 
is moving relative ta system Sl for the first 100 years, his ape relative to inertial 
systems in which he is aIways at rest is lpc + 10 = 30 years. 

First let us view the situation from Jim'a reference frame. Jirn i~ at rest in 
inertial frame S, and remaina so throughout Dick's trip. From his viewpoint 
Dick travels a total distance of 98 Iighbyr on the round trip; see Hg. 219. Since 

Path o l  Dick 1 

Path of 

I00 

FIG. 2-1 9. Space-time paths 
of Jim and John 8s observed 

from system S,  . See Table 2-2. 
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Dick's speed is 0.98~ = 0.98 light-yr/yr, the total time for the trip, according ' 

to Jim, is (98 light-yr)f(0.98 light-yr/yr) = 100 years. When Dick returns, Jim will 
then be 20 + 100 = 120 years old. On the other hand, during the trip Dick will not 
age as rapidly; because of time dilation he will, in traveling at  0.9&, have aged only 
9 = 20 years during the entire trip. Therefore, when they meet, Dick will be 
only 20 + 20 = 40 years old. From inertial system S, the twins will not be the 
same age when they meet; the traveling twin will be the younger. 

How do things look from Dick's viewpoint? We are tempted to argue that 
Dick's going out and back with respect to Jim and the earth is completely equiv- 
alent to Jim and the earth's going out and back, and the star's coming forward 
and receding, with respect to Dick. Then, because Jim and the earth move out at  
speed 0.98~ and come back at  0.98c, we might argue that clocks on the earth slow 
down and Jim ages at  one-fifth the rate of Dick. Finally, we might suppose that, 
when they are reunited, Dick would say that Jim is younger than he is. But this 
is just the opposite of what Jim, always at  rest on the earth, predicts. On their 
meeting Jim expects that Dick will be younger, and Dick expects that Jim will be 
younger. Clearly, both cannot be right, or else we have a paradox. 

It is not difficult to locate the fallacy in the argument that led to the seeming 
paradox. It is, of course, true that we can use any one inertial system to describe 
behavior in the universe: All inertial systems are equivalent in their description 
of physical laws, and one cannot distinguish one from the other. What about the 
reference system fixed to the earth and the reference system fixed to the rocket? 
Does each actually qualify as a single inertial system in which one can make 
measurements, such as time and space intervals? 

The system in which the earth (and Jim) is at  rest certainly qualifies as a 
single inertial system throughout the travel of Dick. We call this inertial system 
S1. We therefore have confidence in Jim's prediction that, when his traveling 
twin Dick returns, the traveler will be the younger. 

The system in which the rocket (and Dick) is at rest is, on the other hand, not 
a single inertial system throughout the travel period. During the first part of the 
trip, when Dick and the star are approaching one another, Dick and the rocket are 
at rest in an inertial system we call S2, which moves at  a constant velocity of 0.98~ 
away from the earth toward the star. Upon arrival at the star and immediately 
turning homeward Dick changes inertial systems, so that he comes back in still 
another, system S1, which again moves at  a constant velocity of 0.98~ but toward 
the earth. Note that the traveler Dick makes some space and time measurements 
in one inertial system S2 and some in a second, quite different, inertial system 
S3. Inasmuch as special relativity is restricted to inertial observers, that is, to 
observers who always remain in a single inertial system, it is not applicable to 
Dick's system. Since Dick's system is not a single inertial system throughout but, 
rather, an accelerating reference frame, one would have to use the theory of general 
relativity to analyze events in detail as seen from it. A detailed analysis applied 
to Dick's system would indeed show that Dick makes exactly the same prediction 
that Jim made from the inertial system S, : that Dick (who did not remain in the 
same inertial system) would be younger than Jim (who remained in the same 
inertial system) when they were together again. 

We can see that in still another way twins Dick and Jim are not equivalent. 
Suppose, for the sake of argument, that each spends his life inside a spaceship. 
Jim's spaceship remains on earth all the while, and his experiences in it are pretty 
uneventful. On the other hand, Dick, whose rocket ship travels to a distant planet 
and back, has quite different experiences. Upon take-off, with the rocket's 
accleration, Dick, together with other unattached objects within the rocket, is 
thrown against its wall as he changes inertial systems; he has a similar experience 
when the rocket arrives at  the planet, slows down, and then speeds up in the oppo- 



CHAP. 2 . R6lntiviffic Kinematicf : Space and Time 

~ i t e  direction in still another inertial frame; finally, when he arrives back home at  
earth, and his rocket again decelerates, he erperiences a shock for the third time. 
Thus, when the twins are reunited and compare life histories, they find not only 
that their agea are quite different but also that Jim's existence has been quiet 
while Dick's has been punctuated by three shocks. 

It is, of course, possible to describe the travels and aging ofDick and Jim, from 
the time that they part until they meet again, From the viewpoint of any single 
inertial syatem. For example, an obsenrer always in inertial system Sz would see 
ithe earth and star always moving at velocities 0.98~. Upon the parting of the 
twins he wadd  observe the rocket ship and Dick to be at rest until the star 
arrived; thenDick and hiss hip would quickly accelerate and head toward the earth 
at a speed somewhat greater than 0.9&. When Dick caught up with Jim and the 
earth, an observer in S2 would find that Dick had aged less than Jim, just what an 
observer in Si would find. O f  course, equivalent description would be made by 
an observer in the inertial system S3. 

S U M M A R Y  

Classical mechanics is invariant under the galilean transformations 
and is in agreement with experiment fur I J  << c. 

The correct description of the physical universe is based on the 
principle of relativity: All the IXWS of physics, i n c l u d i n ~  that of the 
speed of light in vacuum, are invariant in all inertial systems under 
the Lorentz transformations. 

Thr Lorentz coordinate transformations arc: 

No signal or particle can move at R spped exceeding the speed of 
light in vacuum. 

Relativity physics is supported by the following experimenta1 
observations: the Michplson-Morley and related experiments con- 
cerning the invariance of the s p ~ e d  c, direct observation of time 
dilation i n  muon decay, and the observation that the speed of particles 
accelerated in high-energy particle accelerators never exceeds c. In 
the next chapter we shall find further support in the mass variation 
with speed and the equivalence of mass and energy. 

The transition from relativity physics to rlassical physics can be 
written symbolically as: 

Limit (relativity physics) = classical physics 
V / C -  b 



The transformation equations relating Iength and time intervals 
are the following: 

RpIativistic form Classica I form 

Time: To T=-. l r = T, 
\ '  1 - ( v ~ c ) *  
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2-1. Relative to a high-speed observer moving toward 
it a sphere appears squashed because of the space 
contraction phenomenon. At what speed must an 
observer approach the earth if its "thickness," measured 
along the direction of travel of the observer, is one-fifth 
of its diameter? 
2-2. From the wnter-of-mass coordinate system two 
objects of masses m and 3m are moving toward one 
another at velocities + v and -1~13, rmpectively. They 
make a completely inelastic collision. (a) Calculate the 
total order4 kinetic energy before and after the coIliaion 
and the increase in thermal energy resulting from the 
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2-3. Assume that the earth is moving through the ether 
at 3.0 x lo4 m/s. A light pulse is sent one way from a 
source to a detector, which is a known distance from the 
source. The displ~cernent vector from the source to the 
detector (both at rest wlth respect to theearth) is parallel 
to the velocity ofthe em-th relative to the ether. Accord- 
ing to the galilean transformations, what are the transit 
tirnea of the light pulse, as measured by an observer at 
rest with respect to the ether and by an observer at 
rest with respect to the earth, when the distance between 
source and detector is (a) 3.8 x 10' m and (b) 3.8 x lo8 m 
(distance to moon)? 

collision. (b) Do part (a) from the point of view of an 2-4. Inertial system S, is a t  rest with respect to the 
observer moving at a velocity 3.v with respect to the medium through which sound pulses travel. The 
cente~ of mass. pulses are observed to travel at a constant speed of  
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1,100 ft/s. A second inertial system Sz moves at  a 
constant speed of 800 ft/s along the +XI axis. With 
respect to this axis (a) in what direction would a sound 
pulse have to travel so that an observer in Sz would 
also measure a speed of 1,100 ft/s, and (b )  in what direc- 
tion would that observer find the pulse to be moving? 
2-5. A cylindrical tube 1.0 m in length has a light 
source at  one end and a mirror at  the other end. The 
tube, at rest in inertial system Sz, is perpendicular to 
the velocity v = 10-4c of S2 relative to inertial system 
S1 ; see Fig. 2-5. An observer in system S1 sees the source 
emit a light pulse in a direction parallel to the tube axis. 
Assuming that the ether is at  rest with respect to S1, 
how far will the pulse miss the light source upon its 
return to the lower end of the tube, according to an 
observer in Sz (a )  using the galilean transformations, 
(b)  using the Lorentz transformations. 
2-6. Assume that in the Michelson-Morley experiment 
(see Sec. 2-4) the length of the cylinders is 10.0 m and the 
wavelength of the light 5000 A. (a )  If the speed of the 
earth through the ether is 3.0 x lo4 m/s, what fraction 
of a wavelength shift will there be between the two 
beams when they recombine? (b)  At what speed must the 
apparatus move through the ether to have the two 
beams recombine 180" out of phase with one another? 
2-7. Solve algebraically for xl, yl ,  zl, and t l  in terms of 
x,, y2, Z Z ,  and t ,  in Eqs. (2-24). This proves the statement 
that the inverse Lorentz transformations result from 
changing v to - v and interchanging subscripts. 
2-8. Protons leave a particle accelerator at a'speed of 
O.& to enter and travel through an evacuated tube 1.0 m 
long, as measured by an observer at  rest in the labora- 
tory, and finally reach a detecting device. (a) How long 
does it take for a proton to travel from one end of the 
tube to the other according to an observer traveling 
with a proton? (b)  What is the tube's length as measured 
by an observer traveling with a proton? 
2-9. To what extent is it proper to state that time 
stands still for an observer traveling a$ the speed of 
light? 
2-10. Two spaceships moving toward h e  another on a 
head-on collision course are separated by a distance of 
4.0 x 101° m, according to an observer on earth. At 
this time, according to the observer, one of the space- 
ships is coincident with the earth. Relative to the earth 
system both ships are traveling at  the same speed, 
0 . 9 8 ~ .  (a )  How much later do the two ships collide, 
according to the observer on earth? (b )  How much later 
do they collide according to an observer on the spaceship 
coincident with the earth at  the initial separation? 
2-11. A rigid rod is oriented at  an angle of el with 
respect to the Xl axis. What is the rod's orientation 6, 
as measured by an observer traveling at a speed v along 

the positive XI axis? 
2-12. A rod 1.25 m long is to pass through a window 
1.00 m wide. More precisely, the rod of rest length 
1.25 m, in motion as shown in Fig. P2-12, passes through 
an opening that is 1.00 m between edges when measured 
by an observer at  rest with respect to the window. The 
rod's speed is such that the two ends of the rod coincide 
simultaneously with the tw,o window edges, according 
to an observer in the reference frame in which the 
window is at rest. (a )  What is the speed of the rod? 
(6)  Now consider events from the point of view of an 
observer traveling with the rod. What is the width of 
the window opening relative to this observer? (c)  From 
the point of view of an observer traveling with the rod, 
do the two rod ends coincide simultaneously with the 
two window edges and, if not, which rod end, the leading 
or the trailing one, first coincides with a window edge? 
(d) What is the time interval between the two coin- 
cidences as measured by an observer traveling with the 
rod? 

FIG. P2-12. Rod passing through a window. 

: 2-13. Train A travels east at  0 . 8 0 ~  relative to a station; 
train B travels north at  0 . 8 0 ~  relative to the same 
station. Find the velocity of train A relative to train B. 
2-14. In the following an alternative derivation of the 
time-dilation relation is made. Suppose that a pulse of 
light completes a round trip along the axis of a cylinder, 
as shown in Fig. 2-5. ( a )  What is the time interval To, 
measured by an observer at  rest with respect to the 
cylinder, taken by the pulse in completing the round 
trip, in terms of the cylinder's length L and the speed of 
light c? (b )  Suppose now that the cylinder is in motion at  
speed v, its axis at  right angles to the direction of motion 
of an observer, who clocks the round-trip time of the 
light pulse. The observer realizes that the speed of the 
light pulse must be c.  Derive a relation giving the round- 
trip time T in  terms of L, v, and c.  (c)  Eliminate L in the 
two relations derived in parts (a )  and (b) and find T i n  
terms of To, v, and c.  
2-15. In a recent experimental test of the time-dilation 
phenomenon an atomic clock carried on a jet plane 
flying on a coast-to-coast round trip was compared with 
the time interval registered on an atomic clock which 
remained at  rest on earth. Find the approximate number 
of seconds by which the traveling clock is behind the 
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stationary clock for a one-way trip distance of 4,000 km 
for a plane traveling at  a constant speed of 1,000 kmls. 
(In actuality the computation is more complex by virtue 
of the fact that the earth is in orbital motion about the 
sun and in rotational motion about its axis.) 

2-16. A spacecraft must travel 6 x 10" m to reach 
home. The life-support systems within the spacecraft 
will last an additional 20 hours. What is the minimum 
speed of the spacecraft relative to the home planet if 
the crew is to survive the trip? 

2-17. A spacecraft is moving relative to a nearby 
galaxy at  a speed of 0.9% Observers within the space- 
craft find that i t  takes 6 x s for the spacecraft to 
pass a small space marker at  rest relative to the galaxy. 
(a) As measured by observers riding with it, what is the 
overall length of the spacecraft? (b) What is the length 
of the spacecraft as measured by observers at  rest with 
respect to the space marker? 

2-18. Although the speed of propagation of electro- 
magnetic waves is c for all reference frames, the fre- 
quency and wavelength of monochromatic waves differ 
from one reference frame to another; that is, there is a 
relativistic Doppler effect. A monochromatic wave 
traveling along the positive XI axis may be represented 
by the relation yl = yo sin 2n(vltl - xl/Al), where 
vl  and rll are the frequency and wavelength measured 
by an observer S1. The same wave, observed along the 
Xz axis in reference frame SZ, must have the form 
y,  = yo sin 2n(vZt2 - xZ/AZ). (a) Use the Lorentz 
coordinate transformations to find v, and A2 in terms of 
vl, A,, and the relative speed v between the two reference 
frames. (b) Show that the relativistic Doppler effect 
reduces to the classical Doppler effect when v << c. 

2-19. Distant galaxies have been found to be moving 
away from earth with speeds as high as 0.81~. (a) If the 
the lifetime of a star, as measured by an observer at  rest 
with respect to the star, is 10 billion years, how long 
would the star live, according to an earth observer, if i t  
were moving at  0.81~ relative to earth? (b) An observer 
at rest with respect to this star observes ultraviolet 
light of wavelength 2000 A. What wavelength would 
this light have with respect to an earth observer, and in 
what part of the electromagnetic spectrum would it fall? 

2-20. (a) At what speed must a clock travel, relative 
to an earth observer, to run slow by 0.50 s in 1 yr 
(3.16 x lo7 s)? (b) Compare this speed to that of a 
satellite orbiting earth close to its surface a t  18,000 mi/h. 

2-21. A fast train moves a t  the speed O.& relative to 
earth. Inside the train a fast runner moves at  a speed 
O.& relative to the train. Assume that the directions 
of the two velocities are the same. What is the speed of 
the runner relative to earth? 

2-22. A fast train traveling at a speed of O.& passes 
two posts fixed to the ground and adjoining the train 
tracks. The posts are separated by a distance of 125 m, 
measured by an observer on the ground. Observers on 
the ground find that the front and back ends of the train 
coincide simultaneously with the two posts as the 
train passes. (a) What is the length of the train according 
to an observer traveling in the train? (b) How long does 
i t  take, according to an observer on the ground, for the 
train to pass one post? (c) What is the time interval, 
measured by an observer standing at  one point in the 
train, between the passing of the first and second posts? 
(d) What is the distance between the posts according to 
observers riding in the train? (e) The coincidence of the 
ends of the train with the two posts was simultaneous 
from the viewpoint of an observer fixed on the ground. 
Which end of the train, front or back, first coincided 
with a post, as according to an observer on the train? 

2-23. (a) As seen by observer S1, one explosion occurs 
at  the location xl = 0 at  the time tl = 0. A second 
explosion occurs at  a nearby location a little later, at 
xl = 1.0 km and tl = 1.0 x s. What must be the 
velocity of a second observer S2 relative to S1 who 
observes both explosions to occur simultaneously? 
(b) A second set of explosions is seen by observer S, as 
follows: one explosion at  x2 = 0 and t2 = 0 and a 
second at  xz = 1.0 km and t2 = 1.0 x s. Where 
and when are these events as observed by S l ?  

2-24. A rod at  rest in S1 is aligned parallel to the Xl 
axis and has a length Lo when measured in S1. (a) Derive 
the length of the rod as measured in system S2, which 
moves at  speed v along the + Xl axis. (b) The ends of the 
moving rod, representing two events, must be simulta- 
neous in S2. What is the time difference between these 
same two events measured in S,? (c) Suppose you had 
chosen as two events the ends of the rod, which were 
simultaneous in S1, the system in which the rod is at 
rest. What would be the spatial difference and time 
difference between these two events as observed in 
S,? 

2-25. A luminous cube has an edge length Lo when at  
rest. A camera takes a photograph of the cube when the 
cube is traveling at  a high speed v relative to it. It is 
far from the cube, which moves at  right angles to the 
line joining cube and camera; see Fig. P2-25a. We 
concentrate on the light that comes from cube edges 
A, B, and C and enters the camera during the very 
short time the shutter is open for the photographic 
image. Light pulses that leave points A, B, and C 
simultaneously (in the reference frame of the camera) 
do not reach the camera simultaneously; light has a 
finite speed, and it travels farther from A than from B 
and C and, consequently, during the brief moment that 
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the camera shutter is open light from the farther edge 
A enters the camera at  the same time as light that has 
been emitted from edges B and C at  a later time. The 
developed photograph appears as shown in Fig. P2-25b; 
the rear face AB (rear with respect to the motion of the 
cube) is visible, while the side face BC is shortened by 
space contraction. Show that a person examining such a 
photograph might infer that the cube was not moving 
with high speed at  right angles to the camera but, rather, 
was at rest after being rotated through an angle 0, as 
shown in Fig. P2-25c, where sin 0 = v/c. This illustrates 
a general effect; a high-speed object moving transverse 
to the observation point is seen to be rotated. 

+ 

B Sid: face C Inv 
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FIG. P2-25. A moving cube being photographed at right 
angles to its direction of motion: (a) view from above, (6) the 
photograph of the side of the cube, (c) an interpretation of (6). 
in which the cube has been rotated. 

2-26. The linear density (number per unit length) of 
electrons in a certain wire conductor is 1, when no 
electric current exists in the wire and the electrons can 
be imagined to be at  rest. When a current is established 
in the wire, the electrons drift along the wire at the drift 
speed v. Find the linear density 1 of the drifting electrons 
in the wire in terms of to, u, and c, as measured by an 
observer at  rest with respect to the wire. 
2-27. Monochromatic light passes through a single 
slit and produces a diffraction pattern on a distant 
screen, as shown in Fig. 1-8a. The light source, slit, 
and screen are all at  rest with respect to a first observer, 
who marks the locations of intensity zeros on the screen. 

Suppose that a second observer is in motion at  a very 
high speed along the line in which the light travels from 
the source to the slit. (a) Will this observer find the 
intensity zeros to come at  the marks made by the first 
observer? (b) Is the distance between the slit and ob- 
servation screen changed? Now a third observer travels 
at  a very high speed along the sheet containing the 
slit. (c) Does this observer find the intensity zeros at  the 
locations marked by the first observer? (d) Is the slit 
width changed for the third observer? 
2-28. A muon is an unstable elementary particle with 
an average lifetime of 2.20 x s (from the moment 
of its creation until it decays) as measured by an 
observer at  rest with respect to it. (a) If an average 
muon travels a distance of 600 m during one lifetime, 
according to an observer in the laboratory, what is the 
muon's speed? (b) How long did this muon live 
according to an observer in the laboratory? (c) How 
far did the muon travel between birth and death, 
according to an observer traveling with the muon? 
2-29. Two observers A and B are both stationed at  
rest on earth and separated by 2.40 x 10' m, as measured 
by metersticks at  rest on earth. The clocks of A and B 
have earlier been synchronized and found to run at  the 
same rate. A rocket passes along the line connecting 
A and B at  a high speed. When the rocket passes ob- 
server A, his clock reads zero (0.00 x s); when the 
rocket later passes observer B, B's clock reads 1.00 x 

S. (a) What is the speed of the rocket relative to the 
earth as it passes from A to B? (b) What is the time 
interval, measured on a clock carried by an observer 
riding with the rocket, between the instants that A and 
B pass the rocket? (c) What is the distance between the 
locations of A and B as measured by metersticks carried 
by an observer traveling with the rocket? 
2-30. There are some physical quantities which, within 
an isolated region of space, are conserved; that is, when 
viewed from some inertial system, the amount of the 
physical quantity within that region always remains the 
same. A familiar example of a conserved quantity is 
electric charge. Consider an isolated volume in which 
two equal, but opposite, charges are separated by a 
distance d and are at  rest. Now, in this inertial system 
there is no violation of the conservation of total charge 
if the two charges disappear, are annihilated, simulta- 
neously. At any instant of time the total charge within 
the volume is always the same: namely, zero. Show that, 
if total charge is to be conserved in all inertial systems, 
the two charges must be together (d = 0) a t  the time of 
annihilation. This is an example of a general principle 
concerning any conserved quantity; if a quantity is to 
be conserved in all inertial systems, then it must be 
locally conserved (conserved within any arbitrarily 
small volume). 



2-31. In the paradox of the twins (Sec. 2-8) Dick travels 
outward from twin Jim, visits John, then returns to 
Jim. (a) Sketch the space-time paths of Jim, Dick, and 
John from the viewpoint of the inertial system in which 
Dick is at  rest on the outward leg of the trip. (b) Accord- 
ing to an observer in this inertial system, when and where 
will Dick meet John, and when and where will Dick meet 
Jim on his return? 
232. Triplets A, B, and C are born "simultaneously" 

on earth. A stays at  home, whiIe B travels immediately 
after birth to a nearby star 100 light-yr away at  the 
speed of 0.&, and C travels to another star 100 light-yr 
away at  the speed of 0 . 6 ~ .  Upon reaching their respective 
destinations, B and C reverse directions and return to 
earth at  the same respective speeds. (a) What is A's 
age when B returns? (b) What is B's age when he meets 
A? (c) What is A's age when C returns? (d) What is 
C's age when he meets A? 



Relativistic Dynamics: 
Momentum and Energy 

Relativistic kinematics, which deals with space intervals, time inter- 
vals, and velocities, all as summarized in the Lorentz transformations, 
has its basis in the fact that all measurements of the speed of light give 
the same constant c. Now, the special theory of relativity requires not 
only that fact but also that the laws of physics be invariant for all inertial 
observers. In this chapter, then, we shall consider relativistic dynamics, 
which deals with the mechanics of particles moving at speeds up to c 
and the appropriate relativistic forms for momentum and energy, and 
we shall require that the basic laws of momentum and energy conserva- 
tion be invariant under the Lorentz transformations. 

We shall first arrive at the relativistic relation for a particle's 
momentum and find that a particle's relativistic mass may be imagined 
to increase with speed. The relativistic relation for kinetic energy will 
show that we can attribute a change in a particle's kinetic energy to a 
change in its mass. Indeed, the general law of energy conservation 
becomes, through the equivalence of energy and mass, the law of mass- 
energy conservation. We shall examine the analogy between the in- 
variant space-time four-vector and the momentum-energy four-vector 
and derive the transformation relations for energy and momentum 
components. Finally, we shall consider one important application of 
special relativity to electromagnetism (apart from the constancy of the 
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propagation speed c of electromagnetic radiation); we shall find through a 
qualitative argument that the so-called magnetic force, ordinarily 
taken as a distinctive type of electromagnetic interaction between 
charged particles in motion, originates from the strictly electric, or 
coulomb, force together with the requirements of relativity. 

3-1 RELATIVISTIC MASS AND MOMENTUM 

By analogy with the classical relation for momentum we take a 
particle's relativistic momentum p to be given by the relation 

where m is the so-called relativistic mass. By definition, then, a particle's 
relativistic mass m is that physical quantity by which the velocity v 
must be multiplied to yield the vector quantity p such that the total 
momentum Zp of an isolated system is conserved. We know that the 
classical, or newtonian, law of momentum conservation is invariant 
under a galilean transformation, in which the momentum of a particle 
is taken to be its velocity multiplied by an invariant mass. Clearly, the 
classical relation for momentum cannot be invariant under a Lorentz 
transformation. Therefore, we must be prepared to find, in imposing 
the requirements of relativistic kinematics, as expressed in the Lorentz 
transformations, on the laws of dynamics for particles at high speed, 
that the relativistic mass is not an invariant quantity but, rather, 
depends in some fashion on the particle's speed. 

In reexamining the law of momentum conservation for particles 
traveling at relativistic speeds, we insist that the two basic postulates of 
the special theory of relativity be satisfied: the postulates that the 
physical laws be invariant for all inertial frames and that the speed of 
light be measured as the same constant by all observers or, equivalently, 
that the description of events in space and time be in accord with the 
Lorentz transformations. We know, of course, that whatever differences 
may emerge between the relativistic and classical forms of momentum, 
the relativistic momentum mv must, through the correspondence 
principle, reduce for low speeds to the familiar form mov, where mo 
represents the particle mass at zero speed or, at least, a speed v much 
less than c, the speed of light. 

Our strategy is as follows: We first consider an elastic collision 
between two identical objects which is so completely symmetrical that 
we may be assured that the law of momentum conservation is valid. 
We then examine the same collision from the point of view of another 
inertial observer and require the law of momentum conservation to be 
invariant. 

Suppose that we have two particles A and B with the same mass mo 
when compared at rest. The particles are fired at one another in opposite 
directions at very high but equal speed so as to collide elastically, as 
shown in Fig. 3-la. The particle's velocities are equal in magnitude 
but opposite in direction both before and after the collision. Because of 
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F I G . 3 - 1 . Identical particles A I 

and B colliding elastically st i y  
equal speeds: (a) viewed by an I X A  observer In the cenrer-of-mass n reference Frame; (b) same as (a), 
but wrth XCM and Y,, axes so 

oriented as to  make the collision 
completely s yrnmerxical for Ih e 
observer in the center- of-mass 
reference fume; (c) viewed by 

en observer moving along the X 
axis with A. 

the symmetry of the collision, we can be sure that the collision is ob- 
served in the center-of-mass reference frame, the inertial frame in which 
the system's total momentum is zero at all times, The cdlfeion appears 
even mare symmetrical if we rotate the coordinate axes, as shown in 
Fig, 3-16, so that the velocities of both particlee make the same angles 
with respect to  the XCM and YCM axes. Take the velocity component 
along XCM of either particle to have the magnitude v,. Then we can 
imagine particle A as having been thrown and then caught by an 
observer, whom we shall also call A, who travels to the right at the speed 
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v, and at a distance +y below the XcM axis. Similarly, we can imagine 
particle B to have been thrown and then caught by an observer B, who 
travels to the left at the speed v, and at a distance +y above the XcM 
axis. 

A third observer, one fixed with respect to the XCMYCM inertial frame 
and therefore different from observers A or B, can then assert, simply on 
the basis of symmetry, that both particles A and B were thrown simul- 
taneously, collided at the origin, and then were caught simultaneously by 
the respe2tive observers. In other words, the time interval TCM, as 
observed in the center-of-mass reference frame, between the throwing and 
the catching of particle A is the same as that between the throwing and 
the catching of particle B. 

Moreover, an observer in this center-of-mass reference frame can be 
certain that momentum is conserved in the collision; indeed, the total 
vector momentum of the system along any one direction must be zero. 
This implies that the change ApyA in the momentum component along the 
YCM direction for particle A before and after collision must equal in 
magnitude the change ApYB in the momentum component along YcM for 
particle B. Thus, the law of momentum conservation requires that 

Particle A travels a distance +y along YcM before, and another +y after, 
collision; all told, it travels a distance y in the time interval TcM, so that 
the Y component of A's velocity is y/TcM. The momentum change along 
YCM is twice the magnitude of the momentum component along Yo before 
or after collision. Therefore, 

where m, is the relativistic mass of particle A. We also have 

where m, is the relativistic mass of particle B. Equation (3-2) then 
becomes, for an observer in the center-of-mass inertial frame, 

Because of the symmetry of the collision we know that the two particles 
have the same relativistic mass: m, = mB. 

If relativistic momentum conservation is to hold for all inertial 
frames, then (3-2) must also be satisfied for any other inertial frame 
moving at constant velocity relative to that of the system's center of 
mass. For convenience we now examine the collision from the inertial 
frame in which observer A is at rest; see Fig. 3-lc. The differences are as 
follows. Observer A now sees his particle A traveling back and forth 
along the YA axis and particle B traveling obliquely before and after the 
collision. We denote the velocity of observer B relative to observer A by 
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v. Observer A ,  stationed at a point 4.y below the XA axis, sees observer B 
traveling to the left at speed v and at a distance +y  above the XA axis. 
Note that the transverse distance y between the two observers A and B 
is the same in the new XAYA reference frame as in the earlier XCMYCM 
reference frame, since there is no space contraction at right angles to the 
direction of relative motion. 

As measured by observer A ,  however, the time intervals between the 
tossings and the catching6 of the two particles are not the same: particle 
A is thrown and caught at the same location in reference frame XAYA, 
but particle B is thrown from a location on the right and later caught at 
another location on the left. Recall this general relativistic feature of 
time intervals: If two events occur at the same location in one observer's 
reference frame, then the time interval between them is the proper 
interval To; but if they are observed from a reference frame traveling 
at a speed u, then the time interval between them is longer (dilated) and 
is given by 

Thus, if we take the time interval between the tossing and the catching of 
particle A as observed by A to be To, then the time interval between the 
tossing and the catching of particle B as observed by A is T. 

Seen by observer A, the sequence of events is as follows. First B 
throws particle B, then A throws particle A, then the particles collide, 
then A catches particle A ,  and finally B catches particle B. We have an 
example here of the general rule that events that are simultaneous in 
one reference frame (the tossing and catching of particles A and B in the 
XCMYCM reference frame) are not simultaneous in a second reference 
frame in motion with respect to the first. 

In the XAYA reference frame shown in Fig. 3-lc the changes in 
momentum along YA are, then, 

Substituting these relations in (3-2), to guarantee the invariance of 
momentum conservation, then yields 

and using (3-3) gives 

where mA and mB are the respective masses of the particles observed in 
the XAYA reference frame, and u is the speed of observer B relative to 
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FIG. 3-2. Collision of  moviilg 
particle B, with particle A at rest, 
as viewed by observer A; derrved 
from Fig. 3- l c in the Jimil of zero 
transverse velonty component. 

observer A. The time dilation and the relativity of simultaneity are 
derived from the Lorentz transformations. Therefore, (3-4) must hold, if 
momentum conservation is to be invariant under the Lorentz transforma- 
tions. Clearly, this equation cannot be satisfied unless rn, and rn, are 
different. If we recall that the two masses were taken to be equal when 
measured at rest with respect to an observer, it is apparent. as we 
anticipated, that the relativistic mass of a parkAcle must depend in some 
way on its speed. 

In the collision shown in Fig. 3-1c both particles are in motion. To 
find out how the mass of a particle depends upon its motion with respect 
to an observer, we now consider the special collision occurring when 
particle A is at rest in the X,Y, reference frame. That is, we suppose 
that the Y components of the speeds of both particles A and 3 approach 
zero. Particle A is then at rest with respect to the reference frame 
X,Y,, and we label its mass mo, the rest mass. An observer at rest in 
X, YA now sees particle B approach and then recede along a single straight 
line, just making a grazing collision with particle A;  see Fig. 3-2. The 
speed of particle B is then just the speed v of observer B (with respect to 
which it is now at rest). When at rest, particle B's mass was also m,, 
but now, when it is in motion at speed v relative to  an observer in X, Y,, 
its mass is different, and we label its mass m. For the grazing collision 
with mA = rn, and r n ~  = m, (3-4) becomes 

By the same token observer B sees his own particle B at rest with mass 
m, and particle A in motion at speed v with mass m. Any observer then 
finds that, if a particle has a rest mass rno when measured at rest with 
respect to him, then its mass when it moves at speed v is mo[l  - ( v l ~ ) ~ I - ~ ' ~ .  
Figure 3-3 shows a particle's relativistic mass as a function of the par- 
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FIG. 3-3. Variation of 
relativistic mass with speed. . ... 

Speed v 

tide's speed, as given by (3-5). Clearly, m deviates markedly from m, 
only when the speed is comparable to the speed of light; for example. 
with vlc = + it exceeds rno by only (3.5 percent. 

When it ia said that  a particIets mass depends on its speed, what is 
implied basically is that the relativistic momentum p of a particle with 
velocity v is given by the relation 

where ma is a constant, independent of speed. Experiments with particles 
traveling at speeds approaching that of light demonstrate conclusively 
that (3-6) correctly gives a particle's momentum at all speeds up to c. 
Of course, for low-speed particles, with ulc << 1, the relativi~tic mtF 
mentum reduces to  the classicaI form, p = m0v. Whereas in prerelativity 
physics space intervals, time intervals, and mass were regarded as 
absolute and the speed of light was regarded as relative to some unique 
inertial frame, the relativity physics of Einstein requires that, because 
the speed of light is absolute for all inertial systems, space intervals, 
time intervals, and mass (defined as the momentum-velocity ratio) be 
relative and depend on the relative motion between the object and the 
observer. 

In relativistic dynamics we take the force F on an object to be the 
time rate of change of its relativistic momentum. Therefore, Newton's 
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second law is written in the form 

which may also be written 

In classical mechanics, with the mass of any object constant, dmldt = 0; 
then the two form of Newton's second law, E = (dldt) mv and F = 
m dvldt = ma, are equivalent. In relativistic dynamics, however, the 
two forms usually are not equivalent; this is so because the mass m varies 
with the particle's speed and, therefore, with time, if the speed changes 
with time. The general form, F = dpldt, is always correct. 

One very important situation, in which a particle's speed is constant 
while its velocity changes, is that of a particle traveling in a circular arc, 
under the influence of a force toward the center of the arc. Because the 
force is radial and at right angles tm the particle's motion, the particle 
travels at constant gpeed but with an ever-changing veIocity direction. 

Consider a particle of relativistic mass m and electric charge Q 
moving with velocity v at right angles to a uniform magnetic field B. 
The magnetic force, which is perpendicular to the velocity and therefore 
causes the particle to move in a circle, has the magnitude 

Because the particle moves with a constant speed, its relativistic mass is 
constant, and hence drnldt = 0. Equation (3-8) then becomes F = 
rn dvldt = ma, where a h  the centripetal acceleration with a magnitude 
v2/r, r being the radius of the circular path; see Fig. 3-4. Using the relation 
for the magnetic force, we have 

It must he 
same form 

p = mu = QBr (3-91 - 
remembered that, although this equation is of exactly the 
as that obtained by the methods of classical mechanics, the 

mass rn appearing in it is the relativistic mass, not the rest mass. 
Equation (3-9) is the basis of a simple method of determining the 

relativistic momentum of a charged particle. In this method Q is known, 
B and r are measured, and p is computed from the equation. I~asmuch 
as v can be measured by using crossed electric and magnetic fieIds 
(Sec. &4), the relativistic mass m can be computed from (3-9). This was 
essentially the method used by A. W. Bucherer (1909) and others to verifv 
the variation of relativistic mass with speed. predicted by relst ivit y :::i,31i4.R a ~ , " ~ ' ~ ' , " / ~ ' ~ ~ ~  
theory. field. 



CHAP. 3 ' Relativistic Dynamics: Momentum end Energy 

EXAMPLE 3-1. A particle of rest mass mo initially moves at  speed 0 . 4 0 ~ .  (a)  If the 
particle's speed is doubled, how will its new momentum compare with its initial 
momentum? (b) If the particle's momentum is increased until its final momen- 
tum is 10 times its initial momentum, how will its final speed compare with its 
initial speed? 

(a)  The initial momentum is given by Eq. (3-6): 

When the speed is doubled, the particle moves at  speed v = 2(0.40c) = 0.80c, 
and the momentum becomes 

The ratio of the final momentum to the initial momentum is 3.0, whereas the 
ratio of the final speed to the initial speed is 2.0. 

(b)  The initial momentum of the particle is pl = 0.44moc. The particle's 
momentum now becomes 10 times as great, and the speed of the particle is 
again given by (3-6): 

Rearranging and squaring, we have 

The ratio of the speeds is v/vi = 2.4, whereas the ratio of the momenta is 
P/P~ = 10. 

3-2 RELATIVISTIC ENERGY 

We now have expressions for relativistic mass, Eq. (3-5), and rela- 
tivistic momentum, Eq. (3-6), and the correct form of Newton's second 
law of motion, Eq. (3-7). We next ask, "What is the relativistic kinetic 
energy Ek?" To find this we define it, as in classical physics, as the total 
work done in bringing a particle from rest to the final speed v under a 
constant force F: 

= / v  d(mv) = / ( v 2  dm + mu dv)  

To integrate, we must recognize that both m and v are variables, the 
dependence of one on the other being given by (3-5). We shall find it 
simpler to express v in terms of m and then integrate with respect to the 
variable m. The expressions for v and dv can be obtained by rewriting 
(3-5) in the form 
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Differentiating, we have 

Combining the two equations, we have 

Substituting for mv dv in the equation for the kinetic energy Ek, we then 
have 

Ek = j: [v idm + (c2 - v2)  dm] = c2 dm = me2 - moe2 

Ek = (m - mo)c2 (3-10) 

Thus, the relativistic kinetic energy is the increase in mass, arising from 
the particle's motion, multiplied by c2. We see that the relativistic 
kinetic energy is markedly different from the classical kinetic energy. 
Furthermore, in relativity physics to say that a particle has kinetic 
energy is to say that its mass exceeds its rest mass. Of course, by the 
correspondence principle the relativistic kinetic energy must reduce to 
the familiar classical kinetic energy, +mov2 for v/c << 1. To show that it 
does, we expand (3-10) by the binomial theorem: 

or lim Ek = lim (m - mo)c2 = fmov2 
c-r m c- m 

It is important to recognize that the relativistic kinetic energy is not 
given by +mu2, where m is the relativistic mass. 

We have seen that an increase in the kinetic energy of a particle 
corresponds to an increase in its mass. This is true of energy in general: 
A change in the total energy of a system of particles corresponds to a 
change in the mass of the system. Equation (3-10) may be written more 
generally as 

Ek = E - Eo = mc2 - moc2 (3-11) 

where E represents the particle's total energy and is given by 

and where Eo represents the particle's rest energy and is given by 
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In a system of particles the rest energy Eo and rest mass mo are 
the system's total energy and total mass when its center of mass is 
at rest. 

Equation (3-12) is the famous Einstein relation, which shows the 
equivalence of energy and mass, each being a different manifestation of 
the same physical entity. A particle at rest with respect to an observer 
has a rest mass mo and a rest energy moc2. Because mass and energy are 
equivalent and interchangeable, we no longer have the separate laws of 
energy and mass conservation; rather, relativity physics combines these 
in a single, simple law, the conservation of mass-energy. This law 
holds in any inertial system, as does the conservation of relativistic 
momentum. 

In physics the momentum is, in general, a more useful concept than 
the velocity (for example, we have the conservation of momentum but 
not the conservation of velocity). Therefore, it is often convenient to 
express the energy E in terms of p  rather than v. We can eliminate v in 
the following manner. Squaring (3-5) and multiplying both sides by 
c4[l - (V/C)~] gives 

m2c4 - m2v2c2 = m02c4 

Substituting (3-6), (3-12), and (3-13) for mu, me2, and moc2 in this equation 
immediately gives the desired relation between E and p: 

Let us examine the relativistic equations under two limiting con- 
ditions, very low speeds and very high speeds. 

v << c. This is the classical region, in which newtonian mechanics is 
adequate, and the relativistic quantities reduce to their familiar classical 
forms, namely, 

m x  mo 

In this region the kinetic energy is much less than the rest energy; that 
is, 

E, << Eo 

because 

v % c. This represents the extreme relativistic region. Therefore 
(3-5), (3-ll), and (3-14) become 

E 
p x -  

C 



If a partide has energy and momentum but has zero rest mass--a posai- 
bility that makes no sense from a classicd viewpoint but is admissible in 
relativity theory-then the equations above are exactly true, and a zero- 
rest-mas particle must necessarily travel with the speed of light c. 
That is, for a zero-rest-mass particle: 

ConverseIy, if a particle with a nonzero energy travels with the  peed of 
light, it must have a zero rest mass, since from (3-5) and (3-13)) 

If v = c, the denominator equds zem, and for a nonzero rest masa the 
energy of the particle would be i n f m i t ~ n  impossibility. However, if 
the rest mass is zero, the right-hand side of (3-16) becomes $, an in- 
determinate. The relativistic mass m may be found from Einstein's 
equation rn = E/c2, and it ia finite even though m, is zero. The variations 
of energy (and, therefore, of mass, because E = me2) with sped  for a 
proton, an electron, and a particle of zero rest mass are shown in Fig. 3.5. 
For the zero-rest-mass particle the relativistic energy E has a nonzero 
value only if the partide movea at the single speed c, but at this speed its 

FIG. 3-5. Totat felstivistic energy 
vs. speed of three perticles having 
different resf masses. (The rest 
energies are not ro seela reEative 
fo  one 8nother.I.I 
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energy (and mass) can have any value from zero to infinity. A zero-rest- 
mass particle has zero rest energy; therefore, its total energy is purely 
kinetic, as shown in (3-15). 

It is useful to examine the dependence of energy on momentum. The 
relativistic total energy E is shown as a function of the relativistic 
momentum p in Fig. 3-6, following the equation 

For low speeds, or v << c, the relations m z mo and p z p, z m,v hold. 
Therefore, in this, the classical region, the total energy is given by 

On the other hand, for very high speeds the relation E z pc holds, as 
shown in (3-15). In the classical region the kinetic energy E - Eo 
varies as the square of the momentum, whereas in the extreme relativistic 
region the kinetic energy z E varies linearly as the momentum. It follows 
from (3-14) that the slope dE/dp of Fig. 3-6 is equal to the speed v of the 
particle. 

3-3 EQUIVALENCE OF MASS AND ENERGY. 
AND BOUND SYSTEMS 

To illustrate the significance of the equivalence of mass and energy 
and the conservation of mass-energy, we shall consider two situations: 
unbound systems and bound systems. 

Unbound Systems. Consider a collision between two particles, each 
having a rest mass m,. They are projected toward one another, each with 
s ~ e e d  v relative to an observer at rest in the center-of-mass reference 
frame. We assume the collision to be perfectly inelastic; thus, the two 
particles stick together to form a single particle, whose rest mass is 
designated Mo. We ask, "How is the final rest mass M, related to the 
rest mass m, of each of the incident particles?" From a classical-physics 
standpoint we should expect Mo to equal 2mo, but we shall find that 
relativistically this is not so. 

By the conservation of linear momentum we know that the tote1 
momentum must be zero. This follows from the fact that the total 
momentum is initially zero, the particles before the collision having 
equal but opposite momenta. Therefore, after the collision the amalga- 
mated particles must be at rest. 

The total energy of the two particles before the collision is 2mc2, 
where mc2 is the rest energy plus the kinetic energy of each particle. In 
accordance with energy conservation, the total energy of the two particles 
before the collision must equal the total energy Moc2 of the composite 
after the collision. Note that the total energy of the composite is entirely 
rest energy, since the center of mass is a t  rest. Thus, mass-energy con- 
servation gives 
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The rest mass Mo of the composite body after collision is greater than the 
rest mass 2m0 of the incident particles, This is so because the energy 
that we observe as the incoming kinetic energy of the two particles 
becomes a part of the rest energy of the combined particles after the 
colIision . 

In this example the collision was observed from a reference frame in 
which the center of mass was at rest. In general, it is true that an ob- 
server in any inertial system also will find that the total relativistic 
momentum is conserved and that; the total mass energy is conserved 
(see Set. 3-4). 

EXAMPLE 32. Two satellites, each of rest mass 4,000 kg and traveling at a 
speed of 18,000 mifi with respect to an earth observer, approach one another, 
mltlide, and stick together. Find the increase in the total rest mass of the 
system. 

&cause the satellites have equd but opposite m o m a h ,  the total mornen- 
turn i s  zero; therefore, after the collision the compoeite object is at rest. Since 
total energy is conserved, all the kinetic energy of the incident satellites is 
converted into rest mass, and 

FIG. 3-6. Total reI8tivistic 
energy vs. fetariristic 
momentum of s particle. 

ZE, Increase in mt mass =. Am = - - 
c ' 
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FIG. 3-7. Svmbolic represenre- 
rron of the spktt~ng of two 

bound particles. 

where K is the initial kinetic energy of each satelIite. The speed of each 
satellite, 18.000 milh = 5 mils, is much less than the speed of light, and we can 
use the classical expression for the kinetic energy, E, = 3mou2. Therefore, 

Bound Systems. One of the most important consequences of Einstein's 
relativity theory arises in the binding together by some attractive force 
of two particles A and B to form a single system. To break the system 
into its separate components requires work, that is, the adding of energy 
to the system. Let the rest mass of the composite system be Mo and the 
rest masses of the individual particles be m,, and m,,. We observe the 
baund system and the ensuing separation into A and B from the center- 
of-mass reference frame. 

The breaking up of the bound system is shown symbolically in Fig. 
3-7, where Eh is the energy that must be added to  the system in order to 
separate the particks completely. Because the energy needed to break 
the system is exactly equal to the energy binding the system, E, itself is 
called the binding energy (the energies are e&al in absolute value, 
opposite in sign). 

Now, applying the conservation of mass energy to this situation, 
we have 

If E, > 0, then from this eqvatron M, < m,, + m,,. That is, the rest 
mass of the bound system must be less than the sum of the rest masses of 
the individual particles when separated. This is in contrast with the 
situation of unbound systems, in which the rest mass of the composite 
exceeds the rest masses af the separated particles. In principle it is then 
possible to calculate the binding energy E, if we know merely the rest 
mass of the system as a whole and the rest masses of its constituents. 
Only in the case of nuclear forces is the binding energy between particles 
great enough to produce a measurable mass difference. 

We are free to choose the zero of total kinetic andpotential energy ofa 
system of particles-called the total mechanical energy Em-at any 
convenient value. The most convenient value for particles that attract 
one another is zero when the particles are all infinitely separated and at 
rest. 

When particles are bound to one another, the energy Em of the bound 
system is negative, because energy must be added to the bound systeh 
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En, 

Mechanical 
energy 

FIG. 3-8. Energy-level diagram 
showmng the energy of two 
particles when bound together 
and when completely separared 
from one anorher and at rest. 
The fatal retativishc energy IS 
plotred on the left: the mechanical 
energy on the r~ght, 

to  separate the particles completely and to bring the energy of the system 
up to zero. Figure 3-8 shows the relationships among rest masses, total 
relativistic energy, binding energy, and mechanical energy. 

EXAMPLE 3-3. The binding energy of an electron and a proton together, forming 
a stable hydrogen atom, is known experimentally to be 13.6 eY. This energy is 
called the ionization energy, since it i s  the enerm that must be a d d 4  to a 
hydrogen atom to separate i t  into two oppositely charged particles. The total 
mechanical energy of a hydrogen atom is - 13.6 eV. By using Eq. (3-la, it is 
possible to compute the difference between the mass of the hydrogen atom, 
MOM = 1.67 x kg, and the sum of the rest masses of the separeted 
electran, m,,, and proton, mop: 

The fractional change in the mass i s  
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This fractional mass difference, slightly more than one part in 100 million, is 
much smaller than the experimental fractional error in the measurement of the 
masses of the hydrogen atom, proton, and electron. Therefore, in a reaction in 
which the binding energy is several electron volts-and all chemical reactions 
are of this order of magnitude-it is impossible to detect directly a change in 
the total mass of the system. A change in mass can, however, be detected in 
nuclear reactions, in which the binding energy typically is several million elec- 
tron volts. 

3-4 MOMENTUM-ENERGY FOUR-VECTOR 

Special relativity and the Lorentz coordinate transformations were 
constructed on this fundamental observation: The speed of light is 
invariant. All inertial observers measure the speed of a light beam as the 
same constant c. In this section we consider two other scalar quantities 
that are invariants: the magnitudes of the space-time four-vector and of 
the momentum-energy four-vector. 

Space-Time Four-vector. First consider a displacement vector whose 
tail is located at  the coordinate origin at  the time t ,  = 0 in inertial 
system S t .  If at  the same time the coordinates of the head of the vector are 
x ,  , y ,  , and z ,  , we may write 

l 2  = x t 2  + Y 1 2  + z t 2  

where 1 is the length of the vector. The quantities x , ,  y , ,  and 2 ,  represent 
the components of the vector along the three directions in space. 

What are the space and time intervals that are measured by a second 
observer moving at  some constant velocity v << c and whose coordinate 
axes X,, Y,, and 2, do not necessarily coincide with those of S,? By 
means of galilean transformations similar to Eq. (2-1) the length of the 
vector is found to be 

z2 = xz2 + y2, + zz2 

The time interval between the two events of locating the two ends of 
vector 1 is the same in S ,  and S,,  namely zero. The quantities x2, y2 ,  
and z 2  represent the components of the vector along the second coordinate 
axes. Although the distance x, is not, in general, the same as x ,  (nor 
are y2 and y , ,  or 2, and z , ,  the same), the length 1 is the same, or invariant, 
for any two inertial systems. Thus, for any displacement in three- 
dimensional euclidean space we may write 

Space invariant = l 2  = x2' + yZ2 + z2, = x12 + y 1 2  + z 1 2  (3-18) 

As stated above, the time interval between the two events of locating the 
two ends of vector 1 is the same in S ,  and S,; similarly, under the galilean 
transformations the time interval between any two events is invariant: 

Time invariant = At = At, = At, 

In galilean physics space intervals and time intervals are separate in- 
variants, but the speed of light is not an invariant. In Chap. 2 we found 



Momentum-Energy Four-vector SEC. 3-4 

that we must use the Lorentz transformations rather than the galilean 
transformations to guarantee the invariance of c, and in relativistic 
kinematics separate space intervals and time intervals must be replaced 

' 

with a single space-time interval AS2 relating any two events. This 
space-time interval is now the invariant quantity: 

Space-time invariant = AS2 = x22 + yZ2 + zZ2 - c2tZ2 

= x12 + y12 + z I 2  - c2 t I2  (2-30), (3-19) 

The space and time coordinates ( x , ,  y , ,  z ,  ; t , )  of an event in one inertial 
frame are not necessarily the same as the space and time coordinates 
(x , ,  y2, 2 , ;  t2)  of the same event in a second inertial frame-the co- 
ordinates are, in fact, related by the Lorentz coordinate transformations 
-but the space-time interval between this event and another event, say 
an event occurring a t  the origin a t  t ,  = t2 = 0,  is the same, or invariant, 
in all inertial systems.? 

Equations (3-18) and (3-19) are closely analogous; indeed, in relativity 
we may think of the four coordinates of an event (three in space and 
one in time) as being the four components of an invariant vector in space- 
time. We may take the four components of the space-time four-vector 
to be x, y,  z, and ict, where i = (-  1)'12; then, squaring each component 
and adding the squares yields (3-19). (Of course, a four-dimensional 
vector with three real spatial components and one imaginary time 
component cannot be visualized; we are merely extending the formal 
properties of ordinary three-dimensional vectors into four-dimensional 
space-time.) 

Momentum-Energy Four-vector. Now consider the basic relation of 
relativistic dynamics, giving a particle's total energy E and momentum p 
in terms of its rest energy Eo: 

E 2  = Eo2 + (PC)' (3-14) 

Although this equation was derived for motion along one direction only, 
it holds for any motion. Now p represents the magnitude of the total 
momentum of the particle and has, in general, the rectangular compo- 
nents p,, p,, and p,, where p2 = px2 + p: + pZ2. We may rewrite the 
momentum-energy relation in the form 

The left side of this equation depends only on the particle's rest mass, 
since - ( E , / C ) ~  = - (moc)2. The rest mass mo and rest energy Eo of any 
one particle are always the same. Put differently, a particle's rest 
energy Eo is invariant regardless of the inertial frame from which its 
momentum and energy are measured. Thus (3-20), with an invariant 
quantity - (Eo/c)' on its left side, is of the same form as (3-19). A particle's 
p~ 

t It is, of course, arbitrary whether one chooses the space-time interval to be x2 + yZ + 
z2 - c2tZ or the other way around, c2t2 - x2 - yZ - z2 .  Both conventions are in use; 
we shall always use the interval as defined in Eq. (3-19). 
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relativistic momentum components and energy are related to an invariant 
in  exactly the same way as an  event's space and time coordinates are 
related to an invariant space-time interval. 

Just as in relativistic kinematics we think of the three space co- 
ordinates and one time coordinate of an event as components of a four- 
dimensional space-time interval, so too in relativistic dynamics we 
regard the three components of momentum and the one value of energy 
in any one inertial frame as combining to yield a momentum-energy four- 
vector. The components of this four-vector in  the inertial frame S l  are 
p x l ,  p Y I ,  pz l ,  and iE,/c,  of which the first three give the particle's mo- 
mentum components along the X I ,  Y , ,  and Z1 axes, respectively, and El 
is the total energy of the particle in  this inertial frame. Squaring the 
four components of the momentum-energy four-vector and adding 
yields (3-20). Indeed, the fundamental assumption of relativistic dynamics 
is that the momentum-energy four-vector in any inertial frame yields the 
same invariant : 

Momentum-energy invariant = - e)' = pXz2 + p.2' + p.2' - (:)' 
, , 

Comparing the momentum-energy four-vector (p,, , p y l ,  p,, ; iE, lc) 
with the space-time four-vector (x,, y , ,  z 1  ; ict,), we see that we can 
construct one from the other by using the replacements 

Pnl for 21 

The Lorentz coordinate transformations permit us to compute the space 
and time coordinates of an event in system S2, given the corresponding 
space and time coordinates of the event in S l  ; or conversely. We can 
construct corresponding transformation relations that give the mo- 
mentum coinponents and the total energy of a particle in inertial frame 
S2 in terms of the momentum components and energy in another inertial 
frame S , .  Using (3-22) in the Lorentz coordinate transformations, 
Eqs. (2-24), we find 

Py2 = Pyl 
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We see from the first equation that the X component of a particle's 
momentum as observed in S2 depends, not only on the corresponding 
momentum in S1 and the speed v of S2 relative to S , ,  but also on the 
particle's total energy E l .  Similarly, the last equation shows that the 
total energy in Sz depends on the total energy in S,, the relative speed v 
between the inertial systems, and the momentum along X in S,. 

The inverse transformations again result from interchanging sub- 
scripts 1 and 2 and replacing v with - v. Note that the velocity v appear- 
ing in (3-23) is that of inertial frame S2 relative to that of inertial frame 
S1. The velocity of a particle that is being observed in Sl and Sz is not 
the same as the u appearing in (3-23). The particle's velocity is given by 
the particle's relativistic momentum divided by its relativistic mass; in  
S , ,  for example, the particle's velocity is given by 

To see how the momentum-energy transformation relations work, 
consider the following examples. 

EXAMPLE 3-4. A particle of rest mass mo and rest energy Eo is moving along the 
positive Y l  axis of S I  at speed 0 . 6 ~ .  (a )  What are the particle's four momentum- 
energy components as observed in S1? (b )  What are they as observed in an 
inertial system S2 that is moving along the positive XI axis at  speed 0.9&? 
(c) What are the particle's kinetic energies in S1 and in S2? 

(a )  Since the particle moves along the Y axis in S 1 ,  then p,, = p,, = 0. 
By definition, 

The total energy El can be computed from (3-24): 

(b )  Equations (3-23) show that 

For px2 we obtain 

Finally, we find the energy in S2 to be 

(c)  The kinetic energies in S l  and S2 are 
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EXAMPLE 3-5. Two particles A and B, each of rest mass mo, approach one 
another a t  equal speeds, collide, and stick together to form a third particle C, 
of rest mass Mo. How are mo and Mo related? In Sec. 3-2 we treated this 
situation by assuming that mass energy is conserved. Here we shall discuss 
the problem from the viewpoint of the invariance of the momentum-energy four- 
vector. We suppose that the particles are moving in opposite directions along 
the XI axis in system S,. Then, when an observer in S1 applies momentum 
conservation to this collision, he can write 

Observer S1 is chosen to be in that reference frame in which the system's 
center of mass is at  rest. Then the system's total momentum is not only con- 
stant but zero both before and after the collision: 

Now, if we assume the invariance of momentum conservation, an observer in 
another inertial frame S2 must also find momentum to be conserved in this 
collision. From S2's point of view, 

But the momenta as measured in S1 and S2 are related through the momentum- 
energy transformation equations. Using (3-23) in (3-27), we have 

This equation may be written in the form 

When (3-26) is used in this equation, the left side becomes zero, and the equation 
reduces to 

An observer in system S1 finds that according to this equation the total energy 
of the two particles A and B before the collision is the same as the total energy 
of the single particle C after the collision; in other words, total energy is 
conserved. Note especially that relativistic energy conservation came as a 
result of relativistic momentum conservation. 

Equation (3-28) looks simple and obvious enough in expressing that the 
total energy of the two particles before collision is the same as the total energy 
of the single particle afterward, but note what is implied about the rest masses 
of the particles, mo for A and B and Mo for C. If the speed of particles A and B 
is denoted by u,, then 

Particle C remains at  rest in S,, so that its total energy is 

Putting (3-29) and (3-30) into (3-28), we have 
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The rest mass Mo of the composite particle C formed in this inelastic collision 
is greater than the sum 2mo of the separate rest masses of A and B. This agrees 
with results given in Sec. 3-2. 

3-5 SPECIAL RELATIVITY A N D  THE ELECTROMAGNETIC 
INTERACTION 

The speed c of propagation of electromagnetic waves is a relativistic- 
ally invariant quantity. Electric charge is also a relativistic invariant; 
that is, the magnitude of a particle's electric charge does not depend on 
the speed of the particle. The simplest and most compelling experimental 
evidence for electric-charge invariance is that an electrically neutral 
system of particles with equal but opposite charges remains electrically 
neutral quite apart from the speeds of the particles within it. Thus, a 
hydrogen molecule with two protons and two electrons, and a helium 
atom also with two protons and two electrons are both found to be 
electrically neutral to within one part in loZ0 although the speeds of the 
component particles differ greatly for the two systems. 

The electromagnetic interaction between a pair of electrically 
charged particles is customarily separated into two parts: the electric 
force, which always acts between any two charged particles whether 
each is at rest or in motion with respect to the observer, and the magnetic 
force, which acts between them only when they are both in motion rela- 
tive to the observer. It is easy to see that the magnetic force between 
any two charged particles Q, and Q2 can be turned off, so to speak, 
merely by a proper choice of reference frame. For example, if an observer 
rides in a reference frame that is at rest with respect to charge Q,, he 
will measure no magnetic force between the two charges. First, the 
magnetic force on Q2 due to Q, will be zero, because Q, creates no mag- 
netic field at the site of Q2 (or at any other point in space, since Q, is at 
rest). Second, even if Q2 were moving with respect to the observer, 
there would be no magnetic force on Q, due to Q2, because Q, is not 
moving. This simple example shows us that a magnetic force between 
two charged particles may exist for observers in some inertial systems 
but not in others. The first postulate of relativity, the invariance of the 
form of a physical law in all inertial frames, requires that the laws of 
electromagnetism be of the same form in all inertial frames. In this 
section we shall give a qualitative discussion of how electric and 
magnetic forces as viewed in different inertial systems are related. 

Clearly, the magnetic interaction is intimately related to the choice 
of reference frame. Since special relativity deals with the transformation 
relations between reference frames, we expect that the appearance or 
nonappearance of the magnetic force between charged particles is 
basically a relativistic effect. It is easy to see, at least in a qualitative 
way, that 
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Magnetism = electricity + relativity 

Tn this view the magnetic interaction k not a separate and distinct type 
of fundamental force; rather, the so-cdld magnetic force originates 
from the strictly electric (or coulomb) interaction and the requirements 
of special relativity. 

To see the connection between magnetism, electricity, and relativity 
let us consider an example of what is usually described as a purely 
magnetic force. Two pardlel, infinitely long, current-carrying con- 
ductors attract one another magnetically when the currents are in the 
same direction, and they repel one another when the currents are in 
opposite directions. In this situation an electric force is thought not to 
act between the two conductors, because each is taken to be electrically 
neutral. In the standard analysis of this situation we say that the moving 
charges in one conductor generate a magnetic field at the site of the 
other conductor, and the charges moving through the latter conductor 
are thereby acted upon by a magnetic faxce. This force is transmitted 
ultimately to the crystalline lattice of the solid wire through which the 
charges move. 

Let us reexamine this sitflation from the point of view of special 
relativity. For aimpIicity we imagine that the current through each 
conductor results from there being equal amounts of free positive charges 
moving in the direction of the current and free negative charges moving 
in the opposite direction. We know, of course, that in metals the current 
resulte from the motion of free negative charges (electrons) only, but the 
phyeical arguments concerning the more symmetrical situation chosen 
here are simpler, and the results are similar to those one would obtain by 
assuming the motion af particles with only one sign of charge. 

Figure 3-9 show8 positive and negative charges moving through a 
lattice assumed electrically neutral. They produce an electric current 
to the right in each wire and, classically, this result8 in an attractive 
magnetic force between the two wires. Can we, by invoking special 
relativity, described this effect in terms of an electric force only? As we 
shall see, the answer is yes, but only if we are very caxeful. First, we 
must recognize that we have not considered how a force transforms 
between one inertial frame and another. A force on a particle doea not 
have the same magnitude for all observers, inasmuch as it is defined as 

- FIG. 3-9. Positive and negative 
charges moving at equal speeds 
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the particle's momentum change per unit time interval, and both these 
quantities depend on the observer. We shall not derive the force- 
transformation relations in detail here but shall merely make use of the 
reasonable fact that, although the magnitude of a force may change in 
the transformation between one inertial frame and another, its direction 
does not change. 

Let UB focus on the net electric force on the positive and negative 
charges in one of the wires. In doing so, we shall intentionally exclude 
any magnetic interaction, concentrating on electric forces alone and 
invoking the requirements of relativity. . 

To find the force on a positive charge, we first must transform the 
gystem into an inertial system in which the poaitive charge is at rest; 
this is illustrated in Fig. 3-lk. Notice that an observer in this frame 
finds the positive charges at rest; the distance between adjacent positive 
charges is indicated by Do. On the other hand, the negative charges 
now are moving to the left at a higher speed than in Fig. 3-9; because of 
space contraction the distance between adjacent negative charges is 
less than Do, say D. The resultant electric force on a given positive 
charge is due to the ather charges, both positive and negative, in the 

FIG. 3-1 0. The conductors and 
charge caniefs of Fig. 3-9 but 
now as observed by (a) en 
obsarvw at resf wirh respecr to 
the positive charges and (b) an 
observer st rest wrth respecr ra 
the negarive charges. 
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same wire and also to the positive and negative charges in the other 
wire. It is obvious that that component of the force which is due to the 
other positive charges in the same wire is zero, since there are equal 
numbers of uniformly spaced positive charges to the left and to the right, 
and that the same is true of that component which is due to negative 
charges in the same wire. 

Now, what about the resultant force due to the charged particles in 
the other wire? Because of the contraction of the distance between 
adjacent negative charges there will be more negative charges per unit 
length than positive charges. Thus, from the point of view of a positive 
charge in, say, the lower wire the net charge of the upper wire is negative, 
and the chosen positive charge is attracted to the upper wire. Trans- 
forming back to the inertial system in which the wires are at rest 
(Fig. 3-9) will still give an attractive force between the positive charge 
and the upper wire, although one of a different magnitude from that in 
Fig. 3-10a. (In similar fashion a positive charge in the upper wire of 
Fig. 3-1Oa finds the lower wire negatively charged, because of the 
contraction of the distance between the moving negative charges in it, 
and is therefore attracted to the lower wire.) 

We next consider forces on the negative charges. What kind of 
force, attractive or repulsive, from all the other charges will a negative 
charge in the lower wire of Fig. 3-9 experience? To find this, we follow 
the same procedure as before. First we view the charges from an inertial 
frame in which the chosen negative charge is at rest; then we transform 
back to the system in which the wires are at rest. Figure 3-lob illustrates 
the motion of the charges from a reference frame in which the negative 
charges are a t  rest. Again the negative charge experiences no net 
force from the positive and negative charges in the lower wire, because 
of equal numbers in both directions along the wire, but because of space 
contraction for the moving positive charges, it sees the other wire charged 
positively and is therefore attracted to it. (Similar arguments hold for 
negative charges in the upper wire.) Finally, transforming back to 
the reference frame in which the wires are a t  rest (Fig. 3-9) still gives 
an attractive force between any negative charge and the other wire. 

Both the positive and negative charges in one of the wires of Fig. 3-9 
are attracted to the other wire. These charges will then move across the 
width of their own wire until they arrive at the surface closest to the 
other wire, but because they are bound to the conducting wire, they 
cannot leave the surface; thus, the attractive force istransmitted to the 
entire wire. We have shown in a qualitative way that two wires carrying 
currents in the same direction attract one another without the action of a 
magnetic force, at least an explicit one. 

Now consider a situation in which the currents in the two parallel, 
infinitely long, current-carrying conductors are in opposite directions. 
We again assume that the current in each wire is due to there being 
equal numbers of positive and negative charges moving in opposite 
directions but at the same speed. The motion of the charges, as observed 
in a frame in which the wires are at rest, is shown in Fig. 3-11. We wish 
to find the forces acting on the positive and negative charges in, say, the 
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lower wire. To find the force on a positive charge we must first observe 
it from a reference frame in which this positive charge is at rest, as shown 
in Fig. 3-12a. Note that the force on the positive charge due to all the 
other positive and negative charges in the same wire is zero, as we found 
before. Now consider the force due to the charges in the other wire. In 
the upper wire the negative chargee are at rest, and the positive charges 
move to the left. Because of apace contraction there is more positive 
charge per unit length than negative charge in the upper wire, and the 
chosen positive charge in the lower wire finds the upper wire positively 
charged; therefore, the two wires repel each other. 
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To find the force on a negative charge in the lower wire, we transform 
to a frame in which this charge is a t  rest; see Fig. 3-12b. Viewed from 
this frame, the upper wire has a net negative charge, and the chosen 
negative charge in the lower wire is repelled by it. 

In short, the resultant force of one current-carrying conductor on 
another whose current moves in the opposite direction is a repulsive one. 
Once again we have arrived at the result without recourse to an explicitly 
magnetic interaction between electric charges. 

Although the qualitative arguments give above were applied to a 
symmetrical situation in which equal numbers of positive and negative 
charge carriers moved in each wire, they hold just as well for any ratio 
of carriers. If all the charge carriers were negatively charged, as they 
are in most ordinary metals, we should again find that currents in the 
same direction attract and currents in opposite directions repel. When 
currents are in the same direction, the negative charges are attracted 
by the other wire, and as a result there is an excess of negative charge 
on the surface nearest the other wire. This is in constrast with the 
situation shown in Fig. 3-9, in which both positive and negative carriers 
move to the near sides of the wires in equal numbers with no net charge 
at the surface. By making use of this effect, it is possible to determine the 
sign of the predominant carriers.t 

3-6 COMPUTATIONS AND UNITS IN RELATIVISTIC MECHANICS 

The classical equations for the momentum and kinetic energy of a 
particle can be used only when the speed of the particle is much less than 
the speed of light; for high speeds the relativistic relations must be 
invoked. It is useful to have a rule of thumb for determining whether a 
computation in a problem can safely be treated relativistically or classi- 
cally. Table 3-1 shows the conditions which, if fulfilled, lead to errors no 
greater than 1 percent in the computed momentum or energy. If the 
kinetic energy of a particle is a very small fraction of its rest energy, 
classical mechanics applies; on the other hand, if the total energy or the 
kinetic energy greatly exceeds a particle's rest energy, then the extreme 
relativistic relation E = pc (which holds strictly only for m, = 0) can 
be applied. 

For atomic and subatomic particles a convenient unit of energy is 
the electron volt or multiples of it: 

Kilo electron volt = 1 keV = lo3 eV 
Mega electron volt = 1 MeV = lo6 eV 
Giga electron volt1 = 1 GeV = lo9 eV 

t See the description of the Hall effect in Weidner and Sells, Elementary Classical Physics, 
2nd ed., Sec. 29-9. 
$ The energy unit BeV (billion electron volts) is also used to denote lo9 eV. The GeV is 
preferred, however, because in European usage a billion designates a million million 
(lo''), not a thousand million (lo9). 
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ERROR IN RELATION BELOW IS 
FOR THE CONDITION NO GREATER THAN 1 PERCENT 

. - . - - - . - -- -- - - -- -. 

Classical Ek/Eo < 0.01 Ek r +mov2 
region or and 

v/c < 0.1 p % mov 

Extreme E/Eo > 7 
relativistic or 
region Ek/Eo > 6 E z pc 

or 
v/c z 0.99 

From Eq. (3-14) the corresponding unit for momentum is the electron 
volt divided by the speed of light, eV/c. When momentum is expressed 
in these units, the unit for pc is just the electron volt, eV. The speed of 
an atomic particle is most conveniently given in units of the speed of 
light, that is, as v/c. In these units the speed of any particle must lie 
somewhere between 0 and 1. These particular units (eV for energy, 
eV/c for momentum, and v/c for speed) simplify calculations in classical 
as well as  in  relativistic problems. 

The classical kinetic-energy and momentum relations can be written 
in terms of a particle's rest energy Eo = moc2, its speed v/c, and the 
constant c, as follows: 

E, (classical) = +mov2 = +(moc2) (;I2 = 4.0 (;I2 
(moc2)(vlc) - Eo(ulc) 

p (classical) = mov = - -  
C C 

For example, the kinetic energy and momentum of an electron (rest 
energy, Eo = 0.51 MeV) moving with a speed of &c, for which the 
classical relations apply, are easily found to be: 

Ek = fEo (E)' = +(0.51 Mev)(10-~)' = 0.26 x MeV = 26 eV 

Eo(v/c) (0.51 MeV)(10-') - 0.51 x lo-' MeV = 5.1 keV,c p = - - -. - .- 

C C C 

(3-33) 

The masses of particles in  atomic physics are most often given in 
units of the atomic mass unit (unified), or "u." One atomic mass unit is 
defined as  one-twelfth the mass of a neutral carbon atom (isotope 12). 
Avogadro's number, 6.02252 x loz3, gives the number of atoms in 12 g 
of atomic carbon. Therefore, 
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The relation between the atomic mass unit, u, and the energy unit 
MeV is particularly useful. We find this from the general mass-energy 
relation, E = mc2, 

= 931.5 MeV 

Therefore, 

1 unified atomic mass unit = 1 u = 931.5 MeV/c2 

This relation may be regarded as giving the basic conversion factor 
between mass and energy units. The rest energies of the electron and 
proton are: 

Electron rest energy = 0.51101 MeV = 0.00055 u-c2 
Proton rest energy = 938.26 MeV = 1.00728 u-c2 

It  is worth memorizing that the rest energy of an electron is 
approximately one-half a mega electron volt, 3 MeV, and that the rest 
energy of a proton is approximately one giga electron volt, 1 GeV. By 
convention, when a particle is described as, say, a 3.0-MeV particle, this 
means that the kinetic energy, not the total energy E, is three mega 
electron volts. 

EXAMPLE 3-6. What is the speed of a 2.0-MeV electron? The kinetic energy 
Ek is 2.0 MeV and the rest energy Eo is 0.51 MeV. Because EL > Eo/lOO, a 
relativistic calculation must be made. Equation (3-5) shows that 

This equation is often useful in relativistic computations. Solving for v/c gives 

EXAMPLE 3-7. What is the momentum of a 20.0-GeV electron? Table 3-1 shows 
that, because Ek/Eo = 20,000/0.51 z 40,000, we can use E = pc with an error 
of much less than 1 percent; therefore, 

E Ek + Eo (20.0 + 0.0005) GeV _ 20 GeVlc - p = - = - 
C C C 



S U M M A R Y  

The relativistic momcntum of a particle is 

I n  r~lativistic dynamics the total energy and t h ~  relativistic mass 
of a particle are related hv t h ~  Finstcjn equation 

A particle's kinetic energy is given by 

& = E - E o  

whcrc Eo = m0cZ is the rest energy of t h ~  particle. 
The dynamical quantity 

is invariant under the T,orentz transformations. h t l v i n ~  the same 
value in all inertial systems. 

Thr rcst mass of a bound spstcm of particles is less than t h e  total 
muss of the separated parts hy E, /c2 ,  where Eh is the totat hinding 
energy. 

A particle's total energy and its momentum components trans- 
form From nne inertial system to another in a manner analogous t o  
that of the space-time Lorentz transformations: 

Maxwell's laws of electrodynamics are Lorrntz-invariant. The 
rn~gnetic interaction between m o v i n ~  c h a r g ~ s  nrisrs,  according to 
special relativity. when a strictly ~Iec t r ic  interaction is transformpd 
to another inertial systcm. 
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P R O B L E M S  

3-1. According to a laboratory observer the intensity 
of a monoenergetic beam of charged pions is reduced Ek = [dl I Gr - 11 Eo 
by a factor of 2 after the beam has traveled 9 m. Find 
the (a) speed, (b) momentum, and (c) kinetic energy of where p and Eo are the momentum and rest energy, 
the pions. (Assume that the half-life of a charged pion respectively. (b) Show that this equation reduces to 
is 1.50 x 10- s and that its rest energy is 140 MeV.) the classical formulation when "lc << 1. 
3-2. A uniform solid object is in motion at  very high 
speed. (a) Does the object's density, defined as the 3-7. A polyenergetic beam of protons enters a uniform 

magnetic field of 1.50 Wb/mz perpendicularly to it. The 
relativistic mass per unit volume, depend on its speed 

beam is found to break up as a spectrum whose radii relative to the observer? (b) If so, does the density in- 
range from 10.0 to 1.00 m. (a) What is the range of 

crease or decrease with speed? (c) If the solid object is a momenta values (in units of GeV/c) of the proton beam? 
cylinder, does its density at  any given speed depend 

(b) What is the range of kinetic-energy values (in units upon the orientation of the axis relative to the direction 
of motion? of GeV)? 

3-3. The pion is an unstable elementary particle with a 
rest energy of 140 MeV and a mean life of 2.55 x 10- s. 
The mean life is the average time interval, measured in 
the reference frame in which the particle is at  rest, 
between the creation of a pion and its decay into other 
particles. A track in a bubble-chamber photograph, 
showing the life history of a pion decaying in its mean 
life, has a length of 12.0 cm. The pion moves at  essentially 
constant speed in producing the track. (a) What is the 
kinetic energy of the pion? (b) What is the pion's speed? 
3-4. An electron circles the earth (mean radius, 
6.37 x lo6 m) at  the equator, where the magnitude of 
the earth's magnetic field is approximately 0.34 G. By 
what percentage does the electron's relativistic mass 
exceed its rest mass? 
3-5. For a relativistic particle show that 

3-6. (a) Show that the kinetic energy Ek of a particle 
can be written as 

3-8. (a) What is the radius of curvature of a beam of 
20-GeV electrons injected perpendicularly into a uniform 
magnetic field of 2.0 Wb/mz? (b) What would nonrela- 
tivistic physics predict for the radius of curvature? 
(c) What would be the radius of a beam of 20-GeV 
protons injected into the same field? 

3-9. In the high-energy accelerator at  Batavia, Illinois, 
protons may be accelerated to energies as high as 500 
GeV. (a) Find the speed of such protons. (b) If the final 
intensity of the proton beam is 1014 protons/s, what is 
the minimum power (watts) necessary to accelerate the 
protons? 

3-10. A charged particle is accelerated from rest by an 
electric potential difference. The particle then enters a 
uniform magnetic field of constant magnitude at  right 
angles to the magnetic field lines. It is found that when 
the accelerating potential is increased by some factor, 
the radius of curvature of the particle's path in the 
uniform magnetic field also increases by almost the 
same factor. Show that the particle's speed after being 
accelerated by the electric field is nearly c. 



Problems 

8-11. What is the fractional difference in mass between 
a 1.0-g piece of copper at O.O°C and the same piece of 
copper at 100"C? The specific heat of copper is 0.093 call 
g-CO. 
3-12. It is now possible to accelerate electrons to ener- 
gies of 20 GeV. (a) By what factor does such an electron's 
relativistic mass increase? (b) What is the percentage 
difference between the speed of light and the speed of a 
20-GeV electron? 
3-13. Because the electron and proton have the same 
magnitude of electric charge, the kinetic energies of an 
electron and a proton that are both accelerated from 
rest across thesame electric potential difference are 
always exactly the same, irrespective of differences in 
the speeds of electron and proton. Across what minimum 
potential difference must an electron and proton be 
accelerated from rest so that their momenta are the 
same to within 1 part in lo? 

3-14. What are (a) the kinetic energy (in eV) and (b) the 
momentum (in eV/c) of a particle of rest energy 100 MeV 
moving with a speed of v/c = &? 

3-16. The relation between a particle's total energy E, 
rest energy Eo, and momentump may be represented by a 
right triangle with sides pc, Eo, and E. Draw such a 
triangle and mark the particle's kinetic energy for (a) 
v/c << 1 and (b) v/c z 1. 
3-16. An electron has a momentum of 10 MeV/c: What 
are (a) its kinetic energy and (b) its speed? A proton 
has a momentum of 10 MeVlc: What are (c) its kinetic 
energy and (d) its speed? 

3-17. Sometimes it is convenient to specify the momen- 
tum p of a material particle in units of Eo/c, where Eo is 
the rest energy of the particle. Given that p = NEo/c, 
show that (a) v = (N/ 41 + N2)c. (b) m = 4 1  + N2 mo, 
and (c) Ek = (- - l)Eo. 

3-18. What are the momenta of (a) a 1.0-GeV (kinetic 
energy) electron and (b) a 1.0-GeV (kinetic energy) 
carbon atom (rest energy z 12 GeV)? 

3-19. A particle's kinetic energy is 10 times its rest 
energy Eo. What are its (a) momentum and (b) speed, 
both in t .  of Eo and c? 

3-20. A high-energy accelerator accelerates a beam of 
electrons through a total potential difference of 
2 x 101° V. The average number of electrons striking 
the target is 16 x 1013 per second. (a) What is the 
average electron current? (b) What is the average force 
exerted on the target by the electron beam as the 
electrow are brought to rest? ) 

3-21. A particle's speed is less than c by 0.10 percent. 

What are the particle's (a) kinetic energy and (b) mo- 
mentum, both in terms of energy Eo and c? 
3-22. (a) What is the maximum speed possible of a 
particle whose kinetic energy may be written 4mov2 
with an error in the kinetic energy of no greater than 
1 percent? (b) What is the kinetic energy of an electron 
moving at this speed? (c) What is the kinetic energy of 
a proton moving at this speed? 
3-a. (a) What is the minimum speed of a particle whose 
kinetic energy may be written as its total energy E 
and, therefore, as pc with an error in the total energy of 
no greater than 1 percent? (b) Under such conditions 
what is the kinetic energy of an electron? (c) Of a 
proton? 
3-24. A particle of rest mass mo initially moves at speed 
0.30~. (a) If the speed is doubled, by what factor is the 
particle's kinetic energy increased? (b) If the particle's 
kinetic energy is increased by a factor of 100, by what 
factor is the speed increased? 
3-%. The total intensity of radiation from the sun at 
the earth's surface is 8.0 J/cm2-min. Calculate the loss 
in the sun's mass per second and the fractional loss in 
the sun's mass in lo9 yeam (approximately onetenth of 
the age of the universe) resulting from its radiation. The 
distance from the sun to the earth is 1.49 x 10" m, and 
the sun's mass at present is 2.0 x l O 3 O  kg. 
3-26. A rocket ship having a final payload rest mass of 
6 x lo4 kg is accelerated to a speed of 0.95~. (a) What 
minimum energy is required to accelerate the mcket 
ship to this speed? (b) How much equivalent mass does 
this repreaent? (c) What amount of nuclear fuel (assume 
1 percent conversion of mass to energy) would be needed 
to achieve this? 
3-27. Observers traveling at 0.80~ along the direction 
of a uniformly charged straight wire measure the 
linear charge density along the wire to be 2 x lo-" C/m. 
What is the linear charge density along the wire as 
measured by observers at rest with respectto it, assuming 
that the magnitude of electric charge is independent of 
the speed of the charge? 
3-28. A straight wire carries a linear charge density 1. 
An observer is at a perpendicular distance R from the 
charged wire and at-resi. (a) A particle with charge Q 
is at rest a distance R from the wire. According to an 
observer at rest with respect to the particle, what is 
the resultant force on the charged particle? (b) Suppose 
now that the observer is in motion with velocity v 
along the direction of the wire. What is the resultant 
electric force on the particle as measured by this ob- 
server, taking into account the changed line charge 
density arising from the phenomenon of space contrac- 
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tion? (c) Show that the resultant electric force, including 
the effects of space contraction, yields the same result 
as a computation of the electric force and the magnetic 
force acting on the particle of charge +as made by 
the moving observer. This is one illustration of the 
magnetic f&ceSs being, in actuality, merely a manifesta- 
tion of the electric force combined with relativistic 
effects. 
8-29. (a) Show that the speed of a particle, according to 
noruelativietic physics, is given by dEk/dp. (b) Show 
that the speed of a relativistic particle is given by 
dE/dp. (c) Plot EkllZ as a function of v for both (a) and (b). 
&SO. (a) Show that the momentum of a particle may be 
written asp  = (l/c)(Ek2 + 2EoEk)'Iz. (b) Show that this 
reduces to mov in the classical limit, and to E/c in the 
extreme relativistic region. 
3-81. Sketch graphs of a particle's relativistic and 
classical (a) momenta and (b) kinetic energies as func- 
tions of its speed over all possible values of speed. 
5-82. A 10.2-MeV electron makes a head-on elastic 
collision with a proton initially a t  rest. Show that the 
proton recoils with a speed approximately equal to 
(2E./E,)c and the fractional energy transferred from the 
electron to the proton is 2Ee/Ep, where E. is the total 
energy of the electron and Ep is the rest energy of the 
proton. (Hint: (a) Since the electron's energy is much 
greater than its rest energy, it may be treated as an 
extreme relativistic particle, and (b) since the rest 
energy of the proton is much greater than the total 
energy of the electron, the proton may be treated 
classically.) 

343. To separate a carbon monoxide molecule, CO, 
into carbon and oxygen atoms requires 11.0 eV. (a) What 
is the fractional change in mass of a CO molecule when 
it is broken into the atoms C and O? (b) What is the 
binding energy (in eV) per molecule? 

8-84. Separate masses of 1.0 and 6.0 kg are attached 

to opposite ends of a massless spring having a force 
constant of 2.0 x lo5 N/m. The spring is then com- 
pressed 12.0 cm from its unstretched length and locked 
in that position. (a) If the mass of the system of coupled 
objects is now measured, what will be the difference in 
mass between the combined system and the originally 
separated masses? The lock is next released, and the 
spring expands, accelerating the two masses until they 
become free from the spring and move off in opposite 
directions. (b) By how much does the mass of each of the 
separate objects exceed its rest mass? 
3-36. The 2+ particle is an unstable elementary particle 
with a rest energy of 1,190 MeV and a mean life of 0.81 x 
10-lo s in a reference frame in which the particle is at 
rest. Consider a P+ particle that exists for one mean 
lifetime in it? rest frame. What is this particle's minimum 
kinetic energy in a laboratory reference frame in which 
it is observed to travel a distance of 1.0 mm before 
decaying? 
3-36. In inertial system Sl a particle of rest mass @ 
observed to be moving at constant speed v ,  = 0.8~ along 
the positive Y axis. (a) Use Eqs. (3-23) to find the particle's 
momentum and total energy as observed in a second 
inertial system S2 that is moving along the positive Xl 
axis at speed 0.60~. (b) In what inertial system is the 
particle's total energy a minimum? 
3-37. In the laboratory frame of reference an incident 
2.0-GeV proton moving along the X axis collides elastic- 
ally with a target proton initially at rest. After the 
collision each of the two protons travels at tbe same 
angle with respect to the X axis. What ie Ulib angle? 
(Note that for an elastic collision between particles of 
equal mass at low speeds the angle between the direc- 
tions of the two outgoing particles is always 90°.) 
3-38. In a certain inertial frame the total momentum 
of a system of isolated particles is Zp and the total 
relativistic energy is ZE. Show that the velocity of the 
system's center of mass is given by c2Zp/PE. 



Quantum Effects: The Particle 
Aspects of Electromagnetic 
Radiation 

4-1 OUANTIZATION IN  CLASSICAL PHYSICS 

The theory of relativity and the quantum theory constitute the two 
great theoretical foundations of twentieth-century physics. Just as 
the theory of relativity leads to new insights into the nature of space and 
time and to profound consequences in mechanics and electromagnetism, 
so too the quantum theory leads to drastically new modes of thought 
that are the basis of an understanding of atomic and nuclear structure. 
Some aspects of the quantum description of nature, however, are not 
totally new and, indeed, are to be found in classical physics. 

In the study of the physical world we find two general kinds of 
physical quantities: quantities that have a continuum of values and 
quantities that are quantized. The latter are quantities that are restricted 
to certain discrete values; they are sometimes described as having 
"atomicity" or "granularity." 

Figure 41 shows several examples of classical continuous, or non- 
quantized, physical quantities: 

a. The speed of a free particle, which can range from zero up to the speed 
of light. 

6. The magnitude of the angular momentum of a particle, which can 
take on any value from zero to infinity. 
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c. The mechanical energy af a a y h  of ~ W Q  particles, which can 
assume any negative value when the partidea are bound together 
(E, < 0) and any pmitive value when the particlee are Eree (EM > 0). 

d. The angle between the direction of a magnet's dipole moment and an 
a n a l  magnetic field, which may vary from 0 180°. 

Figure 4-2 shorn s e v d  exampl- dquantkd p e a l  quantities: 

o. The okmed reat mamm of atoms, which do not o m  in a contin- 
uous range. This wae 6mt perceived in the fundamental atudlee of 
chemical combination that led to the atomic theory of Ddton. 
The masses of atom =curring in nature are now known with 
great precision, and it is intemting to note that, whereas they are 
marly  in the ratio of integem, they are not p m b l y  ao. One of the 
principal tasks of nuclear phyaics, aa we shall see, i~ to explain on 
gome fundamental basis these demures h m  i n W  =tiom. 

b. Electric charge, which ie quantized in that the tow charge of any 
body is precisely an integral multiple, either positive or negative, of 
the fundamental electronic charge e. The quantization of charge, 
clearly revealed in the chemical idea of valence and in the lawe of 
electrolyab, m mest directly d e m o h a  in the oildrop experi- 
ments of R. A. Millikan, in which the charge of the electron was 
measured dire&. 
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Standing waves and reeonance, which are particulmly striking 
manifestations of quantization in classical physics. The frequency 
of oscillation of a resonating vibrating string, fmed at both enda, 
can be only an integral multiple of the lowest, or fundamental 
frequency of oscillation, f,. The fundamental frequency is deter- 
mined in turn by the phyeical properties of the etring and its length. 
The wave on the string is repeatedly rdlected from the boundaries, 
or fixed enda, and constructively interferes with itself, BO to speak, 
to produce Btanding waves. Resonance can be achieved o d y  if the 
distance between the end points is precisely an integral multipIe of 
half-wavelengthe. It was argued in Sec. 1-7 that the frequency of a 
wave is precisely determined only when the wave has an infinite 
extension in @pace; t h i ~  argument is valid even for a wave trapped 
between reflecting boundaries, became the wave can be imagined 
to be folded on itself an infinite number of timea 
A rolled die, which can show on its upper face only 1.2.3.4.5, or 6 
~pota. This is one of many everyday examples of quantized quantities; 
othere are the face of a coin, people, and number of cents. 

The quantum theory is in large measure b a d  on the discovery that 
certain quantities that in classical phy~ics had been regarded as con- 
tinuous are, in fact, quantized. - Historically it had its origim in the 
theoretical interpretation of electromagnetic radiation fiom a blackbody 
(a perfect absorber and radiator). Near the end of the nineteenth century 
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it was found that the experimentally observed variation with wave- 
length of the intensity of electromagnetic radiation from a blackbody 
was in disagreement with the theoretical expectations of classical 
electromagnetism. Max Planck, formulator of the quantum theory, 
showed in 1900 that a revision of classical ideas, through the concept of 
energy quantization, led to satisfactory agreement between experiment 
and theory. Because a detailed analysis of blackbody radiation (Sec. 12-7) 
involves rather sophisticated arguments, we shall introduce the quantum 
concepts through the much simpler and in many ways more compelling 
considerations that arise in the phenomenon of the photoelectric effect. 

4-2 THE PHOTOELECTRIC EFFECT 

The photoelectric effect was discovered by Heinrich Hertz in 1887 
during the course of experiments, the primary intent of which was 
confirmation of Maxwell's theoretical prediction (1864) of the existence 
of electromagnetic waves produced by oscillating electric currents. 

The photoelectric effect is but one of several processes by which 
electrons may be removed from the surface of a substance (we shall refer 
here to metal surfaces in particular, since the effects were first observed 
in metals and still are most easily observed in them); these effects are the 
following : 

Thermionic emission: Heating of the metal, which gives thermal 
energy to the electrons and effectively boils them from the surface. 

Secondary emission: Transfer of the kinetic energy from particles that 
strike the surface to the electrons in the metal. 

Field emission: Extraction of electrons from the metal by a strong 
external electric field. 

Photoelectric emission, with which we are concerned here. 
The photoelectric effect occurs when electromagnetic radiation 

shines on a clean metal surface and electrons are released from the 
surface. The valence electrons in a metal are free to move about through 
its interior but are bound to the metal as a whole. It is such relatively 
free electrons with which we shall be concerned here. 4 We can most 
simply describe the photoelectric effect as a light beam's supplying any 
electron with an amount of energy that equals or exceeds the energy 
which binds the electron to the surface and so allowing that electron to 
escape. A more detailed description of the photoelectric effect requires a 
knowledge, based on experiment, of how the several variables involved 
in photoelectric emission are related to one another. These variables are 
the frequency v of the light, the intensity I of the light beam, the photo- 
electric current i, the kinetic energy +mov2 (we shall see shortly that the 
use of the classical kinetic-energy formula is justified), and the chemical 
identity of the surface from which the electrons emerge. The emergent 
electrons are called photoelectrons. 

Figure 43 shows a schematic diagram of an experimental arrange- 
ment for studying important aspects of the photoelectric effect. Mono- 
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chromatic light ahinea on a metal surface, the anode, enclosed in a 
vacuum tube (an evacuated tube is used in order that eollisiona be- 
phohelectrona and gas molecules are esmntidly eliminated). When 
photoelectrons are emitted, mme travel toward the cathode and upon 
reaching it conetitute the rmrrent flowing in the circuit (conventional 
current, ae trhown in the figure). Photoelectrons leave the anode with a 
variety of kinetic energies. The negatively charged cathode tends to 
repel them. When the work done on a photoelectron by the retarding 
electrostatic field, of potential difference V, equals the initial kinetic 
energy of the phoh1ectron, the latter is brought to rest just in front of 
the cathode. Thus, eV = fmov2, where P is the speed of the photo- 
dectron ag it leavm the anode surface and V is the potentiaI difference 
that stope the photDeleetron of reat mamass m, and charge e. When the 
moat energetic photoelectrons, af speed v,,, are brought to rest in front 
of the cathode by a sufEciently large potential difference Va, all the other 
photoelectrons are, of course, stopped too, and no photocurrent exiata: 
i = 0. Then 

eV, = +f%v:, (411 

At still higher retarding potential difference8 dl photoelectrons are 
tmed back before reaching the cathode. 

We shall first list below the results of experiment. We shaIl then give 
the results that might be expected on the bash of the clamical theory of 
elwtmmgnetism; it will be seen that the experimental resdte strongly 
disagree with the classical expectations. Finally, we shall see how the 
photoelectric eRect can be understood on the basis of a quantum 
interpretation. 

FIG. 4-3. Sehomatic experi- 
rnemtd mungement Iw studying 
the photoelectric effect. V, volC- 
meter; G, galvonomerer. 

E~perimsmal Results of the Photoelectric Effect. The results of 
experiments on the pbdadectric effect are summarized in Fig. 4-4. W e  
shdl take them up in the order in which they are given in the figure. 
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a. When light shines on a metal surface and photoelectrons are emitted, 
the photocurrent begins almost instiantaneously, even when the light 
beam has an intensity as small as 10-lo W/m2, the intensity at a 
distance of 200 mi from a 1WW light aoum. The delay in time, 
fiom the instant that the light beam first shines on the surface until 
photoelectrona are fist emitted, is no greater than loLq B. 

b. For any futed frequency and retarding potential the photoeurmnt i 
is directly proportional to the intensity I of the Iight beam. Inaemuch 
as the photocurrent i~ a measure of the number of photoeIectrons 
released per unit time at the ande and collected at the cathode, the 
relation signifies that the number of photoelectrona emerging per 
unit time is proportional to the light intensity (the variation in 
photocurrent with intensity is utilizd in practical photoelectric 
devices). 

c. For a conatant frequency v and light inhneity I the phitocurrent 
decreases with increasing mtarrding potentiul Y and h d l y  reaches 
zero when V is equal to Vo [see Eq. (41)l. With a small retarding 
potential the low-sped low-energy photoelectrons are bmught to 
rest and no longer contribute to the photocurrent. When the retard- 
ing potential is equal to V,,, even the most energetic photoelectrons 
are brought to rest, and i = 0. 

d. For any particular surface the value of the stopping potential Vo 
depends an the frequency of the light but is independent of the light 
intensity and therefore, from (b), independent ale0 of the photo- 
current. Figure shows experimental results for the three metals 
cesium, potaseium, and copper. For each metal there is a well-defined 
frequency v,, the threshold frequenq, which must be exceeded for 
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photoemission to occur at all; that is, no photoelectrons are pro- 
duced, however great the light intensity, unless v > vo. For most 
metals the threshold frequency lies in the region of ultraviolet light. 
A typical stopping potential is several volts. The emitted photo- 
electrons have energies of several electron volts; therefore, we are 
justified in using the classical kinetic-energy formula for the photo- 
electrons. 

With respect to any one type of metal the experimental results of 
Fig. 44d may be represented by the straight-line equation 

where h, representing the slope of the straight line, is found to be the 
same for all metals, and vo is the threshold frequency for the 
particular metal. Rearranging terms and using (41) gives 

Inasmuch as +mov~, ,  has the dimensions of energy, the terms hv and 
hvo must also have the dimensions of energy. 

Classical Interpretations of the Photoelectric Effect. We now consider 
what effects may be expected on the basis of the classical properties of 
electromagnetic waves for each of the four experimental results on 
the photoelectric effect given in the preceding paragraphs. As before, 
we shall discuss them with reference to Fig. 44 and in the same order. 

a. Because of the apparently continuous nature of light waves we 
expect the energy absorbed on the photoelectric surface to be pro- 
portional to the intensity of the light beam (the power per unit area), 
the area illuminated, and the time of illumination. All electrons that 
are bound to the surface of the metal with the same energy must be 
regarded as equivalent, and any one electron will be free to leave the 
surface only after the light beam has been on long enough to supply 
the electron's binding energy. Moreover, since any one electron is 
equivalent to any other electron bound with the same energy, we 
expect that when one electron has accumulated sufficient energy to 
be freed, a number of other electrons will have, too. Independent 
experiments show that in a typical metal the least energy with which 
an electron is bound to the surface is a few electron volts. A con- 
servative calculation (see Prob. 4-5) shows that in the case of an 
intensity as low as 10-lo W/m2 for which delay times no longer 
than lo-' s have been observed, no photoemission can be expected 
until at least several hundred hours have elapsed! Clearly, the 
classical theory is unable to account for the essentially instantan- 
eous photoelectric emission. 

b. Classical theory predicts that as the light intensity is increased, so 
is the energy absorbed by electrons at the surface. Hence, the num- 
ber of photoelectrons emitted, or the photocurrent, is expected to 
increase proportionately with the light intensity. Here classical 
theory agrees with the experimental result. 

c. The results of these observations show that there is a distribution in 
the speeds, or energies, of the emitted photoelectrons; the distribu- 
tion is in itself not incompatible with classical theory, because 
it may be attributed to the varying degrees of binding of electrons at 
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the surface or to the varying amounts of energy extracted by electrons 
from the incident light beam. The fact, however, that there is a very 
well-defined stopping potential V,, for a given frequency, independent 
of the intensity, indicates that the maximum energy of released 
electrons is in no way dependent on the total amount of energy 
reaching the surface per unit time. Classical theory predicts no 
such effect. 

d.  The existence of a threshold frequency for a given metal, a frequency 
below which no photoemission occurs, however great the light 
intensity, is completely inexplicable in classical terms. From the 
classical point of view the primary circumstance that determines 
whether or not photoemission will occur is the energy reaching the 
surface per unit time (or the intensity), but not the frequency. 
Further, the appearance of a single constant h that relates, through 
(42), the maximum energy of photoelectrons to the frequency for 
any material cannot be understood in terms of any constants of 
classical electromagnetism. 

In short, classical electromagnetism cannot give a reasonable basis for 
understanding the experimental results illustrated in Fig. 4-41, c, and d .  

Quantum Interpretation of the Photoelectric Effect. An understanding of 
the photoelectric effect is to be found only through the quantum theory. 
Albert Einstein first applied the quantum theory to the nature of electro- 
magnetic radiation in 1905, and this led to a satisfactory explanation 
of the photoelectric effect. 

According to the quantum theory, the apparently continuous 
electromagnetic waves are quantized and consist of discrete quanta, 
called photons. Each photon has an energy E that depends only on the 
frequency (or on the wavelength) and is given by 

The constant h is, in fact, the very same h that appears in (4-2), which 
summarizes the results of experiments on the photoelectric effect. 
This fundamental constant of the quantum theory is called Planck's 
constant because its value was first determined and its significance first 
appreciated by Planck in 1900 in the interpretation of blackbody radia- 
tion. The value of Planck's constant is found by experiment to be 

According to the quantum theory, a beam of light of frequency v 
consists of particlelike photons, each with an energy hv. A single photon 
can interact only with a single electron at the metal surface of a photo- 
emitter; it cannot share its energy among several electrons. Inasmuch 
as photons travel with the speed of light, they must, on the basis of rel- 
ativity theory, have zero rest mass and an energy that is then entirely 
kinetic. When a particle with a zero rest mass ceases to move with a speed 
c, it ceases to exist; as long as it exists, it moves at the speed of light. Thus, 
when a photon strikes an electron bound in a metal and no longer moves 
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at the unique speed c, it. relinquishes its entire energy hv to the aingle 
electron it strikes. If the energy the bound electron gains from the 
photon exceeds the energy binding it to the metal surface, the excess 
energy becomea the kinetic energy of the photoelectron. 

W e  are now prepared to interpret on the basie of the quantum theory 
the experimental results of the photoelectric effect. which we now take 
in revem order for convenience, referring to Fig. 4-4. 

d The t erm in Eq. (4-2) now give a eimple meaning ta the energiee of 
the photon and photoelectron: 

The left side of thia equation gives the energy carried by a photon and 
auppIied to a bound eIectron. Thoee electrons which are least 
tightly b u d  leave the surface with maximum kinetic energy. The 
right aide of (4-2) gives the energy gained by the electron from the 
photon, namely, the kinetic energy and the binding energy. The 
binding energy of the electrons leaat tightly bound to the metal 
surface is often xepresented by 4 and called the work function; 
it represents the work that must be done to remove the lemt tightly 
bound electron. Therefore, 

and (42) may be written in the form 

The value of 4 for a particular material, determined &om the photo- 
electric effect, agrees with the value of the work function obtained 
through independent experiments based on different physical 
principles (Sec. 12-91. An electron bound with an energy / can be 
released only if a single photon supplies at least this much energy, 
that ia, if hv > d = hv,, or if v > v,. Figure 4-4d then takea on new 

FIG. 4-5. Mmimum kinetic 
8fIe*gy alphotoelectmm M a 
function of the frequency of the 
incident photons for a pwticulw 
material. 
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meaning: The ordinate may now be identified withthephotonenergy, 
as shown in Fig. 4-5. (The latter figure should also be compared with 
the right-hand side of Fig. 3-8, where for the photoelectric effect 
Eb = 4.) 

c. A well-defined maximum kinetic energy of photoelectrons exists 
for any given frequency, because the frequency of the electro- 
magnetic radiation determines precisely the photon energy (E = hv). 

b. The intensity of a monochromatic electromagnetic wave takes on a 
new meaning. It is, from the quantum point of view, the energy of 
each photon multiplied by the number of photons crossing a unit 
area per unit time. An increase in the intensity of a light beam means, 
therefore, a proportionate increase in the number of photons striking 
the metal surface. It is then expected that the number of photo- 
electrons or the photocurrent i will be proportional to I. 

a. Photoemission occurs with no appreciable delay, because whether 
an electron is released depends, even at the smallest intensity, not 
upon its accumulating energy, but simply upon the fact of its being 
hit by a photon that on stopping relinquishes all of its energy to it. 

Table 4-1 summarizes the results of experiment, the classical inter- 
pretation, and the quantum interpretation for each of the four effects 
shown in Fig. 4-4. 

TABLE 4-1 

EFFECT CLASSICAL 

FIG. 4-4 EXPERIMENT ELECTROMAGNETISM QUANTUM THEORY 

a Essentiallyinstanta- Emission only after Asinglephotongives 
neous photoemission several hundred its energy to a single 

s) hours (lo6 a) for low electron essentially 
intensities instantaneously 

b I c c i  Energylarea-time I  cc number of pho- 
cc i  tons cc i 

c A well-defined A photon gives all 
-5mov;.., Inexplicable its energy to a single 
dependent only on v electron 

d A threshold for Photon energy = hv ; 
photoemission, in- Inexplicable work function = 
dependent of I  and i:  4 = hvo 
hv = )mov;.. + hvo 

.- - 

Our discussion of the photoelectric effect has thus far been in terms 
of the effects found when visible or ultraviolet light shines on a metal 
surface. The first detailed experiments that led historically to Einstein's 
quantum interpretation were performed with metal surfaces, but the 
effect occurs on materials other than metals and with photons of different 
frequencies and energies. The photoelectric effect can occur whenever a 
photon strikes a bound electron with enough energy to exceed the binding 
energy of the electron, for example, a photon freeing a bound electron 
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from a single atom. The phenomenon b one ofthe important interactions 
between ~hort-wavelength electromagnetic radiation and atom. When a 
high-kquency (high-energy) photon, such as an x-ray or a y ray, strikes 
an atom, an electron bound with an energy E, can be released, provided 
hv > E,; then the photoemission resulta in atomic ionization. The 
kinetic energy of the released photoelectron must, in general, be written 
in the relativistic form E - E,, and so the general form of (42), the 
energy equation of the phot~electric effect, becomea 

The phobledric effect thus provides an indirect methcd of measuring 
the energy of a photon. Suppoae that the photoeleetron'a kinetic energy 
E - Eo is m e a g d  and the binding energy E, is known on some other 
bads; then hv may be computed h r n  (4-6). Conversely, if hv and E - Eo 
are measured, then Eb can be determined. 

It should be m a r k e d  here that the photoelectric effect is only one 
of several ways in which photons can be remwed from a beam of electro- 
magnetic radiation. The photoelectric effect can occur simultaneously 
with, and compete with, the processes of the Compton effect and pair 
production, which will be discussed in detail in Secs. 4-4 and 45. 

The new and fundamental insight into the nature of electromagnetic 
radiation that the photoelectric effect provide8 is the quantization of 
electromagnetic waves, or the egstence of photons. W e  may properly 
speak of the quantization of electromagnetic waves becawe the radiation 
may be r e g d e d  as a collection of particlelike photons, each of energy 
hv. When the hquency of the radiation is specified as v, the photon can 
have but one energy, hv. The totaI energy of a beam of monochromatic 
electromagnetic radiation is alwaye precisely an integral multiple of the 
energy hv of a single photon; this is illustrated in Fig. 46. 

Possible values ol the 1 - total energy of  a - 
monochromatic 
electromagnetic 

beam 

FIG. 4-6. Allowed energies d a 
b e m  of monochrometic electto- 
rnagnea'c mdi8t1on. 
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FIG. 4-7. Spsctnrm of elmtro- 
magnetic redietion on scale of 

photon energy. 

The granularity of eIecfmmagnetk radiation is not conerpieuous in 
ordinary observations, becaw the energy of any one photon is very 
emall, and becaruse the number of photons in a light beam of moderate 
inteneity is enormous. The situation is rather like that found in the 
molecular theory: The moleculee are sa mall and their numbers aa great 
that the molecular structure of alI matter is disc lod  only in ohmtiom 
of considerable subtlety. 

The electromagnetic epedtlun, often d e d  in unih of frequency, 
can be scaled from the point of view of the quantum theory, in unib of 
energy per photon; see Fig. 4-7. 

Electromagnetic wavea are commonly characterized by their wave- 
Iength. It is then uedd to have a reIation giving the photon energy in 
eIectron volte in terms of the mrresponding wavelength in angetrom. 
For example, x-radiation of wavelength 1.0 angetmm (abbreviated A) 
consists of photom whose energy E ie 

More generally, the photon energy E, in electron volta, in terms of the 
wavelength 1, in angstrom, may Ix written 
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The energy per photon is smallest for radio-wave photons (n 10-l2 
eV) and largest for y-ray photons (n 1 GeV). The electromagnetic 
frequency spectrum corresponds exactly to the energy spectrum of a 
zero-rest-mass particle, or photon, whose energy can extend from zero 
to infinity, as shown in Fig. 47. The rest energies of the electron and 
proton are also shown for comparison. 

As we saw in Sec. 1-7, the ideas of wave and particle are apparently 
mutually incompatible, even contradictory. The fact that in the photo- 
electric effect light behaves as if it consisted of particles or photons does 
not mean that we can dismiss the incontrovertible experimental evidence 
of the wave properties of light; both descriptions must be accepted. An 
account of the way in which this dilemma is resolved will be postponed 
(Sec. 5-5) until after we have explored more fully the quantum attributes 
of light. 

4-3 X-RAY PRODUCTION AND BREMSSTRAHLUNG 

In the photoelectric effect a photon transfers all its electromagnetic 
energy to a bound electron; the photon's energy appears as the binding 
energy and kinetic energy of the photoelectron. The inverse effect is 
that in which an electron loses kinetic energy and in so doing creates one 
or more photons. The process is most clearly illustrated in the production 
of x-rays. 

First consider the fundamental process occurring when a fast- 
moving electron comes close to and is deflected by the positively charged 
nucleus of an atom. The electron experiences a force in consequence of 
its near collision with the heavy atom and is diverted from its straight- 
line path; that is, it is accelerated. Classical electromagnetic theory 
predicts that any accelerated electric charge will radiate electromagnetic 
energy. Quantum theory requires that any radiated electromagnetic 
energy consist of discrete quanta, or photons. It is expected, then, that a 
deflected and therefore accelerated electron will radiate one or more 
photons and that the electron will leave the site of the collision with less 
kinetic energy than it had. 

The radiation produced in such a collision is often referred to as 
bremsstrahlung ("braking radiation" in German). A bremsstrahlung 
collision is shown schematically in Fig. 4-8, in which an electron 
approaches the deflecting atom with a kinetic energy Ek, and recedes 
with a kinetic energy Ek2 after having produced a single photon of 
energy hv. The conservation of e n e r e  law requires that 

Because the atom'smass is at leaet 2,000 times greater than the electron's, 
we have ignored the'very small energy of the recoiling atom. Whereas 
classical electromagnetic theory predicts continuous radiation through- 
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FIG. 4-8. Blemastrehlung 
c~~ bemeen an elsctron 

md 8 pasillvety charged nuckus 
with 1h9 emission of e single 

photon. 

out the time that the electron is accelerated, quantum theory requires the 
radiation of single, discrete photons. That this oocurs in the bremetmh- 
lung process ia  clearly illustrated in the production of x-ray photons. 

X-rays were discovered and h t  investigated in 1895 by Wilhelm 
Roentgen, who aasigned this name b e c a w  the true nature of the 
radiation was at first unknown. X-rays are now known to consist of 
electromagnetic waves, or photom, hawing wavelengths of about 
10-'0 rn = 1 A. It has been experimentally co&d that they exhibit 
the wave phenomena of interference, diffraction, and polarization. 
Becauee they pass readily through many materialm that are opaque ta 
visible light, and because a typical x-ray wavelength is far shorter than 
the wavelengths of visible light, the experimenk require considerable 
ingenuity. We shaIl postpone discurrsion of x-ray abeorption and in- 
teneity to Sec. 4-7 and of x-ray wavelengths to Sec. 5-2; our chief 
concern here wiU be with the energy characteristics of x-ray production. 

The essential parka of a simple x-ray tube are shown in Fig. 4-9. 
Electric current through the filament F heats the cathode C, and the 
electrons in the cathode are supplied with enough kinetic energy to 
overcome their binding to the cathode surface and be releaeed in 
thermionic emission. The electrons are then accelerated thmugh a 
vacuum by a large electrostatic potential difference V, typically several 
thousand  volt^, and strike the target T, which is the anode. While going 
from the cathode to the anode and before striking the target each electron 
attains a kinetic energy E, which is given by 

where e is the electmn charge. We have ignored the electron's kinatic 
energy as it left the cathode. b e c a w  it is typically much leaa than Ve. 
When the electron strikes the target, it acquires m additional energy, 
the energy that binds it to the target surface; b e c a w  the binding energy 
is always only a few electron voIts, whereas E, is at leaet mveral 
thousad, we may properly ignore it, too. 

Upon atriking the target, the electrons are decelerated and brought 

FIG. 4-9. Essentiafparts of an 
x-ray tube. 
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es~entially to rest in collisions. Each electron losea its kinetic energy 
Ek = eV because of its impact with the target. Most of thia energy 
appears a8 thermal energy in the target, but there is, in addition, the 
production of elecbmagnetic radiation through the bmmstrahlung 
process. Any electron striking the target may make a number of 
bremstmhlung collisions with atoms in the target, thereby producing a 
number of photons. The most energetic photon is produced, however, 
by an electron whose entire kinetic energy ia  converted into the electre 
magnetic energy of a single photon when the electron is brought to rest 
in a aingle collision. Thus Ek, = e V and Ek2 = 0, and (4-8) becomes 

where v,,, ia the maximum frequency of the x-ray photone produced. 
More often electrons lose their energy at the target by heating it or by 
producing two or more photons, the sum of whose bequencies will then 
be less than v,,. We expect, then, a distribution in photon energies with 
a well-defined maximal frequency v,,, or minimum wavelength A,,, = 
clv,, given by 

Note that this equation is equivalent to (4-5) for the photoelectric effect 
when the binding-energy term is ignored. 

Figure 410 show the variation in the intensity of emitted x-rays as a 
m i a n  of frequency under typical operating conditions. An abrupt 
cutoff appears at the limit v,,, of the continuous x-ray spectrum, this 

Frequency (10' "nz) 
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limit being determined only by the accelerating potential V of the x-ray 
tube. The value of hcle can be determined with considerable precision 
by using (4-9) and simultaneous measurements of A,,, and V. The value 
obtained for Planck's constant h agrees completely with values deduced 
from experiments on the photoelectric effect and other experiments. 

Superimposed on the continuous spectrum are sharp increases in the 
intensity, or peaks, whose wavelengths are characteristic of the target 
material; the explanation of these characteristic x-ray lines is to be 
found in the quantum description of the atomic structure of the target 
atoms. When the accelerating voltage V is changed, but the target 
material is not, the limit of the continuous x-ray spectrum changes, but 
the characteristic x-ray frequencies do not; conversely, when the target 
material is changed, but the accelerating voltage is not, the characteristic 
x-ray spectrum changes, but the limit of the continuous x-ray spectrum 
does not. 

It is found that appreciable x-ray production occurs only if the accel- 
erating potential V is of the order of 10,000 V or more. Even at 10 kV 
[A,,, = 1.24 A by (4-9)] somewhat less than 1 percent of the total energy 
appears as electromagnetic radiation, the remainder appearing as 
thermal energy in the target. 

4-4 THE COMPTON EFFECT 

In the photoelectric effect a photon gives (nearly) all of its energy to 
a bound electron; it is also possible for a photon to give only part of its , 

energy to a charged particle. This type of interaction between electro- 
magnetic waves and a material substance is a scattering of the waves 
by the charged particles of the substance. The quantum theory of the 
scattering of electromagnetic waves is known as the Compton effect. We 
shall first review briefly the classical theory of the scattering of electro- 
magnetic waves by charged particles. 

When a monochromatic electromagnetic wave impinges upon a 
charged particle whose size is much less than the wavelength of the 
radiation, the charged particle will be acted upon principally by the 
sinusoidally varying electric field of the wave. Under the influence of 
this changing electric force the particle will oscillate in simple harmonic 
motion at the same frequency as that of the incident radiation (see Fig. 
4-11), and since it is accelerated continuously, it will radiate electro- 
magnetic radiation of the same frequency in all directions,t the intensity 
being greatest in the plane perpendicular to the direction of motion of the 
oscillating charge and zero along the line of oscillation. Classical theory 
predicts, then, that the scattered radiation will have the same frequency 
as that of the incident radiation. The charged particle plays the role of 
transfer agent, absorbing energy from the incident beam and reradiating 
this energy at the same frequency (or wavelength) but scattering it in all 
directions. The scattering particle neither gains nor loses energy, since 
it reradiates at the same rate as it absorbs. The classical scattering 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 36-7. 



theory agrees with experiment for waveIen@h of viaible light and all 
other longer wavelengths of radiation. A simple example of the un- 
changedfiequency sf  coherent scatteredradiation is this : Light reflected 
from a mirror (a collection of scatterelm) undergoes rse apparent change in 
frequency. 

The magnetic field of an incident electromagnetic wave also affects a 
charged particle. A charge moving in the transverse magnetic field of 
the electromagnetic wave is acted upon by a magnetic force abng the 
direction of wave propagati0n.t When absorption is complete, thie 
results in a radiation force F, on the charged partide, given by F, = 
PIC, where P ia the power of the incident wave. Moreover, since an 
electromagnetic wave can exert a force on a scattering center, we 
attribute momentum p to the wave, 

where E repmnts  the electromagnetic energy of the incident wave. 
Now we consider scattering from the point of view of the quantum 

theory. Utilizing Einstein's successful photon interpretation of the 
photoelectric effect, Arthur H. Compton in 1922 used the particlelike, 
quantum nature of electromagnetic radiation to explain the scattering of 
x-rays. h the quantum theory electromagnetic radiation consists of 
photons, each with an energy given by E = hv. Because a photon may 
be regarded m a zero-rest-masa particle moving at speed c, Eq. (3-15) 
shows that the magnitude of the corresponding linear momentum p 
is given by Elc, in agreement with the classical result. Thus, 

E hv h p =  = = -  
e e l .  

FIG. 4-1 1. CIrwslt11I ~~8mllff 
of elsEtmmpnetic diat ion by a 
charged particle. 

7 See Weidner and Sella, Ehenlary  Clmaiml Physica, 2nd d., See 35-6. 



FIG. 4-1 2. Collsioo of e photon 
end 8 perficle initid& at resf. 

Each photon in a beam of monochromatic electromagnetic radiation of 
wavelength 1. has a momentum equal to hid. Equation (410) shows that 
the momentum of a photon is precisely rspecXed when the wavelength, 
the frequency, w the energy of the photan is known. The diredion of p ie 
along the direction of propagation of the wave. 

The distinctive feature introducd by the quantum theory is that for 
monochromatic waves the electromagnetic momentum occurs, not in 
arbitrary amounts, but only in integral multiples of the momentum hlR 
carried by a single photon. 

We can derive (4-10) in a slightly different m y ,  noting that the mo- 
mentum of a photon must be the product of its relativistic mass and ib 
speed : 

where m is given by E/c2. Just ae a photon's energy hereases with ib 
kquency, so too its momentum increasm with ih frequency. Therefore, 
the momentum of a high-hquency and high-energy photon, auch as a 
y ray, will exceed by far the momentum of a low-frequency and low-energy 
photon, such as a radio photon. 

When we regard a monochromatic electromagnetic h a m  as eon- 
sisting of a collection of particleIike photons, each with a precisely 
defined energy and momentum, the scattering of electromagnetic radi- 
ation becomee, in effect, a problem involving thecolligion oEa photon with 
a charged particle. Then the problem is solved merely by applying the 
laws of energy and momentum conservation. Figure 41% and b shows 
the photon and particle before and after collision. Of course, in applying 
the coneervation laws we need to be concerned, not with the detail8 of 
the interaction between the photon and particle during the colli~ion, but 
with only the total energy and momentum going into and coming out of 
the collision. 

Unlike the classi~al scattering of electromagnetic wavea, in which 
the particle after collision is assumed to gain essentially no energy, the 
quantum treatment requires that it gain some, and because its kinetic 
energy may then be great, we must treat it relativistically. 

We take the particle, of rest maes nao and rest energy Eo = -c2, to 
be free and initially at reat. Then we apply energy conservation to the 
collision d Fig. 4-12 and get 

Heye E is the energy of the recoiling particle after collision, and hv 
and hv' are the energies of the incident and mecatted photons, W B ~  
tively. Since the final energy (rest energy pIm kinetic energy) of the 
~ecoil particle, E = m2, must exceed its initial energy Eo, we immediate 
ly see from (411) that hv' c hv. Consequently, the s c a t t e d  photon has 
iess energy, a Iower frequency, and a longer wavelength than the 
incident photon. T h i ~  disagree8 with the classical prediction of no 
frequency change upon scattering. Because the incident and ~cattered 
photons have different frequencies, the latter is not to be thought of as 
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merely the incident photon moving in a different direction; rather, the 
incident photon is annihilated, and the scattered photon is created. 

The conservation of linear momentum is implied by the vector 
triangle of Fig. 412c, where p = mv is the relativistic momentum of the 
recoiling particle and the magnitudes of the momenta of the incident and 
scattered photons are, respectively, p, = hv/c = h/1 and p,, = hv'lc = 
h/X. The scattering angle 8 is the angle between the directions of p, 
and p,,, the directions of the incident and scattered photons. 

We wish to solve for the change in wavelength 1' - 1 = A1 in terms 
of 8. Applying the law of cosines to the triangle in Fig. 4-12c, we have 

Multiplying both sides of this equation by c2 and recalling that for a 
photon pc = hv, we have 

We can arrive at a similar expression by using (411). We place 
hv and hv' on one side of (4-11) and E and Eo on the other; then squaring 
the equation, we get 

where we have replaced E2 with Eo2 + p2c2, using Eq. (3-14). Subtracting 
(4-13) from (4-14), we have 

h2vv'(l - cos 8) = Eo(E - Eo) = moc2(hv - hv') 

h v - v '  c c - - - ( 1 - c o s 8 ) = c - = - - - = ~ - 1  
moc vv' v' v 

The increase in wavelength At is, then, 

This is the basic equation of the Compton effect. It gives the increase 
A1 in the wavelength of the scattered photon over that of the incident 
photon. We see that At depends only on the rest mass mo of the recoiling 
particle, Planck's constant h, the speed c of light, and the angle 8 of 
scattering. It is perhaps surprising to find that it is independent of the 
incident photon's wavelength 1. The quantity h/moc, appearing on the 
right-hand side of (415) and having the dimensions of length, is known 
as the Compton wavelength. Although the scattering angle 8 determines 
the wavelength increase AA unambiguously, we cannot predict in advance 
the angle at which any one photon will emerge. 

If the recoiling particle is a free electron within the scattering 
material, then mo = 9.11 x kg and h/moc = 0.02426 A. When a 
photon emerges at, for example, 8 = 90" with respect to the incident- 
photon direction, the wavelength change, by (4-15), is 0.024 A. When it 
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emerges at B = 1804 traveling, in other words, in the backward diree 
tion, and the recoil electron travels in the forward diredion. the collision 
being a precisely head-on one, then the wavelength change ia a maximum 
and is equal to 0.049 A. In such a collhion the eIectmn's kinetic energy 
is also a maximum. 

For the 90" scattering, by a free electron, of incident radiation in the 
visible region, eay of 4000 A, the fractwnrrl increme in wavelength, & l / A ,  
is only 0.006 percent. Such a shift in wavelength L mmp1etely masked 
in visible light by the fact that the electrons in an ordinary mattering 
material are not at rest but are in thermal motion. An obswvable shift 
of, say, ALJA = 2 percent can be obtained by using incident radiation of 
wavelengthR = 1 A; then AI. = 0.024 A. Thm, there is an easily observed 
shift for x-ray photone and photons of shorter wavelength. For photons 
of longer wavelength the fractional change in wavelength L very small, 
and the scattered radiation has nearly the same wavelength and frequen- 
cy as the incident radiation. ClassicallyR the wavelengths of the incident 
and scattered radiations are esaentially equal; hence. Compton scattering 
agreea with classical scattering in the region of AtIR << 1. We see here 
an example of the correspondence principle a~ appIied ta quantum 
effects, since, by (PIS),  

That the scattering of x-ray8 agree8 with the photon model rather 
than the classical model, which predicta no change in wavelength, was 
shown first by A. H. Compton in 1922. Figure 4-13 pivea ~chematieally 
the experimental arrangement for x-ram incident on a target of carbon, 
a substance having many free eIectrons (effectively h e ,  that is). For 
any fixed angle 0 the detector (see Secs. 5 2  and 83) can measure the 

- 

C I ~ ~ c i d r b t ~ f  r:~clintion 
from X - Y A ~  ( 1 1 1 ) ~  ~ ( ' a r h o n  

targrt  
FIG. 4-1 3. Schematic of 

experimental en~ngement for 
the Complun effect. 
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FIG.4-14. tnhlnsifyofrcatta*ed 
redistion vs. wuy~tength of 
scettemd redislion lor fbree 
different nng/es 0. 

scattered radiation's intensity a~ a function of wavelength (compare 
Fig. 413 with Fig. 411, where I, = A' and A1. = 0). Figure 4-14 shows the 
intensity of the scattered radiation w. the scattered wavelength for three 
fixed angles 8. 

For any particular scattering angle B two predominant wavelengths 
are present in the scattered radiation: one of the same wavelength 1 as 
the incident beam, the unmodified m w ,  and a second, longer wave- 
length A', the modifid tuaw, given by the Compton equation (4-16). The 
unmodified wavelength reaults from the coherent scattering of the 
incident radiation by the inner electrons of atoms; these electrons are EO 

tightly bound to the atoms that a photon cannot strike one of them with- 
out at the same time moving the entire atom. The masa ma of one of these 
tightly bound electrons is, then, eflectiwly the masa Mo of the atom. 
Therefore, in a Cornpton collision between a photon and a tightly bound 
electron the wavelength change dl, is (hlM,c)(l - cos 8 )  E 0, becauae 
Mo ia  alwaya thousands of times greater than mo. 

The Compton effect provides a simple method of determining the 
energy of a photon. From (411) we have 

Because v = CIA and v' = CIA' = cl(1 + AA), we mag write this as 

where M depends on the scattering angle 8 and is given by (4-15). The 
kinetic energy of the recoil electron is a maximum, E,,,,,, when a head-on 
colliion occurs. the electron recoiling in the forward direction and the 
mattered photon traveling in the backward direction. In mcll a mllision 
B = lMo and M. = 2hlm,c, and 14-16) becomes 
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Therefore, if we measure the energy of the most energetic recoil electrons, 
we can compute the energy of the incident photon from (4-17), and 
conversely. 

Our treatment of the Compton collision between a photon and an 
electron has been based on the assumption that the scattering electron 
is free and at rest. Of course, any electron in a material is in motion and 
is bound to some degree to its parent atom; the outer electrons of atoms 
may, however, be regarded as being effectively free, because their binding 
energy, typically a few electron volts, is much less than the energy of a 
typical x-ray photon, which for 1 = 1 A is 12,400 eV. When electro- 
magnetic radiation of low frequency and long wavelength, such as 
radio waves with v = 1.0 MHz, strikes an outer electron, the energy of 
the incident photon, 4.1 x lo-' eV, is much less than the binding energy 
of the outer electron. Therefore, the m, in the Compton equation is 
effectively the mass of the atom, and the change in wavelength is very 
small (A1 << A), so that the two radiations have essentially the same 
frequencies. 

The Compton effect shows clearly the particlelike aspects of electro- 
magnetic radiation: Not only can a precise energy hv be assigned to a 
photon but also a precise momentum h/1. Along any direction the total 
momentum of a monochromatic electromagnetic beam can then assume, 
not any value, but only an exactly integral multiple of the linear mo- 
mentum of a single photon along that direction. In this sense the 
momentum, as well as the energy, of electromagnetic radiation is 
quantized. 

EXAMPLE 42. The photoelectric effect, that process in which a photon is 
annihilated and a particle is set in motion with essentially all the energy 
originally carried by the photon, can take place only if the particle is originally 
bound. It is easy to show that the following process, a hypothetical photo- 
electric effect with a free particle, is forbidden: A photon collides with a free 
particle initially at rest; the photon is annihilated (and no second photon is 
created), and all the photon's energy and momentum are transferred to the 
free particle. Such a collision cannot occur, because it violates the simul- 
taneous conservations of energy and momentum. 

Taking the photon energy to be hv and the initial and final energies of the 
free particle to be Eo and E, respectively, we have, from energy conservation, 

But momentum conservation requires that 

where the particle's relativistic momentum appears on the right side of the 
equation. Eliminating hv from the two equations above, we see that the only 
possible value of Eo is zero. Since any material particle has a nonzero rest 
mass, the photoelectric effect cannot take place with a free particle. In an 
actual photoelectric effect, one with bound electrons, the electron's mass is 
much less than that of the object to which it is bound. Then nearly all the 
photon's energy is transferred to the electron, and only a small fraction to the 
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object to which the electron is bound. On the other hand, only a fraction of 
the photon's momentum is transferred to the bound electron. 

EXAMPLE 42.  Using classical electromagnetic theory, we can show that the 
radiation pressure P, of a completely absorbed electromagnetic beam of 
intensity Z is given by P, = Z/c for incidence along the normal to the absorbing 
surface.? Derive this relation by taking the radiation to consist of photons, 
each with a momentum hvlc. 

We assume the flux of the photon beam to be N photons per unit time, per 
unit area perpendicular to the beam direction. Then, with an energy hv 
carried by each photon in the beam, the total energy per unit time per unit 
transverse area, or the intensity I, is given by 

If the beam strikes a surface that absorbs it completely, each photon transmits 
a momentum hvlc to the surface. The total momentum transmitted Der unit 
time per unit a k a  is then N(hv/c); but the total momentum transferred per 
unit time is just the radiation force on the absorbing surface, and this force 
per unit area is the radiation pressure P,: 

Eliminating Nhv from the two equations above, we have 

I 
P = - for complete absorption 

C 

Note that the radiation pressure is independent of the frequency. If the 
beam strikes a totally reflecting surface along the normal to this surface, the 
momentum is transferred twice to the surface: once when an incident photon is 
annihilated upon striking the surface and again when a second photon of the 
same frequency is createdand travels outward from the surface. &equently, 
the radiation pressure for complete reflection is given by 

21 
P = - for complete reflection 

r C  

Momentum being conserved, a source emitting photons recoils in the 
opposite direction. Thus, one very elementary form of a "photon, rocket" 
consists simply of a unidirectional source of electromagnetic radiation, for 
example, a flashlight turned on. The rocket gains momentum in the forward 
direction because photons are emitted to the rear. Notice that a photon carries 
inore momentum per total energy than does a particle of nonzero rest energy; 
that is, from p = (E2 - E02)1 /2 /~  we see that for a given energy E the mo- 
mentum p is a maximum for Eo = 0. 

As a zero-rest-mass particle a photon always is observed to travel at the 
single speed c ;  there is no reference frame in which it has any other speed 
than c. Its energy hv and momentum hvlc, on the other hand, depend on the 
observer's reference frame: Both quantities are proportional to the photon's 
frequency, and the frequency depends, in turn, on the reference frame by 
virtue of the (relativi3tic) Doppler effect. Thus, if an observer travels in the 
same direction as that in which a photon is moving, he finds the photon's 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Eq. (35-31). 
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frequency, energy, and momentum all to have decreased relative to their 
values measured in a reference frame at rest with respect to the source of 
photons. 

4-5 PAIR PRODUCTION AND ANNIHILATION 

The photoelectric effect, the bremsstrahlung process, and the 
Compton effect are all examples of the conversion of the electromagnetic 
energy of photons into the kinetic energy and potential energy of 
material particles, and vice versa. It is natural to ask whether it is 
possible to convert a photon's energy into rest mass-that is, to create 
pure matter from pure energy-or, on the other hand, to convert rest 
energy into electromagnetic energy. The answer is yes, provided such 
conversions do not violate the conservation laws of energy, momentum, 
and electric charge. 

Pair Production. Consider first the minimum energy required to create 
a single material particle. Since the electron has the smallest nonzero 
rest mass of all known particles, it requires the least energy for its 
creation. A photon has zero electric charge. Thus, the law of charge 
conservation precludes the creation of a single electron from a photon. 
The creation of an electron pair, however, consisting of two particles 
with opposite electric charges, is possible and has been observed. The 
positively charged particle is called a positron and is said to be the anti- 
particle of the electron. The electron and positron are similar in all 
ways except in the signs of their charges, - e and + e (and the effects of 
this difference). The minimum energy hv,,, needed to create an electron- 
positron pair is, by the conservation of energy, 

Since the rest eqergy moc2 of an electron or positron is 0.51 MeV, the 
threshold energy 2moc2 for pair production is 1.02 MeV. The photon's 
wavelength corresponding to this threshold energy is 0.012 A; hence, 
electron pairs can be produced only by y-ray photons or by x-ray photons 
of very short wavelength. The process in which matter is created from 
electromagnetic radiation is called pair production, because a particle 
and its antiparticle must always be created together if the conservation 
laws are to be satisfied. The phenomenon of pair production is a most 
emphatic demonstration of the interconvertibility of mass and energy. 

If a photon's energy exceeds the threshold energy 2moc2, the excess 
appears as kinetic energy of the created pair. Applying the conservation 
of energy to pair production gives 

where v is the frequency of the incident photon, and Ek+ and Ek- are the 
kinetic energies of the created particles. The minimum energy hv,,,,, 
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just enough to produce the pair, ie obhined by setting the kinetic ener- 
gies of the created particles equal to zero: Ek+ -t Er- = 0. 

Pair production cannot occur in empty apace. It ia easy to prove that 
energy and momentum cannot simultaneously be conserved in particle- 
antiparticle production unless the photon is near aome massive particle, 
such as an atomic nucleua. We can see that the preaence of a heavy 
particle is essential by comidering Fig. 4-15, which is a plot of the 
relativistic energy E versus the relativistic momentum p, s h o d  earlier 
in Fig. 3-6, First assume that there is no heavy particle involvd in the 
production of a pair and, for simplicity, that the energy of each of the 
created particles is exactly half of the photon's energy. Figure 4-16 
dmws that the sum of the momenta of the two particlea mwt be kas than 
the momentum of the photon. Thus, the t o t d  momentum after collision 
will be less than the momentum of the photon, unless some particle is 
present that will carry away some of the photon's momentum. We can 
be aasured, however, that any energy carried away by a recoiling heavy 
particle would be ao small as t o  be excludable from (418). because a 
heavy particle's mass is very large cornpard with that of an electron or 
positron. 

FIG. 4-1 6. A graphiculiIIusna- 
tion of the impossibility of pair 
production in empty sp8ce. 
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FIG. 4-1 8. Schemetic diagram 
of pair producrion. 

Through another argument we can see that a photon cannot dh- 
integrate ~pontaneoudy into an electron-positron pair when traveling 
through empty space. Suppose, for example, that a pair is created and 
that we, the observers, are at rest with respect to the center of mass of its 
gystem. Then the total momentum of the electron and positmn is zero, 
but the photon that produced the pair would have had uome nonzero 
momentum in this reference fi.ame, since a photon is always found to 
move at the speed c, whatever the reference frame. We should then have 
the momentum of the photon before collision but no net momentum after. 
In short, a photon cannot decay apontaneoualy into an eIectmn-positron 
pair in free space. 

Figure 4-16 is a schematic drawing of pair production, and Fig. 417 
is a cloud-chamber photograph showing the creation of electron-positron 
pairs. Figure 4-17 shows that high-energy y-ray photons entered the 
area (top of the photograph), came cloee to lead nuclei, and were annihi- 
lated, and that electron-positron pairs were created. The paths of the 
charged particles are visible because of the ionization ere& they produce 
as they travel through the gas; the trajectories of the oppositely charged 
particles (with approximately equaI kinetic energies?) show opposite 
curvatures, the particles having been ddected into oppositely directed 
circular arcs by a uniform magnetic field. 

The energy of a photon producing an dectron-positron pair can be 
computed by means of (4-18), if the kinetic energim of the electron and 
positron are measured. These energies can be determined h r n  a phub 
graph such as Fig. 4-17, if the magnetic fieId B and the radius r of curva- 
ture of the trajectories are measured. The relativistic momentum p 
of each particle is given by 

p = mu = QBr (3-9) 

and the total energy E or kinetic energy E - Eo of the particle can then 
be cornpuked by means of using Eq. (3-14), Ea = EoZ + Ipc)'. 

The existence of positrons was predicted on theoretical ground8 by 
P. A. M. Dirac in 1928, Four years later C, D. Anderaon observed and 
identified a poaitron during his studies of cmmic radiation. Shortly 
thereafter electron-positron paire were pmduced in the laboratory by 
means of particle accelerators operating at a few MeV of energy; they are 
now a commonly observed phenomenon in the interaction of high-energy 
photons and matter. Proton-antiproton and neutron-antineutron 
pairs were first created in the laboratory in 1955. Their threshold energies 
are lseverd GeV (the proton and neutron maeaes are approximately 
equal to 1 GeV and therefore requim accelerating machines of very high 
energy). 

Pair Annihilation. The annihilation of partideantiparticle paira and 
the concomitant creation of photon8 is the inverse of pair production. 

7 To ba precise, the pmitmn hen, on the everage, s greater kinetic energy than the el- 
tmn, because it i~ repelled by, and the electron h attractwl by, the pasitiveIy char@ 
nucleus. 
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FIG. 4-1 7 .  Cloud-ch~mber 
photograph showing the creation 
of eelect~on-posirron pairs. Photons 
of appruximetely 200 MeV, 
producing no Irecks, a p p s l ~  b m  
the top. Some photons are 
annihilated snd electron-poshon 
pairs ere created in the thin, 
horizontal lead foik above the foil 
end to the right is 8 pair produced 
by the colIision of e photon and e 
gas mofecu/e. The externel 
magnetic field, of flux density 
1 Wblm2, bends the paths of the 
electrons and positrons into 
opposite curvutures. (From 
Cloud Chamber Photographs of 
the Cosmic Radiation, G. D. 
Rochester and J. G. Wilson, 
Pergamon Press. L td.. 7952. 
Courtesy ut Pergemon Press, Lld.) 

Conaider the annihilation of matter and the creation of electromagnetic 
energy that may occur when an electron and positron are close together 
and essentially at rest. The total linear momentum of the two particIes is 
initially zero; therefore, a single photon canfiat be created when the two 
parLic1eeunit.e and are annihilated, because that would violate momentum 
conservation. Momentum can, however, be conserved when two photons, 
moving in opposite directions with equal momenta, a r e  created. Such a 
pair of photons would have equal frequencies and energies; see Fig. 4-18. 
(Actually, three or more photons can be created, but with a much ~rnalIer 
probability than that of two photons. Similarly, when many electron- 
positron pairs are annihilated near a heavy nucleus, a small number of 
the annihilations will produce a single photon.) 

Conservation of energy requires 

mo'c2 -I- mo'e2 = hv, + hv, 

in which the electron and positron are assumed to be at rest initially. 
But mao+ = mom, and by momentum conservation, v ,  = v, = v,,,; there- 
fore, 

2hvml, = 2rnoc2 
hvml,, = moc2 (4.19) 
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Before annihilation 

( a )  

hr 

S h e  the minimum energy a d d  for mating an electron, hv = moca, 
is 0.51 MeV, this ia also the minimum energy of the photon created. 

Annihilation is the ultimate fate of positrons. When a high-energy 
positron appems, a8 in pair production, it loses its kinetic energy in 
collisions ae it paesea through matter, finally rnwing at low speed. It 
then combines with an electron, forming a b a u d  ~ p t e m ,  called a 
positronium atom, which decay8 very quickly (IO-'' s) into two photon8 
of equal energy. Thus, the death of a positron is s i d e d  by the appear- 
ance of two annihilation quanta, or photons, of + MeV each. The 
transitoriness of positrons is due, not to an intrinsic instability, but to 
the high xisk of their collision and subsequent annildation with 
electrons. 

In our part of the universe there ie a prepondemnce of electrons, 
protons, and neutmne ; their antiparticlea, when created, quickly mm- 
bine with them in annihilation processes. It ia conceivable, although at 
present purely conjectural, that there exists a part of the universe in 
which positrons, antiprotons, and antineutrons predominate. 

Pair production and annihilation are pmticularly striking examples 
of mass-energy equivdence. They provide irrefutable confirmation of the 
theory af relativity. 

FIG. 4-1 8. Pair annihitathn 
and the craathn of two photons. 

4-6 PHOTON-ELECTRON INTERACTIONS 

Kgure 419 s-a the important photon-electron interactions. 
or collisions, that we have discussed in this chapter. In each instance a 
photon, electron, ox positron approaches a slab of material, a collision 
occurs, and one or more particles emerge. We summarize briefly the 
salient features of each of these interactions, taking them in the order in 
which they appear in the figure: 

The phot;oelectric effect: A photon strikes a bound electron and dip 
appears, and the electron is dislodged. 

The Compton effect: A photon collidea with a free electron, thereby 
effecting the creation of a second photon of lower energy and the 
recoil of the electron. 

Pair production: A photon is annihilated in the vicinity of a heavy 
particle, and an electron-poaitron pair is created. 

Bremsstmhlung: An electron is deflected in the vicinity of a heavy 
particle, and a photon is created. 

Pair annihilation: A positron combines with an ektron,  and a pair of 
photons is produced. 

As we shall see in Sec. 11-1, all these photon-electmn interactions 
may be shown to be illustratione of just one basic interaction between 
the particle of the electromagnetic field (the photon) and a particle that 
can create an electromagnetic field (an electron or any other electrically 
charged particle). Even the ordinary electric, or coulomb, force between 
electricaIly charged particlea and, indeed, all other electromagnetic 
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FIG. 4-1 0. Photon-alechon 

Ed 1 
effect {b) Compton effect, 

(a ) cb 1 IF] (P ) (c) pair production, (d) b n m -  

effects, may be shown to be basicalIy an interchange of(virtd) photong 
between chmtrged particlee. 

Note that the principal featwes of the photon-electron cdlisions 
were derived simply by applying the laws of the c o w a t i o n  of energy, 
momentum, and electric charge and by assuming the existence of photons 
of energy hv and momentum hJA. In no case did we concern ourselves 
with the details of the interaction. Further, we did not caIculate the 
probability of the occurrence of any of these processes, For example, in 
the Compton effect, we are able to predict the wavelength of a photon 
d e f l d  in any particular direction, but we are unable to predict the 
direction of any particular photon. The probabilities of the occurrence 
of a photondectron interaction, however, can be calculated with high 
precjaion by the methods of qmnturn eleclmdytaamics. 

Highly energetic (at least 10" eV) chargd particlee from the coemb 
radiation enter the earth's atmosphere. They may produce a whole 
succession of electron-photon interactions, as  follow^. A collieion 
between a cosmic-ray particle and a nucleus may produce a high-energy 
y ray through bremsstmhlung. The y ray may be annihilated on pawing 
near a nucleue and so produce an electron-positron pair. The created 
charged particles, having large kinetic energies, may collide with, and be 
deflected by, nuclei they encounter on their way to the earth's ~urface ; 
by virtue of their acceleration after the collisions they radiate high- 
energy photons by the bremstmhIung procese. The positxon may 
combine with the electron, both be annihilated, and two photons be 
created. The eecondary photone may have energies exceeding 1.02 MeV 
and so may produce more dectron pairs. Thus, by the repeated occur- 
rence of pair production, pair annihilation, bremstmhlung, and, to a 
lesser extent, Compton and photoelectric collisions, a emcade shower of 
electmn~, positrons, and photons is produced, the energy of the original 
photon having been depaded and spread among many particles, The 
shower is effectively extinguished when pair production becomes 
energetically impossible. A diagram of photon-eIectron interactions is 
shown in Fig. 4-20; spectacular cloud-chamber photographs, such as 
Fig. 4-21, have confirmed the principal features of cascade showers. 



CHAP. 4 . Quurtrrm Effacts: thm PflIeIe Aspects o f  Ekrmmagnetik Rsdfat#on 

FIG. 4-20. Schematic fepre- 
sentation of 8 cascade 8hu wet. 
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FIG.4-21. Cloud-chamber 
photographs of a phoron- , , 

initialed ~ 8 ~ C # d a  shower taken -; L & -I < L /*-,, - -. - cl 

simultaneously with two 31- - '+-h 
cameras ro permir three- (, ; .++- . + . 

dimenstonmi analvsrs of  the - - ,  . . 
necks. A 700-MeV photon , - 
(producing ne treck) enters ' 

from the top, and a positron- 
electron pair is created at the 

uppermost horizontel thin lead 
pfere. Photons are created et ' 

the Sower plates by brems- . , . 
stmhlung coEfisions, .and these "- -' ' . 

photons create more peirs, - - -  
leeding to a shower of electrons, ' . .'* *. 

positrons. and photons. !;+ ' 
(Courtesy of J. C. Street, 

Hafverd Untv8rsity.J . * .  .. . 

4-3 ABSORPTION OF PHOTONS 

Three important processes that can remove photons fmm a beam of 
electromagnetic radiation are the photoelectric effect, the Ctmpton 
effect, and pair production. These are shown as the photon-electron 
interactions (a) to (c) of Fig. 4-19. In each of the processes a photon is 
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removed from a forward-moving beam and an electron appears. Further- 
more, each process occurs only when there are atoms with which the 
oncoming photons can collide and interact. The atoms provide bound 
electrons for the photoelectric effect, nearly free electrons for the 
Compton effect, and atomic nuclei for pair production. The intensity of 
the photon beam is reduced, then, only to the extent that the photons 
encounter and interact with atoms (there is a process, which for the 
moment we ignore, in which a photon is selectively absorbed by a material 
according to its energy, and the total internal energy of the absorbing 
atom is thereby increased). 

An electron having kinetic energy appears as one of the outgoing 
particles in each of the three interactions. This fact may be utilized in 
devices for detecting photons. The fast-moving electrons produce 
ionization, which can be electrically measured; thus, the intensity of 
high-frequency photons to which the eye is not sensitive, such as x-rays 
and y rays, can be measured by ionization effects. Ionization measure- 
ments will be discussed in Chap. 8; our concern here will be with the 
absorption of electromagnetic radiation in a material. 

The intensity I of electromagnetic radiation is defined as the energy 
per unit time passing through a unit area at right angles to the direction 
of propagation. Put in terms of a beam of monochromatic photons, it is 
the energy hv of a single photon times the number of photons per unit 
time crossing a unit area perpendicular to the direction of the beam: 

energy number of photons 
Intensity of a photon beam = - x 

photon area x time 

The photon flux of a beam of monochromatic electromagnetic radiation 
is defined as the number of photons crossing a unit area, per unit time. 
We represent the photon flux by N ;  then 

I = (hv)N (4-20) 

When a photon beam strikes a material, the photon flux N is reduced, 
because photons are removed or are deflected from the forward direction. 
The absorption of photons by a material is shown schematically in 
Fig. 4-22. Clearly, the probability that a photon will be removed from the 
beam is greater, the greater the number of atoms the beam encounters; 
therefore, it is greater, the thicker the absorber. In the figure photons 
with a flux N are incident on a very thin absorber of thickness dx, and 
photons with a flux N - dN emerge from the absorber in the forward 
direction. The number of photons removed per unit time by a unit area 
of the absorber is, then, dN. When the number of incident photons 
increases, the number of photons removed in encounters with atoms in 
the absorber increases proportionately; that is, dN is proportional to N. 
Further, since the number of atoms encountered by the beam is directly 
proportional to the thickness of the absorber, dN is proportion also to dx. 
Therefore, 

dN = - p N d x  

where the proportionality constant is p, called the absorption coefficient. 
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FIG. 4-22. Schemetic repre- 
sentation of rha absorption of 

photons by r mnferief substance. 

The mlnw sign appem because N decreases as x increases. Rearranging 
terma and integrating x,from zero thicknerss to a finite thickness x 
(Fig. 423) and integrating the flux from No, the flux incident on the 
absorber, to N, the flux emerging from the absorber of thicknem x, we 
have 

N 
In- = -w 

No 

Using (420), we can write (4-21) as 

where In = (hvflVo is the intensity incident on the absorber and I = 
(hv)N is the intensity at a distance x from the h n t  surface. Thii3 equation 
shows that the intensity of monmhrornatic electromgnetic radiation 
falls off exponentialIy through an absorber. The absorption incream 
with the thickness of the absorber (as a increases), or as the absorption 
coefficient p increasee. We also see from (4-22) that when px = 1, or 
x = l l p ,  then I = 10\e. Therefore, the quantity ljp represents that 
ab~orber thickness at which the intensity I is IJe, or 37 percent, of the 
incident intensity Io. 

For a particular photon energy and for a particular absorbing mate- 
rid the absorption coefficient p is a constant having the unit reciprocal 
Lngth. Its value does, however, change from one material to mother, 
and it depends ae well, for a given absorbing material, on the energy 
(or frequency) of the radiation. Figure 424 ahowe the absorption c* 



FIG. 4-23. Change in phom 
flux through an abswbar. 

e5cients for aluminum and for bad as a function of the photon energg 
(plotted on a logasithic scale). The absorption coefficient p i~ large 
for lowenergy photons, whoae removal occurs principal'ly through the 
pmceas of the photoelectric effect. It is emaller at intermediate energies, 
at which Compton collisions are the most effective in absorbing photons. 
It xeachee a minimum in the vicinity ofa few MeV and then rises again 
with photon energy. A little before its minimum, at 1.02 MeV (where the 
photon's wavelength is 0.012 A), the threshold for pair production occurs, $7c2ik4bs ~ ~ : ~ ~ ~ ~ h O r m  
and at very high energies, where p has increased somewhat, pair pro- energy: (a) h d  with S ~ V M ~ !  

duction predominates. contributions to the ml 
ebsoration coefficients and 
(b) for lead and aluminum. 

- 
Le:l d g 4 I - u - 

=L 3 
Y = 3 Photo- 

'ir .- .- E~ 
C 

0 
.- cSfoc 1 i= C k a d  / 
0') e Pi~ir --- production 

E 2  
5 j- --. r: 
;; 1 

Chrnplon ---- - - -/ z --. effect 
L Aluminum 

0 
n 

---- 4 -  
+ I .--- ---__ 2 - 
c: % 

0.1 1 .o 10 - 0.1 I rl 10 c - 
Photon PnPrgy ( M e V )  

- 
0 
i- Photon energy (MeV) 



CHAP. 4 - QlrMCum Effects: The Partick AspfwM a f  Eleclmmsgnetic R.d;ation 

- - 
P . - - .  

FIG. 4-25. Exprmentiel 
ebswption of soft end of hard 

x-rays b y  e lead ebsorber. 

FIG. 4-28. Exponential 
absorption of I -MeV phatons 

by lend end by aluminum. 

Long h ("aoT1") x-r;lys Slior~ ("hard") x-ray\  
Largr p Small p 

Figures 4-25 and 4-26 show how the absorption of electromagnetic 
radiation varies with the energy of the photons and with the identity of 
the absorbing materiel. They show the intensity of the incident beam, of 
the beam at various depths of penetration in the absorber, and of the 
emergent beam. Figure 4-25 shows the absorption of Eong-wavelength 
x-rays, which are appreciably absorbed in moderate thicknemes of lead, 
and EIO are called soft, and the absorption of short-wavelength, or hand, 
x-rays, which are only slightly attenuated through the s m e  thickness of 
lead. This illustrates that for a particular absarbing material and for 
photons of relatively low energy (lese than 4 MeV) the coefficient 
decreases as the energy increases. Figure 4-26 shows the absorption of 
the same x-raya in lead and in aluminum of the same thickness; clearly, 
lead is much more effective a~ an x-ray absorber and therefore haa much 
the larger absorption coefficient for a given photon energy. It is gener- 



ally true that materials, such as lead, are more effective absorbers than 
light materiala, a fact that is the basis of x-ray photography; the darken- 
ing of the photographic emulsion is a meaeure of the x-ray intensity, and 
the relative absorption properties of the varioualy light and dense 
materials are the reason for the images. 

S U M M A R Y  

Two kinds of physical quantity r a n  h~ dis t inguish~d:  those with a 
continuous rangr of valurs ant1 thosp with a disrrptr. or quantizr*d, 
srt of values. The quantum theory, f o ~ r n ~ ~ l a t e d  hy Max PIanclr in 
IROI), has shown that m m y  quantities that appear superficially t o  have 
continuous values actualIy have discrrltr v a l u ~ s  only. 

hIonochromatic rlrctromslgnetic radiation, whpn i n t e r ~ c t i n ~  with 
matter, must he consirlrrpd to  consist of photons, e a r h  photon having 
A disrrete e n e r p  n11d momentum: 

E = h i ,  and p = 
IF 

(4-3)' (4-10) 
i. 

A usefi~l rclation hctwc~n t h r  rnrrEy and t h r  w a v c l c n ~ h  of a 
nhoton is 

The foIlowinfi nrr the hasic photon-pa~+ticlr interactions, 
Photo~lrctsic e f f~c t  : Thr complrtr t rans f~r  of rlcclromclgrtc~tic 

pncrg.y to  R bound electron : 

I I I ~  = Eh .+ ( E  - E,)) (4-6) 

whprc E,, is the binding Pnergy, work function. of  a n  rlrctson. 
Rrernsstrah Ircng: Thc partinl or compl~ t r  t ~ . a n s f ~ r  of a part irlr's 

lrinetic pnprgy to ~ I ~ c t r o m n g n ~ t i c  rncrgy. Photons of maximum 
firqurncy (minimum w a v ~ l ~ n g t h )  RrF: p r ~ d ~ c ~ c l  when at1 electron is 
hrought t o  rest i t 1  a s ingE~ rollisinn: 

Cnmpton effF.ct: The partinl transfcar of rlrctron~ngnrtic cnrl-I:,), to  
thp kinetic rnrrgy of EI particIr. Whrn a photnn of' w i v r l r n ~ t h  j 
interacts with a (nearly) free particle esscntial1.v at mst. a photon 
cmerjics a t  a n  anqlc 0 (smttcaring), and thc  parhide r~coils with 
kinetic rncrcv EL :,: 
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whrrc n?, is t h e  rcst mass of the recoil partir l t .  
Pair production nnd annihilatinn: Thra c o n f p l ~ t c  canversinn of 

rlectmn~agnetic rnPrEy  intn thr rcst rnrrgy and klnetic c n ~ r g y  of the  
crce t~d  particblrs. anti the  reverse: 

Pair production: h r  = 2m,c' + (EGf -1 E L - )  
Pnis annihilatinn: (m' -t- m-)c' = 2hra 

Thr intrnsit?. of  a monochrnmatir photon hram is the procluct of 
th r  plmton PnerEy and the photon flux IV: 

I = ( h  I.)N 14-20) 

1n materials of thickness x thr ahsnrptirln of rnonorhrornatic 
rl~rtrt>magntbtic+ r ~ d i a l i o n  (b!. the processes of the photnclcrtric effcct, 
thr Compton effect. and pair prod~rction) follows t h c   ela at inn 

I = I,,c-'" (4 -23  

P R O B L E M S  

4 3 .  The t b h o l d  wavelength for the photaernisaion This justifim our original assumption that in the photo- 
of electrons h m  a d c i m  aurfme ia 3840 A. (a) Cal- electric effect practically all the energy of the photan is 
eulate the binding energy, or work function, d (in transferred to the electron. 
electron volts) of an electron at the surface of zinc. 5 4-5. ~ i ~ h t  of in-ty 1.0 x 10-10 wlm2 falls n-b 

m a t  ia tb kinetic enarm (in e l e o n  upon a siIver aurface, where them ia one fkee electron 
volts) of a photoelectron emitted h m  the surface when p, m e  ahme are approximately 2.6 A apart. 
light of2000 A strilra this surface? Treat the incident radiation classically (as waves), and 
4-2. (a) What b the maximum speed of photoe l ecb~~  aseume the energy to be uniformly distributed over the 
emitted from a zinc &ace (d = 4.23 eV) when ultra- surface and all the light to be abmrbed by the ~urface 
violet light of 1660 A is wed? (b) Does this justify our electmnm. (a) How much energy dms each free electron 
assumption that E,,, = &mu,$..? gain per aecond? (b)  The binding energy af an electron 
4-3. men mmocbmtic light d wavelength 4046 A at a surface i~ 4.8 ev; how long must one wait, sfter the 
  hi- on a certain metal surface, the most energetic beam i s  switched 0% before any one deckon gains 
photoelectrons are stopped by a &ding potential of enough mergy to overcome its binding energy and be 
1.60 V; when the wavelength ia 5769 A, the stopping re lead a photoelectron? Compltre this with the 
potential L 0.46 V. b u r n i n g  h a d  e unknown, what are experimental res** 
(a) the work function (in eV) of this photoemitter and 4-6. A photon enters a mcalled laad "radiator" 
(b) the value of hie computed from thew data? (which radiatea photwlectmn~) md ,in- with an 
44 .  A 7 7 5 4  photon ~trikea a nickel target n-ally inner electron bound to a lead atom with a binding 
andreleaees a photoelectron from the surface, the yhotw en@ri3Y of 89.1 keV. The ~hot0eI-n r e l e d  then 
d m n  mwing in the direction opposite to that of the enters a unifonn magnetic field, and Br (where r i~ the 
incident photon. The work fwction for tungsten ifi radius of ~ m t m  of the electron in the magnetic 
5.0 eV. h u m e  that wentialk all the photon's energy field B) i s  found to be 2.0 x lo-' Wblm. (a) What ia 
ia given to the electron. (a) Calculate the maximum the momentum of fie photoelectron (in MeVIc)? 

of (8)  uehg fie mnaerva- What is the kinetic energy of the photaelectrun? (c) What 
tion of momentum law, find the momentum imparted i5 the energy of the incident photon? 
to the target. (c) The target h a mase of100 g; calculate 47.  The photoelectric effect cannot take place with a 
the ftadon of the photon'a energy given to the target. free electron. Knowing this, show that the following 
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process cannot take place: A charged particle initially 
in motion spontaneously slows down and emits a 
photon corresponding to its loss of kinetic energy. In 
other words, show that a photon cannot be emitted by a 
single particle having no internal structure and being 
free of the influence of any other nearby object. (Hint: 
Imagine the hypothetical photoelectric effect with a 
free electron to run backward in time.) 
4%. A 3.10-A photon strikes a hydrogen atom at rest, 
thereby releasing the bound electron (binding energy, 
13.6 eV). Suppose that the electron moves in the same 
direction as that of the incident photon. What are the 
electron's (a) kinetic energy and (b) momentum? What 
are the recoiling ion's (c) momentum and (d) kinetic 
energy? 
4-9. (a) Planck's constant h has units of energy multi- 
plied by time: Show that h has the units of angular 
momentum. (b) A circularly polarized electromagnetic 
wave of energy E has an angular momentum L = E/w, 
where w is the angular frequency of the wave:? Show 
that from the point of view of the quantum theory such a 
beam consists of photons each with an angular momen- 
tum of hl2r. An alternative formulization to E = hv of 
the basi;: quantum condition is this: Every photon, 
quite apart from its frequency, has the same angular 
momentum of magnitude h/2n. 
4-10. A well-accommodated human eye is capable of 
detecting single photons of visible light. At what 
distance from an eye having a pupil 4 mm in diameter 
would an isotropic point source radiating 5000 A light 
equally in all directions a t  a rate of 1 W have to be 
placed so that the number of photons reaching the eye's 
retina is one per second on the average? 

-4-11. A uniform beam of orange-red light (6060-A 
wavelength) has intensity of 5.0 x lo-' W/m2. (a) Find 
the energy of-one photon of this wavelength. (b) How 
many photons cross a 1-cm2 surface normal to the beam 
in one second? (c) How many wavecrests pass this 
surface in one second? 
4-12. A unidirectional monochromatic beam of photons 
has an intensity I and frequency v. Show that the aver- 
age density of photons in the beam is given by Ilhvc. 
4-13. A monochromatic point source of light radiates 
continuously. How does the density of photons vary 
with the distance I: from the source in any one direction? 
4-14. A 200-keV electron is deflected by a copper atom 
(mass, 64) initially a t  rest. A single x-ray photon is 
created in the collision, and the photon and deflected 
electron are observed to travel in opposite directions, 
both perpendicular to that of the original incident 

' t See Weidner and Sells, Elementary Classical Physics, 
2nd ed., Sec. 40-6. 

electron. (a) What is the recoil kinetic energy of the 
copper atom? (6) What is the energy of the x-ray photon? 
(c) What is the kinetic energy of the deflected electron? 
4-15. Electron 1 is accelerated from rest through a 
potential difference V. Electron 2, also accelerated 
from rest through the same potential difference, collides 
with a target, comes to rest, and thereby creates a single 
photon. Which has the larger momentum, electron 1 or 
the photon produced by electron 2? 
4-16. What is the wavelength of a photon having the 
same (a) energy and (b) momentum as a 2-eV electron? 
4-17. (a) Across what minimum potential difference 
must electrons be accelerated from rest so that upon 
striking a target they produce photons with a momentum 
of 1.0 keV/c? (b) Across what potential difference must 
electrons be accelerated from rest to acquire a momen- 
tum of 1.0 keV/c? 
4-18. (a) Compute the energy of a photon having the 
same momentum as a 4.0-eV electron. (b) Where does this 
radiation lie in the electromagnetic spectrum? 
4-19. A laser may produce a highly monochromatic 
pulse of visible electromagnetic radiation with a power 
as great as 2.0 MW. The duration of the pulse is about 
1.0 ms. Take the wavelength of the emitted radiation to 
be 6000 A. (a) What is the total momentum of the emitted 
light pulse? (b) How many photons are produced? 
4-20. A radar transmitter produces pulses of microwave 
radiation; the power of each pulse is 10 MW and the 
duration 1.0 ps. Take the\wavelength of the emitted 
radiation to be 1.0 cm. (a) Whatis the total momentum 
of the emitted radar pulse? (b) How many photons are 
emitted per pulse? 
4-21. Consider a photon rocket an isotropic point 
source of radiation (possibly polychromatic) of 1,000 
MW, located at the focus of a parabolic reflector 
(Fig, P4-21). Show that the radiation force imparted to 
the rocket by the emitted radiation lies between 1.6 and 
3.4 N. 

'\ ' \ ' \ 

reflector 
pambO1ic \ 

FIG. P4-21 
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4-22. A unidirectional electromagnetic beam with an 
intensity of 600 W/m2 shines on a perfectly reflecting 
mirror; the angle between the direction of beam prop- 
agation and the normal to the mirror is 30". What is 
the magnitude of the radiation pressure on the mirror? 
4-23. A 1.0-kW isotropic point source of elecpo- 
magnetic radiation is at the center of a perfectly ab- 
sorbing spherical shell. For what radius is the radiation 
pressure on the inner wall of the sphere equal to that of 
standard atmospheric pressure (1.0 x lo5 N/mZ)? 
4-24. The intensity of solar radiation at the earth's 
surface is 1,400 W/mZ. (a) What is the pressure of this 
radiation at the earth's surface? (b) Compute the total 
force .on the earth due to this radiation from the sun 
(earth's radius, 4.0 x 10' mi), assuming complete 
absorption. 
4-25. (a) A beam of monochromatic photons of wave- 
length 0.620 A strikes a metal target. If one observes 
the scattered radiation a t  an angle of 90" relative to the 
incident beam, what two predominant wavelengths will 
be detected? (b) What wavelengths are observed at a 
scattering angle of 60"? 
4-26. Photons of wavelength 0.0620 A are scattered by 
free electrons. What are the wavelengths of those 
scattered photons whose angle of scattering is (a) 90" 
and (b) 180"? What are the energies transferred to the 
free electrons (c) in part (a) and (d) in part (b)? 
4-27. Show that in Compton scattering hv', the energy 
of the scattered photon, is related to hv, the energy of 
the incident photon, and to the photon scattering angle B 
by the expression 

1 1 1 - C O S B  
- - -- - + 
hv' hv moc2 

where mo is the rest mass of the material particle which 
collides with the incident photon. 
4-28. An incident photon is scattered by a free electron 
initially at rest. The scattered photon may later produce 
an electron-positron pair. Show that if the angle 
between the scattered photon and the incident photon is 
greater than 60", the scattered photon cannot create an 
electron-positron pair, no matter how large the energy of 
the incident photon. 
4-29. A 62-keV electron strikes a copper target, is 
brought to rest, and produces a single x-ray photon. 
This photon then enters a carbon target and is scattered 
by a free electron. What is the maximum kinetic energy 
of the recoil Compton electron? 
4-30. A monochromatic photon beam is allowed to 
strike a sheet of copper, and Compton collisions result. 
It is found that the recoil electrons have a maximum 
kinetic energy of 0.511 MeV. What is the energy of the 

photons? 

4-31. Show that the angle B at which a photon is scat- 
tered in a Compton collision is given by 

where mo and EL are the rest mass and kinetic energy of 
the scattered particle and hv is the energy of the incident 
photon. 

4-32. In Compton scattering show that the kinetic 
energy Ek of the scattering particle of rest mass m,, is 
related to hv, the energy of the incident photon, in the 
following way: 

Ek (hv/moc2)(1 - cos 0) - 
hv 1 + (hv/mocz)(l - cos 0) 

4-33. Sketch a graph showing how the kinetic energy 
Ek of the recoil electron in the Compton effect varies 
with the angle B between the scattered and incident 
photons for an incident 0.51-MeV photon. 

4-34. What is the maximum change in the energy of 
photons scattered from a 10-MeV beam of y rays by 
Compton collisions with free protons? 

4-35. A free proton origi~ially at rest is struck by a 
photon in a Compton collision, and the proton thereby 
acquires a kinetic energy of 5.7 MeV. What is the 
minimum photon energy? 

4-36. Derive the relation for the Compton wavelength 
shift, assuming (strictly, improperly) that the kinetic 
energy and momentum of the electron are given by the 
classical relations. You should find exactly the same 
relation as that derived from the relativistic expressions 
for the electron momentum and kinetic energy. Why 
should this result be expected? (Hint: The shift in 
wavelength is independent of the wavelength of the 
incident photon.) 

4-37. A light source emits photons of frequency v, 
as measured by an observer at rest with respect to the 
light source. The observer now travels away from the 
light source at a speed v = 4c relative to the light source. 
By what factors are the following photon properties 
changed, all relative to their respective values when 
measured by an observer a t  rest relative to the source: 
(a) frequency, (b) wavelength, (c) speed, (d) energy, and 
(e) momentum? (Hint: See Prob. 2-18, which gives the 
relativistic Doppler relation.) 

4-38. Two identical flashlights are pointed in opposite 
directions and fastened together. Both flashlights are 
turned on, and we first view the flashlights and their 
emitted beams as an observer at rest with respect to 
them; beams of equal intensities and momenta are 



emitted in oppmite  direction^, and the net radiation 
f m  on the flaahhght pair i a  zero. Suppose now that 
we view the same situation as an observer traveling 
along the direction of one of the emitted beams. Because 
of the Doppler effect the frequencies of the beams in the 
two directions are different. Consequently, a photon 
traveling in one d k t i o n  has a different momentum from 
that of a photon traveling in the opposite direction. 
{a) Is there now a net radiation force on the pair of 
flashlights? (b) Are the densitie~ of photons in the 
two beams the same? (c) h o l v e  the {apparent) paradox. 
4-39. A monochromatic beam of photons strikee e 
block of metal, and a detector registers the photons 
emerging from the block at 90" with respect to the 
incident beam; see Fig. P4-39a. Figure P4-39b shows the 
energy spectrum of the photons observed at 90". There 
axe three distinct peaks: at 0.36, 0.61, and 1.24 MeV. 
(a) What is energy per photon in the incident beam? 
(b) Give the physical basis of each of the three peaks. 

Incident beam 
Targr t  

I Scattered beam 

r' 

Photon E (MeV) 

( b )  
FIG. P4-39 

W. A 0.0121-A photon paming near a gold nucleus 
(atomic weight, 187) is annihilated, and an electron- 
positron pair is created. (a) Cakulate the energy of the 
photon (in MeV), and compare this with the tohl rest 
energy ofthe created pair. (b) If the electron and podtron 
are at rest aRw being created (the photon having juat 
the threshold frequency}, a smalI part of the photon's 
energy must be transferred to the gold nucleus, because 
the nucleu~ must carry away the original photon 
momentum; calculate the momentum imparted to the 
gold nucleus. (c) Find the energy imparted to the nucleus, 
and compare this with the original photon energy. 

4-41. A 5.01-MeV photan produces an electron- 
positron pair, and both the creaked particles travel in 
the forward direction with equal energies. What are 
the direction and magnitude of the momentum i r n d  
to a nearby heavy nucleus? 
442. If the radii of curvature of both the electron and 
positron created when a photon interact& with a heavy 
nucleus are 1.0 cm when the particlea are bent in a 
uniform magnetic field of 0.50 Wblm', what ia the wave- 
length of the incident photon? 
4-43. A monochFomatic beam of vewhigh-energy 
photons strikes a sheet, and the electron-positron pairs 
produced move at right angles to a uniform magnetic 
field. The eleetron and poeitron in each pair do not 
necensariIy have the same energy. Show that, even if 
the electron and positron enffgies differ, the energy of 
the photon producing a pair is directIy proportional to 
the sum of the: radii of curvature of the electron and 
positron. 
4-44. An electron and positron are moving together as a 
system (positmnium) at  a velocity of cl2. If these two 
particks are annihilated and two photons are created, 
(a) what are the energy and momentum of each photon, 
.and {b)  what is the angle between the direction of motion 
of these two photons? (An experiment involving posi- 
tronium atoms moving at was performed by D. Sadeh 
in 1963; the angle between the annihilation quanta was 
faund, as expected, to be less than 180°.) 
4-45. A cascade shower is initiated by a photon with 
an energy of 200 MeV. What is the greatest number of 
positrons it can produce? 
4-46. A particle of mam m lnoving at nonrelativiatic 
speed is to strike another partide of mass m, initially 
at rent, in a completely inelastic collision and thereby 
diaaipate energy E. Show that the minimum kinetic 
energy of the particle initially in motion i s  2E, not 
E. .(No&: Both energy and momentum must be con- 
served in every collision.) 
$47. Antiprotons were produced and firat identified 
in the laboratory in 19% (by Chamberlain, Segre, 
Wiegand, and Ypailantis, using the Bevatron amelerator 
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a t  the University of California Radiation Laboratory). 
The reaction was p +  + p +  + p +  + p +  + (p+ + p-); 
that is, an incident proton struck a proton at  rest, 
and an additional proton and antiproton were created 
in the collision. Show that the minimum kinetic energy 
of the incident proton needed for this reaction is 5.6 GeV 
or six times the proton rest energy. (Hint: First see 
Prob. 4-46. Superficially, one might imagine that only 
two times the proton rest energy would be required to 
create an additional proton and antiproton. However, 
since both energy and momentum must be conserved in 
ever collision, the four particles emerging from the 
collision must have a total momentum equal to that of 
the incident proton. Consequently, the particles must 
emerge from the collision with some kinetic energy, 
and only a fraction of the incident proton's kinetic 
energy is available to create the additional two par- 
ticles. Moreover, the computation requires relativistic 
dynamics.) 

To solve for the threshold energy, we might use the 
following argument. Viewing from a reference frame at  
rest with respect to the system's center of mass, we see 
the incident proton and target proton approach in 
opposite directions with equal energies and equal 
momentum magnitudes, collide and, for the threshold 
energy, create four particles a t  rest. Thus, as seen from 
the laboratory reference frame, the four particles after 

the collision have the same momentum, and this mo- 
mentum is, by momentum conservation, just one- 
fourth that of the incident proton. On this basis it 
can be shown that the incident particle must have a 
momentum of 4(31'2)Mc, where M is the proton rest 
mass. The corresponding kinetic energy of the incident 
proton is 6Mc2. 

4-48. y rays with energies of 0.10, 1.0, and 10 MeV 
but with equal intensities are incident on a lead ab- 
sorber. The absorption coefficients in lead for these 
three energies are 59.9,0.77, and 0.61 cm-', respectively. 
(a) Calculate the thickness of lead necessary to reduce 
the intensity of each monoenergetic beam to one-tenth 
its original intensity. (b)  What is the ratio of the total 
intensity (of all three photon energies), at  any depth x, 
to the total incident intensity? 

4-49. Show that the thickness of absorbing material 
necessary to reduce the intensity of a beam of radiation 
to one-half its original intensity is In. (2//1), where In, 2 
is the logarithm of 2 to the base e. 

4-50. A shield of lead absorbing material is to be de- 
signed for polychromatic electromagnetic radiation. 
Explain which frequencies, low or high, determine the 
choice of the absorber thickness, assuming that there 
are no photons in the radiation having an energy (a) 
greater than 4.0 MeV, (b)  less than 4.0 MeV. 



Quantum Effects: The Wave 
Aspects of Material Particles 

5-1 DE BROGLIE WAVES 

We have seen that electromagnetic radiation has two aspects: a 
wave aspect and a particle aspect. Experiments that show the inter- 
ference and diffraction of electromagnetic radiation can be explained 
only if the radiation is assumed to consist of waves. The distinctively 
quantum effects of electromagnetic radiation, such as the photoelectric 
and Compton effects, can be explained only if light is assumed to consist 
of particlelike photons, each photon having an energy E and momentum 
p, which are specified precisely by the frequency v and wavelength I, of 
the radiation as follows: 

Note that in these equations two quantities that have clear meanings only 
when a wave is being described appear on the left, and on the right 
appear two quantities usually associated with a particle. Thus, the wave- 
particle duality of electromagnetic radiation is implied in these funda- 
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mental relations, and it is the fundamental constant of the quantum 
theory, Planck's constant h, that relates the wave characteristics to the 
particle characteristics. We may say that electromagnetic waves under 
some circumstances will behave as particles and that photons (zero-rest- 
mass particles) under some circumstances will behave as waves. 

It is natural to wonder whether the two equations, which ascribe 
both a wave and a particle nature to electromagnetic radiation, have an 
even greater generality-whether they apply to all particles, that is, to 
finite-rest-mass as well as to zero-rest-mass particles. This question was 
first posed by Louis de Broglie in 1924. De Broglie conjectured that 
because of the symmetry of nature a material particle might well exhibit 
wave properties. He assumed further that the equations, which give the 
particle characteristics of electromagnetic waves, give also the wave 
characteristics of material particles, such as electrons. Experiments have 
emphatically confirmed the correctness of de Broglie's hypothesis, and 
the wave character of material particles is now well established. Because 
the wavelength can be measured from interference or diffraction effects, 
we shall concentrate our attention on the second of the relations, Eq. 
(5-2) (the significance of the de Broglie wavespeed v l  and its relation to 
the particle speed v is discussed in Sec. 5-8). 

The wavelength 1 of a material particle having a momentump = mu, 
where m is the relativistic mass of the particle and v is its velocity, is 
given by the de Broglie relation 

where h is Planck's constant. 
One might well ask, "If an electron is, at least under some circum- 

stances, to be regarded as a wave, what is it that is waving?" In this 
connection it is useful to recall that the same sort of question was 
raised concerning the fundamental nature of light. It was not until the 
electromagnetic theory of Maxwell and the experiments of Hertz that 
physicists could assert that the wave properties of light corresponded to 
oscillations of the electric and magnetic fields, but the ignorance of 
light's electromagnetic nature did not prevent physicists long before 
Maxwell and Hertz from discovering the wavelike properties of light 
and interpreting interference and diffraction on this basis. Therefore, to 
establish whether a material particle has a wave nature, it is not 
necessary to know first what the nature of the wave phenomenon is. To 
test the de Broglie hypothesis is to determine on the basis of experiment 
whether material particles show interference and diffraction effects. 
Of course, the question of the physical nature of a material particle's 
wave aspect is a crucial one; we shall, however, postpone it until after we 
have discussed the experiments that confirm that a material particle has 
a wavelength 1 = hlmv. 

The electron was discovered in 1897 by J. J. Thomson. He showed 
that electrons follow well-defined paths, have a well-defined charge-to- 
mass ratio (for v << c), and have mass, momentum, and energy that can 
be localized in space; that is, electrons show the attributes of a particle. 
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The wave nature of electrons was not discovered until 1927, when the 
electron-diffraction experiments of C. Davisson and L. H. Germer con- 
firmed the de Broglie relation. Why were the wave characteristics of 
electrons discovered only many years after their particle nature had been 
established? We might suspect that the origin of the difficulties of 
observing the wave properties of electrons is similar to that of observing 
the wave nature of light, namely a very small wavelength. As (5-3) shows, 
a 1.0-kg particle moving at 1.0 m/s has a wavelength of only 6.6 x 

m = 6.6 x A. Clearly, we should not expect, in throwing 
baseballs through an open window, to find a discernible diffraction 
pattern of hits on a distant wall any more than we should expect to see 
one when visible light passes through such a wide "slit." The wavelength 
of an ordinary material particle is very small compared with the dimen- 
sions of ordinary objects, so that interference and diffraction effects are 
subtle. Therefore, if an object's wavelength is to be large enough to 
produce observable wave effects, its mass and velocity, as we see from 
(5-3), must be small (clearly, for a large wavelength and low speed non- 
relativistic relations may be used). 

The diffraction grating having the smallest distance between 
"lines" is a crystal, a solid in which the atoms are located in a three- 
dimensional geometrical array. A typical distance between adjacent 
atoms is of the order of lo-'' m, or 1 A. The most favorable conditions 
for observing the diffraction of particles are those in which the particle 
has a wavelength of comparable size. Since the wavelength varies in- 
versely with the particle's mass and velocity, to have the longest wave- 
length we must choose a particle having the smallest possible mass, 
namely the electron. 

Let us compute the kinetic energy of an electron with a wavelength I 
of 1.00 A. An electron with electric charge e, accelerated from rest by an 
electrostatic potential difference V, acquires a final kinetic energy 
+mu2 when 

An electron of 150 eV has a wavelength of 1 A. Since this wavelength is 
comparable to that of a typical x-ray photon, we may expect that both 
electrons and x-rays will show similar diffraction effects when passing 
through a crystal. 

5-2 THE BRAGG LAW 

Max von Laue was the first to suggest in 1912 that crystalline solids, 
in which the arrangement of atoms follows a regular pattern, and in 
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FIG . 5 - 1 . Crystal stru~tura of 
rock saH (#act). 

which the dietame between atoms i~ approximately 1 A, might be used as 
diffraction gratings for measuring x-ray wavelengths, 

Coneider a crystal of sodium chloride, which has a particularly ~imple 
structure, and which is used as a standard mat~zrial for x-ray diffraction. 
Examination of the external geometrical features of a rock-salt cry~tal 
~uggesta that the sodium and chlorine atom (strictly, Na+ and C1- ions) 
are arranged in a simple cubic lattice, as shown in Fig. 6-1. The mdium 
and chlorine atom are located at alternate corners of identical elemen- 
tary cubes, each with a diatance d along an edge. 

It ia easy to compute the lattice spacing d from the density of the 
sodium chloride crystal and the atomic weights of sodim and chlorine. 
If d ie the distance in centimeters from a sodium atom to a nearest 
chlorine atom, then there are Ild atom (half Na, half C1) dong an edge 
of a cube 1 crn long. Further, in a cube of sodium chloride crystal 1 cm 
along an edge there are altogether lid3 atoms. Therefore, the total 
number of atoms per unit volume is 11d3. The atomic weight of Na is 
23.00, and that of C1 is 35.45; BO the molecular weight of NaCl is 68.45. 
Because Avogadro'a number, 6.022 x giveg the number of atoms in 
1 g mol, i t  follows that there ere 6.022 x Na atom in 23.00 g of Na, 
6.022 x C1 atoms in 35.45 g of Cl, and therefore 2 x 6.025 x 
atom (half Na, half C1) in 58.45 @: of NaCl. The memured denaity of 
sodium chloride in the crystalline form of rock salt is 2.363 glcm3. 
Therefore, we can write 

Atom 2 x 6.022 x IOZ3 rttomatgrnd x 2.163 g/mg 1 - = = - 
Volume 58.45 g md d3 

which ie the lattice spacing of d i m  and chlorine atom8 in a crystal of 
rock d t .  Thle distance, which is typical of the interatomic spacing of 
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atoms in any solid, i8, of come, comparable to the wavelength of x-rays 
or of electrons of 150 eV. We shall see how it is possible to determine 
x-ray and electron wavelengths from the lattice spacing and the geo- 
metrical character of the atomic arranmment. - 

When a wave impinges upon a collection of scattering centers, such 
as the atoms in a crystalline solid, each scattering center generates 
waves. which radiate outward from it in all directions. The resultant 
wave from all scattering centers, measured in any one direction, depends, 
af course, on the interference between all the separate centers. It is a 
remarkable fact, proved in detail in Sec. 5-4, that the atoms lying on any 
one plane within the crystel act with respect to the incident wave as a 
partially silvered mirror with respect to visible light; that is, they reflect a 
portion of the wave while allowing the remainder to pass through; see 
Fig. 6-2. These Braggplanes and Bmgg reflections are named after W. 8. 
Bragg, who with his son, W. L. Bragg, developed the fundamental theory 
of x-ray diffraction by crystala in 1913. Given this fact, we can deal, not 
with the interference between the waves generated by all of the scatter- 
ing centers individual] y but, more simply, with the interference between 
the waves reflected from parallel Bragg planes. 

Consider the reflection of W8VeS from two adjacent and parallel 
Bragg planes as shown in Fig. 5-3. The directions of the incident and 
reflected waves, both denoted by 0, are specified by the angle between the 
directian ofpropagation of the waves and the Bragg plane (not the normal 
to the reflecting planes). At each plane we regard the incident wave as 
partially transmitted undeviated and partially reflected. 

The incident ray is partially reflected at the first Bragg plane, the 
reflected ray AB making an angle 0 with plane 1. That part, AC, of the 
incident ray which is transmitted through the first plane i s  partialIy 
reflected from the second plane, also in the direction 8. We concentrate 
on the wavefiont BD perpendicular to the two reflected rays. The 
reflected raya will comtrzzctively interfere at some distant point only if 
they have the same phase at the points B and D. The pointe B and D are 
in phase when the path difference ACD - AB = 2d sin 0 is an integral 
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FIG. 5-3. Refhcrion of waves 
from two adjacent parallel 

Bragg plenes. 

Incident, 4 " Reflected 
ray , rays 

d Bragg 

rav 

rnuItipIe n of the wavelength R. The condition, then, for constructive 
interference of waves reflected from adjacent parallel Bragg planes i~ 

where n, the order of the refEectbn, can have the values 1,2,3,. . . . This 
eqution,t known aa Bmgg's law, is the basis of all coherent x-ray and 
electron difiadion effects in crystals. Rays reflectd at any angles 
except those satisfying the equettion destructively interfere, and the 
incident; beam ia completely transmitted. The Bragg law is the means of 
measuring wavelengths comparable to interatomic distances, for 
clearly, if n, d, and 0 are known, I, can be computed. We note in Fig. 5 3  
that the angle between the transmitted and the reflected rays is 28 and 
that the Bragg planes bisect this angle. 

5-3 X-RAY AND ELECTRON DrFFRACTfON 

The essential elements of an x-ray speetmmter, a device for measur- 
ing x-ray wavelengths, are shorn h Fig. 6-4. A source of monochromatic 
x-rays ~hines on a crystaI whose structure and interatomic dimensions 
are known. A detector, such as a chamber that is sensitive to x-ray 
ionization effects, measures the intensity of  x-rays entering it. Both the 
crystaI and the detector are rotatable, but the detector is always set at an 
angle 20 from the forward beam, B being the angle between the incident 

t Equation (54). Bragg's law, W a resemblance to the equation that awlk to an 
ordinary ruled diffraction grating. The two equations, however, are no# the same. 
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rays and the Bragg planes &om which xdtection is to be o b m e d .  The 
x-ray intensity in the detector will indicate a strong maximum when the 
conditions of Eq. (54)  for Bragg reflection are satisfied. Thua, since d is 
known from the crystalline structure, and 6 is measured, the wavelength 
1 can be computed. For a given set of Bragg planes, grating space d, 
wavelength R, and order n there is a singk direction 28 away from the 
direction of the incident beam in which the diffracted beam is strong. 

Comider a thin metallic foil through which a monochromatic x-ray 
beam is sent. The foil consists of a very large number of simple, perfect 
crysta1s, randomly oriented with respect to one another within the foil. 
Only tbme particular microcrystals which are so oriented that the 
Bragg condition is fulfilled will produce a strongly diffracted beam; the 
other microcrystaIs will not diffract the incident beam coherently. 
Therefore, the emerging beam will consist of two parte: an intense, 
central, undeviated beam and a beam scattered in a conical shape that 
makes an angle 26 with respect to the incident beam: see Fig. 5-5. The 
angle 8 is uniquely determined, for a given order, by the Bragg relation. 

When the scattered beam atrikes a flat photographic plate, a pattern 
of intensities appears, consisting of a strong central spot surrounded by a 
circle. The radius of the circle is easily measured, and the distance &om 
the scattering foil to the photographic plate is known, and BO the angle 

~ h o t o ~ r a - ~ h i c  
Collimator, Foil, plate\ 

FIG. 5-4. Schematic di8gf8lYl OF 
an x-rey crystal spectrometer. 

FFG. 5-5. Scsnerino of mono- 
chrometic x-rays by ; thin 
rnetellic fuif from one set of 
Bragg planas. 

149 
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FIG. 5-6. T h  SOW of 
parrttd Bragg planes with 
diffmnt prt~ting spacings. 

28 can be found; findly, the wavdength of the x-rays can be ocmpukd 
fiom the Bragg reIatioa. 

Thus far we have taken any given crygtal to have only one set of 
parallel Bragg pIanes, but in a w i t y  there are many &a of plmm in 
any single crystal. To BW how this affects x-ray and electron diffraction, 
let us consider again the arrangement of atam in the sodium chloride 
cryetal. A Bragg plane ia any plane that contains atoms, and there are 
many such planes in a cubic crystal, m ~hown by Fig. W. It b cIear that 

FIG. 5-7. X-my difthcrion 
pattern afpo&rystalline 

rtumlnum. The center is dark 
because 4 hole was cut in the 

photogrephic plate ta allow the 
strong central beam to pass 

through itm (Courtesy d Mrs. 
M. H. Read, Bell Telephone 

Laboratories, Murray Hill. New 
Jersey.) 
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the various planes, of which only a very few are shown in the figure, will 
differ in the value of the grating space d; consequently, there will be a 
number of Bragg angles 8, each satisfying the Bragg relation for a 
particular set of Bragg planes. The x-ray diffraction pattern will there- 
fore be somewhat more complicated than that indicated in Fig. 5-5; it 
will commonly show, not a single circle, but a number of concentric 
circles, each one corresponding to diffraction from a particular set of 
Bragg planes. The intensities of the reflected beams from the different 
planes will, however, not be the same, inasmuch as the number of atoms 
per unit area in one plane, which determines the intensity of a reflected 
beam, may differ from that in another plane. Figure 5-7 is an x-ray 
diffraction pattern of a sample of polycrystalline aluminum. 

Our discussion of diffraction from crystals has concerned the use of 
x-rays. As we have seen, electrons with a kinetic energy of 150 eV have 
the same wavelength as x-rays, 1 A, and a monoenergetic? electron 
beam should and does show essentially the same diffraction effects as do 
x-rays. Figure 5-8 is an electron diffraction pattern from a metallic foil; 
the pattern is in complete accord with the Bragg and de Broglie relations. 
In short, electron diffraction experiments confirm the relation IZ = hlmv. 

Electron and x-ray diffraction patterns can be used for measuring 
the wavelengths of electrons and x-rays when the crystalline structure is 
known; conversely, when the wavelengths of the x-rays and electrons 
are known, the diffraction patterns can be used to deduce the geometry 
of the crystalline structure and the interatomic spacings of the solids. 
We mention briefly two applications of the principles of x-ray diffraction: 

1. The Compton effect, in which scattered photons appear with an 
unmodified and a modified wavelength, can be verified by using 
an x-ray spectrometer to measure the wavelengths of the radiation 
scattered by a target. 

2. When a beam of x-rays having a continuous range of wavelengths 
is incident on a crystal, there is constructive interference leading 
to a beam deviated by an angle 28 only if the Bragg law is satisfied. 
For a given angle 0, order n, and interatomic spacing d the value of 
the wavelength is uniquely specified by the Bragg law, Eq. (5-9, and 
only a single wavelength will be strongly reflected at the angle 26. A 
crystal in this arrangement acts as a monochromater, in that it 
selects from the continuous range of wavelengths incident on the 
crystal a single monochromatic beam emerging at the angle 28. 

Let us now consider briefly the experiment of Davisson and Germer, 
in which the wave properties of electrons were fist  confirmed. A beam 
of electrons of energy 54 eV is incident on a single crystal of nickel. 
Electrons leave the nickel surface for two reasons: secondary emission, 
in which the incident electrons impart their kinetic energy to electrons 
in the metal, which are then released, and electron diffraction, in which 
the incident electrons are diffracted by reflection from the Bragg planes 

A monoenergetic beam of particles not only has a single energy but also has, of course, 
a single wavelength and is therefore usually spoken of, with reference to its wave aspect, 
as "monochromatic." 



5-8. E h m n  dMmrEon 
p8- of pO&C~~t8l/kIe 
um chloride. (Courtesy el 
'A L 8bor#t&, Princeton, 

New J ~ m e  y.) 

within the niekeI crystal. Da+n and Germer found that in addition 
to the smooth variation in electron intensity arising f h m  ~eeondary 
emission there waa a pronounced peak at 4 = W ,  which eodd be attrib- 
uted to electron diffraction: The computed direction for W n g  reflection 
of electrons of 54 eV in nickel is 60". Thus the de Broglie relation waa 
conhned. The analysicr of the experiment m e  complicated, however, by 
the fact that the waveIength of electrons within a crystal is not the 
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same m the wavelength in free space. The difference arises from a 
change in the speed of elewom as they enter or leave the nickel surface; 
they move faster as they pms into the interior of the material because of 
work done on them by an electric field at the eurface (the-work function 
ofthe particular material). Because of the change in speed the electrons 
are refracted at the surface; see Fig. 6-9. 

Shortly after Davisson and Germer's c o b a t i o n  of the de BmgIie 
relation for electrons G. F. Thomson obswved diffraction rings due to the 
tmsmission of electrons though a thin metallic foil, similar to Fig. 6-8. 
It is intermting to note that Thomson, whose experiments showed the 
wave properties of eledrone (1927), was the eon of J. J. Thornson, whose 
cathode-ray experiments showed the particle properties of electrons 
(1891). 

The fact that an object of mags m and veIocity v hae a wavelength 
h m v  has been established by expmimenta not only on e1e-ne but also 
on atoms, molecules, md the uncharged nuclear gartide, the neutron. 
When a neutron pasees through a material, it makes collisions with the 
atom of the material. At h t  the neutron loses kinetic energy at each 
collision, the struck atoms gaining the energy it loees. This continue8 
'until its energy is comparable to the thermal energy of the atdm in the 
material. Then, having reached thermal equiIibrium with the material, 
the neutron has equal probabilitie~ of gaining and lasing kinetic energy 
in a collision. Ite behavior is like that of a moIecule in a gas, and a 
temperature can be attributed to it. The relationship between average 
translational kinetic energy per particle and the absolute temperature is 

When the temperature T of the material ia room temperature, 300 K, e 
neutron with this average kinetic energy is eald ta be a t h e m 2  mutmn. 
The wavelength of a thermal neutron whose mass im 1.67 x lop2' kg 
is, then, 
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This wavelength is compmable to the distance between atoms in a 
crystalline soIid, and mutron difhction of thermal neutrons is observed. 

The de Broglie relation attributes a waveIength to any partide thet 
ha8 momentum. Since neutrons, which are uncharged particles, can be 
diffracted, their wave properties are not dependent on their having an 
electric charge. Furthermore, atoms and molecules, which have internal 
structure, ehow diffraction effeds; therefore, the de Broglie relation 
applies even to systems of particles. 

5-4 A PROOF OF BAAGG REFLECTION 

In deriving the Bmgg relation, Eq. (6-4), an important assumption 
was made: X-ray or electron waves incident upon a Bragg plane, a plane 
containing atoms as scattering centem, are reflected as if the Bragg 
plane were a partially reflecting mirror. The detailed proof is given here. 

We recognize that an electromagnetic wave incident upon the atoms 
in a crystal mts each of the charged particles in oscillation and that each 
atom reemita radiation of the same frequency but in alI directions. A de 
Broglie wave (that is, the wave of a materid particle) is similarly scab 
tered. Whether the wavea scattered from two or more atoms interfere 
constructiveIy or destructively depends on the path difference alone. 

Consider radiation incident upon two atom A and B in the direction 
given by angle 0 and scattered at the angle 8', Fig. 5-10. The distance 
between A and B is 6. From the geometry of the figure we see that 

BD = b coe 6 
A E =  bmsff 

The path difference between the two r a p  is BD - AE, and the mattered 

FIG. 5-1 0. Rndrbtbn incident 
upon 8mm A and B separated 

b y  b. 

164 



wavea kom atoms A and B will interfere c o ~ c t i v e l y  ifthie pathdiffer- 
en* ia an integral multiple of the wavelength A: 

Path difference - BD - AE = b cos 6 - b COB i?J' 
h(coe 6 - eoa 83 = kR 64) 

where k b an integer (inc1uding m). Now mnaider the comlxuetive 
interference t e r n  another pair of akma B and C, as shown in Fig, 6-11, 
Line BC d thin figure is perpendicular to the line AB of Fig. 6-10. 
Scatking centers B and C are separated by a di~tance a ; the angles of 
the incident and scattered rays are again given by 8 and 6'. From 
the geometry of Fig. 6-11 we have 

CF = a ein 0 
CG = a s i n #  

AH before, comtmctive interference occurs when the path difference B an 
integral multiple of the wavelength: 

Path difference = CF + CG = a ain 6 + a sin 8' 
a ( s i n @ + s i n e ' ) = U  C&s) 

where 1 ia an integer. Atom A, B, and Care just three atom of a large 
array in a lattice, in which neighboring ahma are mparated by dietame b 
horizontally and a vertically, aa shown in Fig, 512. Coneequently, if 
both (56) and (5.8) are satified, then the waves scattered from all of the 
atoms in the geometrical array will interfere constructively to give strong 
diffraction maxima. 

Suppose that a plane MN la line in our twodimemionat figure) is 
drawn through the point C in such an orientation that the incident rays 
and scattered raye make eqursl angles # with respect to it, ae shown in 
Fig. 512. Then, aa the figure ahowa, 

FIG. 6-1 1. Radiation in- 
upon atoms B and C mpwated 

a. 
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FIG. 5-1 2 Radlam incident 
upon a t o m  A. B. and C (as 

shown in Figs. 5- 10 and 5- ? f ) .  
Line MIV is SO &awn that the 

incident nnd refkcred fey$ 
make equel angles # with R 

where a is the angle between MN and AB. Equation (6-6) may then be 
written 

b[cos (4 - a} - coe (4 + a)] = kl 

which simpIi6ea to 

Similarly, (5-6) may be written, by maam of (5-7), as 

a[& (4 - a) +  in (9 + a)] = 21 
2a sin gl COB a = U (5.9) 

Dividing (5-8) by (5-9), we have 

Thus, the angle u between the plane MN and the crystal surface (the 
line containing atoms A and B) is given by (5-10) in twms of the integers 
k and 1 and the lattice ~pacings a and b but mt in term of the angles 
0 and 8' or the wavelength 1. Moreover, the plane MN contains, through 
the construction chosen, one atom at the point C. Tndeed, thia plane 
contaim an array of regularly spaced atoms. Reed now that the plane 
MN, with an m a y  of atoms in it, was so chosen that the incident and 
scattered ray6 made equal a n g l ~  with respect to it. W e  have proved that 
a Bragg plane may be thought of as reflecting waves incident upen it 
when the condition for constructive interference i~ satisfied-t 

5-5 THE PRINQPLE OF COMPLEMENTARITY 

We have seen that it is necessary to  attribute both wave character- 
istics and particle charaeteristica to electromagnetic radiation and ta 

The a n a I h  given here ie based on that given bp L. R. B. Elton atld D. F. Jackson, 
American Journal ofPhy8iEs. vol. 34, p. 1038, November 1966. 
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material particles. Of course, this wave-particle duality makes us uneasy 
at f i s t  sight. Here we shall examine the origin of our uneasiness and 
what is implied when it is stated that both electromagnetic radiation and 
a material particle behave as both waves and particles, and we shall 
see how this dilemma is resolved by the principle of complementarity. 

The concepts of particle and wave are basic in physics, because they 
represent the only two possible modes of the transport of energy; when 
energy is transported, we can always describe its propagation by waves 
or by particles. In describing any ordinary large-scale phenomenon of 
energy transport in classical physics, we are always successful in apply- 
ing one of the descriptions. For example, a disturbance that travels on 
the surface of a pond of water is certainly a wave phenomenon, and a 
thrown baseball illustrates the transport of energy by a "particle." 
There is never any doubt about which description we should apply in 
such instances, in which we can see directly the moving disturbances. 

Now let us turn to somewhat less direct illustrations of wave and 
particle behavior. The propagation of sound through an elastic medium 
can be understood as a wave disturbance. We do not see the waves, as we 
did the water waves; nevertheless, we apply the wave description to the 
propagation of sound with confidence, because the phenomenon is 
altogether similar, insofar as the interpretation of diffraction and 
interference is concerned, to that of water waves. Therefore, when we 
say that the propagation of sound shows wave aspects, what we are 
implying is that the propagation of sound can be explained by a wave 
model, because a wave model agrees with all experimental observations 
of sound. Next let us consider particle behavior as it appears in the 
kinetic theory of gases. We never see the molecules of a gas directly, 
but we are quite sure that their behavior is rather like that of very 
small, hard spheres, because a variety of experiments shows it to be so. 
Again what we are saying is that a particle model is the only appropriate 
means of describing its behavior. Thus, when we describe phenomena 
that are somewhat remote from our ordinary experience, whose details 
we do not "see" directly, we still apply one or the other of the two modes 
of description, because one of them is always successful in accounting 
for the experimental facts. 

The wave and particle descriptions are mutually incompatible and 
contradictory. Recall (Sec. 1-7) that if a wave is to have its frequency or 
its wavelength given with infinite precision, then it must have an 
infinite extension in space. Conversely, if it is confined to some limited 
region of space, so that its energy is confined at any one time to a limited 
region, then it resembles a particle by virtue of its localizability, but it 
cannot be characterized by a single frequency and wavelength; instead, 
a large number of ideal sinusoidal waves, each with a specific frequency 
and wavelength, must be superimposed to give the confined-wave 
disturbance (see Sec. 1-7). Therefore, an ideal wave, one whose frequency 
and wavelength are known with certainty, is altogether incompatible 
with an ideal particle, which has a zero extension in space and to which, 
therefore, such terms as frequency and wavelength are irrelevant. 

Any energy-transport phenomenon, whether or not remote from our 
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direct observation or experience, must be described in terms of waves 
or of particles. If the phenomenon is to be visualized at all, if we are to 
have some sort of picture of what goes on in interactions that are in- 
accessible to direct and immediate observation, it must be in terms of a 
wave behavior or a particle behavior. There is no alternative; because 
of the mutually contradictory characteristics of a particle and of a wave, 
we cannot simultaneously apply a particle description and a wave 
description. We can and must use one or the other, never both at the 
same time. 

Now, what is disturbing about the descriptions of electromagnetic 
radiation and of material particles is the fact that we apply both the wave 
and particle models; yet, if we review our interpretation of the experi- 
ments discuss,ed thus far, we find that we have never applied the descrip- 
tions simultaneously, which is, as we have seen, logically impossible. 

Consider first electromagnetic radiation. The wave model is used to 
describe the experiments in interference and diffraction. We say that 
light consists of waves because in interference and diffraction we are 
confronted with alternate light and dark bands (that is, alternating 
regions of great and small light intensity) that are predicted and accoun- 
ted for by wave theory. We never apply the particle description to inter- 
ference and diffraction. Of course, our confidence in the wave model of 
the propagation of light is strengthened by the fact that Maxwell's 
classical theory of electromagnetic waves predicts all the wave phenom- 
ena observed for light, but it would be rash, in view of the open-ended, 
tentative, and incomplete nature of all physical theory, to conclude that 
Maxwell's equations are the final equations or the last word on electro- 
magnetic theory. In fact, we have seen that classical electromagnetism is 
incomplete in that it cannot account for certain quantum effects. In 
summary, we use the wave model to describe the propagation of light; 
we do not, need not, and cannot apply the particle model to interference 
and diffraction effects. 

Now let us turn to those phenomena which call for a particle model 
of electromagnetic radiation. They are the photoelectric effect, the 
Compton effect, pair production, and pair annihilation. All of them show 
electromagnetic radiation in interaction with material particles. We 
assume that the radiation consists of photons and ascribe to each photon 
a specific energy and momentum. To ascribe energy and momentum to an 
electromagnetic wave is perfectly possible and indeed necessary (see 
Sec. 1-4), but to ascribe them to an electromagnetic partick is to imply 
that they are localized at a particular point in space, namely at the 
position of the particle, the photon. Interactions between radiation and 
matter require the particle description, inasmuch as the interactions are 
best described as collisions. We can make sense of the experiments only 
when electromagnetic radiation is assumed to consist of particles making 
collisions. In short, if we are to visualize the photon-electron inter- 
actions by means of a model, it must be the partick model; we cannot, 
and need not, apply the wave model. 

Electromagnetic radiation shows both wave and particle aspects but 
not in the same experiments. An experiment showing interference or 
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diffraction requires a wave interpretation, and it is impossible to apply 
simultaneously a particle interpretation; an experiment showing dis- 
tinctively photon-electron interactions requires a particle interpreta- 
tion, and it is impossible to apply simultaneously a wave interpretation. 
Both the wave and the particle aspects are essential features of electro- 
magnetic radiation, and we must accept both. According to the principle 
of complementarity, enunciated by Niels Bohr in 1928, the wave and 
particle aspects of electromagnetic radiation are complementary. To 
interpret the behavior of electromagnetic radiation in any one experiment 
in terms of a meaningful visual picture, we must choose either the particle 
or the wave description. The wave and particle aspects are comple- 
mentary in that our knowledge of the properties of electromagnetic 
radiation is partial unless both the wave and particle aspects are known; 
but the choice of one description, which is imposed by the nature of the 
experiment, precludes the simultaneous choice of the other. We are 
confronted with a true dilemma, in which we must make one of two 
possible choices. Electromagnetic radiation is a more complicated entity 
than can be comprehended in the simple and extreme notions of wave and 
particle, notions that are borrowed from our direct, ordinary experience 
with large-scale phenomena. Just as the theory of relativity reveals 
that the common-sense ideas of space, time, and mass are inapplicable to 
high-speed phenomena, so too the quantum theory, through the wave- 
particle duality, shows that simple common-sense concepts are inade- 
quate to describe submicroscopic phenomena. 

We have seen how Bohr's principle of complementarity elucidates 
the dual wave-particle aspects of electromagnetic radiation. Let us 
now examine the wave-particle duality of particles, such as electrons, 
to see how the complementarity principle applies. Many experiments 
illustrate the particlelike nature of electrons; consider J. J. Thornson's 
cathode-ray experiments, which first showed electrons to be particles. 
The electrons in a cathode-ray tube follow well-defined paths and 
indicate their collisions with a fluorescent screen by very small, bright 
flashes. They also are deflected by electric and magnetic fields. It is 
inferred that electrons are particles (or, more properly, that a particle 
model can be used to describe their behavior in cathode-ray experiments), 
because all the effects observed in cathode-ray experiments make sense 
if the energy, momentum, and electric charge of the electron are assigned 
at any one time to a small region of space. When they interact with 
other objects, electrons behave as if they were particles. We see the 
particle nature of electrons revealed in the cathode-ray experiments and, 
therefore, by the principle of complementarity, the wave nature of 
electrons m u t  be suppressed. 

The wave nature of electrons appears in the experiments showing 
electron diffraction, where it is assumed that electrons are propagated as 
waves having a precisely defined wavelength; the waves have an inde- 
finite extension in space, and it is, of course, impossible to specify the 
location of the electron or to follow its motion. In short, the electron 
diffraction experiments show the wave nature of electrons and, by the 
principle of complementarity, the particle nature is suppressed in these 
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experiments. The wave and particle aspects of electrons complement 
each other; to understand fully electron properties, we must accept 
both. Again, the electron or any other material particle is a more 
complicated entity than can be fully comprehended in the simple and 
extreme notions of particle and wave; we may use one or the other to 
visualize the results of any particular experiment, but not both simul- 
taneously. 

5-6 THE PROBABILITY INTERPRETATION OF DE BROGLIE WAVES 

The wave nature of electromagnetic radiation is illustrated by 
oscillating electric and magnetic fields in space; therefore, the wave 
associated with a photon is the electromagnetic field. We wish to inquire 
more closely into the nature of waves associated with a material particle, 
and to answer the question, "What is it that is waving when we say that 
an electron or any other material particle shows wave properties?" 

First consider a screen illuminated by a monochromatic beam of 
electromagnetic radiation falling perpendicularly on the surface. When 
the intensity of the light is fairly great, it appears to the eye to be uni- 
formly illuminated over the entire area; equivalently, a photographic 
plate placed at the screen will, after being exposed and developed, show a 
uniform darkening over its entire area. When the intensity of the light 
beam is great, then the number of photons arriving at the screen is so 
great that the essentially granular and discrete nature of the electro- 
magnetic radiation is obscured by the great number of photons, and the 
distinct and randomly *anged bright flashes merge 1 h - a  seemingly 
continuous and constant illumination. The intensity I of the illumina- 
tion, the energy per unit area per unit time, is given by 

where eo is the electric permittivity of free space and d is the magnitude 
of the instantaneous electric field at any point on the screen (Sec. 1-4).t 

Suppose that the intensity of the beam is made extremely weak: 
instead of a uniformly illuminated area what is seen is a collection of 
distinct, bright flashes randomly arranged over the plate, each bright 
flash corresponding to the arrival of a single photon.$ Neither the 
position nor the time at which a single photon will strike the screen can 
be predicted, the distribution of photons being completely random, but 
the average number of photons arriving per unit area per unit time can 
be predicted; this number is the photon flux N. The intensity of a mono- 
chromatic beam is given in terms of the photon flux as follows: 

I = (hv)N (4-20) 

where hv is the energy per photon. 

t We could, of course, express the intensity equally well in terms of the magnetic field, 
rather than the electric field: I = B2c/po. 
2 Actually, sophisticated instruments, rather than the eye or a photographic plate, can 
record the arrival of photons one by one. 
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Suppose that instead of increasing the intensity to get the appear- 
ance of a uniformly illuminated screen we use a very weak beam, record 
on the screen the position of each flash as it comes along; then we shall 
find that, after a long time has elapsed, the screen is again uniformly 
covered. 

The situation we have been discussing is rather like that encountered 
in the kinetic theory of gases, in which one attributes the apparently 
continuous pressure of a gas on the walls of its container to the com- 
bined effects of individual molecular impacts on the walls. The arrivals of 
the molecules are essentially random and discrete, but because of their 
enormous number the net effect of their impacts is one of continuous 
pressure. 

Consider a beam of monochromatic light of very low intensity, 
1.00 x 10-l3 W/m2 (approximately one hundred millionth the intensity 
of starlight at  the earth's surface), and suppose that it consists of ultra- 
violet photons, each with an energy of 5.00 eV = 8.00 x 10-l9 J. Then 
the photon flux is 

This means that 12.5 bright flashes will be observed over an area of 
1 cm2 during a period of 1 s. It is, of course, impossible to observe a 
fraction of a photon, so we shall never see 12.5 photons; but in one inter- 
val 11 flashes might be seen, in another 13, and so on, and the average will 
be 12.5. Furthermore, the spatial distribution of photons over the 
1-cm2 area will not be the same for all 1-s intervals: The flashes will be 
distributed randomly and will approach a uniform distribution only over 
a long period of time. The photon flux does not give precisely the time and 
location of any one photon but gives only the probability of observing a 
photon: 

N a probability of observing a photon 

We can define the intensity of monochromatic electromagnetic 
radiation by either the wave description I = E ~ ~ ~ c  or the particle descrip- 
tion I = hvN. This is highly significant, for in the intensity we have a 
quantity that has a precise meaning in both descriptions. The intensity 
bridges the gap between the two disparate models. 

Let us see what new meaning can be assigned to the square of the 
electric field strength, d2,  in the photon description of light. If we equate 
the two expressions for the intensity, we have 

Therefore, N oc d Z  

and bZ K probability of observing a photon 
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The probability of observing a photon at any point in space is 
proportional to the square of the electric field strength at that point. 

Thus, the electric field is, from the point of view of the quantum 
theory, not only a quantity that gives the electric force per unit electric 
charge; it is also that quantity, or function, whose square gives the 
probability of observing a photon at any given place. Classical electro- 
magnetic theory is capable of yielding, through computed values of QZ, 
the probability of observing photons, although it is incapable of yielding 
the strictly quantum features of electromagnetic radiation. 

We are able to give meaning to the wave nature of a material 
particle, such as an electron, in the following way. We assume the 
relation between the probability of observing a particle and the square 
of the amplitude of its wave is exactly analogous to the relation between 
the probability of observing a zero-rest-mass photon and the square of 
the amplitude of its wave (electric field). The amplitude of the wave 
associated with a particle is represented by y, called simply the wave 
function. 

The wave function * is that quantity whose square, y12, isproportional 
to the probability of observing a material particle. 

Thus, if y represents the wave function at the location x, the prob- 
ability of observing the particle's being between x and x + dx is given 
by yl(x)' dx:  

Probability of observing a particle in the interval dx cc v2 dx 

The wave function of a particle, then, is analogous to the electric 
field of a photon, and just as the latter will, in general, be a function of 
both position and time, so too, in general, will the wave function. 

It is impossible to specify with complete certainty the particular 
position of a photon at a particular time, but it is possible to specify by 
QZ the probability of observing it; similarly it is impossible to specify with 
complete certainty the particular position of a particle at a particular 
time, but it is possible to specify by v2 the probability of observing it. 
Thus, a particle's wave function gives rise, in essence, to a probability 
interpretation of the position of a particle. 

The interpretation of the wave nature of material particles in terms 
of probabilities was first given in 1926 by Max Born. That branch of 
quantum physics which deals with the problem of finding the values of yl 

is known as wave mechanics, or quantum mechanics. The two principal 
originators of the wave mechanics of particles were Erwin Schrodinger 
(1926) and Werner Heisenberg (1925), who independently formulated 
quantum mechanics in different but equivalent mathematical forms. 

Just as the electromagnetic theory of Maxwell is summarized in the 
Maxwell equations, which are the basis for computing values of 8 ,  the 
wave mechanics of matter is governed by the Schriidinger equation, which 
is the basis for computing values of yl in any problem in quantum physics. 
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Here the parallel stops, however. Whereas the electric field, which has 
its origin in electric charges, gives not only the probability of observing a 
photon but also the electric force on a unit positive electric charge, the 
wave function of the Schrodinger equation has a physical meaning only 
in terms of the probability interpretation: It does not indicate any sort of 
force. The wave function is not directly measurable or observable; it 
does, however, give the most information one can extract concerning 
any system of objects, and all measurable quantities, such as the energy 
and momentum, as well as the probability of location, can be found from 
it. The Schriidinger equation is derived and applied to a number of 
simple situations in Sec. 5-10. 

Interference experiments have been performed with a Michelson 
interferometer and very weak sources of light, so weak, in fact, that on 
the average only a single photon was to be found between the light source 
and the observation screen at any one time. In the Michelson instrument 
the interference pattern arises from the interference between two light 
beams. The light follows two paths going at right angles to one another 
from a partially silvered mirror.? We might imagine that, when a single 
photon passes through the instrument, it travels along only one of the 
two possible paths; yet the experimental results, from data collected over 
a long time, show the customary interference pattern of alternating 
light and dark bands, implying that the single photon has traveled both 
routes simultaneously and has interfered with itself. The comple- 
mentarity principle resolves the apparent paradox. If we speak of the 
photon as traveling along one of two possible routes, we are localizing it, 
regarding it as a particle, and precluding consideration of its wave 
aspects; on the other hand, if we speak of its interference pattern, we are 
regarding it as a wave. And to regard it both ways at once is meaningless. 

A similar situation arises in the passage of waves through two 
parallel slits. When either one of the two slits is closed, the pattern is 
the typical single-slit diffraction pattern: a broad, central maximum 
flanked by weaker, secondary maxima, as in Fig. 1-8a. When both slits 
are open, the pattern is as shown in Fig. 5-13: interference fine structure 
within a diffraction envelope. The pattern is not merely two single-slit 
diffraction patterns superposed; the interference between waves traveling 
through both of the slits is responsible for the rapid variations in inten- 
sity. In short, in a case in which waves can take two or more routes from 
a source to an observation point we solve the problem by first super- 
posing the wave function (or electric fields) from the two separate routes 
to find the resultant wave function (or electric field) and then squaring 

t o  find the probability (or intensity). That is to say, if yl  and y12 represent 
the wave functions for passage through slits 1 and 2 separately, then 
(yll + 12)2, not yl12 + y22, gives the probability of observing a particle on 
the screen. If, then, a single electron or photon is directed toward a 
pair of slits, we cannot say which of the two slits it will pass through; we 
must speak in the language of waves and say, in effect, that it passes 
through both slits. 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 38-8. 
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FIG. 5-1 3. Doubh-slit d i h e -  
tion ofpnrlfcI~s. The wave 

Irrncfions m d  I, give the 
difFrecti~n pattern when either 

slit I of slit 2 is  open; tha 
superposed weve functian 

-t yz gives the pattern 
WM both  lib 8fe Op#I?. (The 

distence between the ~ f i s  is  
grossly exeggerefed in the 

Slit 1 -,+ - Slit 2 

figure.} 

5-7 THE UNCERTAINTY PRINCIPLE 

The prineipIe of camplement&tgr ahom that it is irpoasible to 
apply simultaneously the wave and particle desmiptione ta a material 
partide or to a photon. If we choose one description, we preclude the 
other. lf we describe, for example, eIectromagnetic radiation in the 
language of partidea and locate a p h h n  at any instant wit21 complete 
precision, then the unceri%zintks in position and time are both zero, 
Az = 0 and At = 0; an the other hand, the uncertainties in the photon's 
wave attributes, wavelength 1. and frequency v,  are then idhitely great, 
AA = m andbv = m. 

Now consider a lesa e r n e  situation, one in which we. are mutent to 
beate a photon in position and time, not with complete cerhinty, but 
with jinite uncertaintien dx and At. 

Our earlier analysis in Sec. 1-7 showed that, if the frequency v of a 
wave is measured for only a fitsf& time intenraI At, then the fruency is 
weestain by an amount Av: 

Av At 2 1 (1-161, (Lll) 

Similarly, if the wavelength rE is memured over a finite distance Ax 
along the direction of wave propagation, the wavelength is uncertain 
by an amount M :  

AxMrA2 (I-19)~ ($12) 

It is to be noted that these relation8 were derived on the bash of etrictly 
classical considerations, without there being (at least explicitly) any 
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quantum connotations. Their important implications for quantum 
physics arise from the fact that we must associate a frequency v = E/h 
and wavelength 1 = h/p with an object having energy E and momentum 
P. 

An uncertainty in frequency Av implies, then, an uncertainty AE in 
energy, which is given by 

A E = h A v  (5-13) 

Eliminating Av from (5-11) and (5-13), we have 

AEAt 1 h (5-14) 

Thus, the product of the uncertainties in energy and in time is at least as 
large as Planck's constant h.7 The meaning, in words, of (5-14) is as 
follows. If an object-a photon, an electron, or even a system of particles 
-is known to exist in a state of energy E over a period of time At, then 
this energy is uncertain by at least an amount h/At; therefore, the energy 
of an object is given with infinite precision (AE = 0) only if the object 
exists for an infinite time (At = co). Equation (5-14) is one form of 
the celebrated uncertainty principle, or principle of indeterminacy, &st 
introduced by Werner Heisenberg in 1927. We shall explore its fuller 
meaning after we have given it another formulation. 

The uncertainty in wavelength A 1  of an object of wavelength 
1 = h/p, (along the X direction) is related to the uncertainty in the 
magnitude pf the momentum Ap, by 

Substituting this equation in (5-12) gives 

(W2 Ap, AX 2 - 
h 

Ap, Ax 2 h (5-15) 

which is the other formulation of the Heisenberg uncertainty principle. 
The wavelength was assumed to be measured over the finite distance Ax 
along the direction of wave propagation; with reference to the wave- 
particle duality the quantity Ax may be interpreted as the uncertainty in 
the position o! the particle. Thus, the formulation of the uncertainty 
relation giveli in (5-15) says that the product of the uncertainties in 
position and momentum equals or exceeds Planck's constant. Note that 
the momentum and position referred to in the equation are both mea- 
sured along the same direction: According to the uncertainty relation, it 

t The value of the constant on the right side of Eq. (5-14) depends on the precise definitions 
of the uncertainties A E  and At. For the rather conservative convention used in Sec. 1-7 
the constant is h, but if AE and At represent the root-mean-square values of a number of 
distinct measurements, then the constant becomes h/4n. 
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is impotlsible to s p ~ ~ i f y  simultaneoudy and with infinite precision the 
linear momentum and the corresponding pmition of a particle or photon. 
Although Ap, Ax is equal to or greater than h, the product Ap, Ax can 
be equal tu zero: There is no restriction on the simultaneous measure- 
ments of mutually perpendicular momentum and displacement. 

The fundamental limitation en the certainty of measurements of 
energy and time or of position and momentum is in harmony with the 
principle of complementarity. If the partide nature of, aay, an electron 
ie to be perfectly displayed, then both Ax and At must be zero. Therefore, 
when the partide aspect is chosen, the wave aspect is necessarily sup 
pressed. All the quantitiee v, E, A, and p are then completely uncertain, 
which followrs either from the uncertainty principle or &om the principle 
of complementarity. On the other hand, if the wave characteristim of a 
material particle or of electromagnetic radiation are to be defined, 
perfectly, that ie, if Av = 0 and AA = 0 (also AE = 0 and Ap = O), then 
by the principle of complementarity or by the uncertainty principle we are 
prevented from giving simultaneously the digtinctively partide char- 
araeteristics of precise location in space and in time, and x and t are 
completely uncertain, 

Suppose that we wish to represent an electron by ite wave properties 
and yet localize it in space to some degree. W e  cannot use a single, 
sinusoidal wave: Such a wave extenda to i h i t y  and is eedainly not 
Iocalized. We can, however, aupeqmse a number of ainusoidal waves 
differing in frequency over a range of frequencies bv and no have a 
wavepacket, as described in See. 1-7. The component waves constructively 
interfere over a limited region of space kt, identified as the somewhat 
uncertain location of the "particle," and 80 yield a resultant wave func- 
tion v of the sort shown in Fig. 5-14. Because there is a range in hquency 
and a range in wavelength, Av and Al ,  the associated momentum and 
energy are necessarily uncertain, and it ia impossibIe to predict pwciwly 
where or when the wave packet will reach another point and what the 
momentum and energy will then be. 

Since the uncertainty relation implies an uncertainty in energy, of 
magnitude hlAt over a time interval At, it also implies that the law of 
energy consemation may actually be violated-by that amount, hE = 

FIG.5-14. Thewawfunc&n 
of e wave packet. 
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h/At, but only for the time interval At. The greater the amount of energy 
borrowed or discarded, the shorter the time interval over which the 
nonconservation of energy may take place. Similarly, the uncertainty 
in a particle's momentum, h/Ax, implies that the law of momentum 
conservation may be violated, but only by that amount, A p  = h/Ax, 
over a region of space of Ax. 

To derive the uncertainty principle in a different way, we consider 
the diffracting of waves by a single, parallel-edged slit. A mono- 
chromatic plane wave is incident on a slit of width w, and the diffraction 
pattern is formed on a distant screen, as shown in Fig. 5-15. The location 
of the points of zero intensity is given by the equation? 

nl 
sin 0 = - 

W 

where L is the wavelength and n is 1, 2, 3, . . . . The total intensity within 
the central maximum is much greater than that within any of the 
secondary humps, since the area under it far exceeds that under any of the 
others. In fact, the area under the central hump is approximately three 
times the area under all the others; therefore, roughly three-fourths of 
the energy passing through the slit falls within this central region. The 
limits of the central region are given by the following equation for 
n = 1: 

A 
sin 0 = + - 

W 

We have not yet specified what sort of wave is diffracted by the slit. 
If the wave consists of electromagnetic radiation, then the intensity of the 
diffraction pattern is proportional to g2, the square of the electric field 
at the screen. If, on the other hand. the wave consists of a beam of 
electrons, the intensity of the diffraction pattern is proportion to y2,  
which is the square of the wave function at the screen and gives the 
probability of finding an electron at any point along the screen. Whether 
the waves are of electromagnetic radiation or of a material particle, the 
diffraction effects are pronounced only when their wavelength is com- 
parable to the slit width (see Fig. 1-8); if it is much less than the slit 
width, the intensity pattern on the screen corresponds to a geometrical 
shadow cast by the edges of the slit. 

Suppose now that we reduce drastically the amount of radiation or 
the number of electrons, as the case may be. Then, when we observe the 
screen, we no longer see' smooth variations along it but, instead, photons 
or electrons arriving one by one. The intensity of the diffraction pattern 
is given by g2 for photons and by v2 for electrons; thus, in Fig. 5-15 the 
intensity represents the probability that a particle will strike a certain 
spot on the screen. There is a 75 percent probability that it will fall 
within the central region in the diffraction pattern, a smaller probability 
that it will fall in any other, and zero probability that it will fall at the 
zeros in the pattern. At very low illumination, bright flashes appear over 

See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 39-3. 
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FIG. 5-1 5. Diffraaion #atfern 
of e mrmodrrom~tic plane wave 

incident on a slit af width w. 

a large area of the screen. As time pamea, more and more particlea 
accumulate on the screen, and the distinct bright flashes merge and form 
the smoothly varying intensity patter-predicted by wave theory. 

There ia  no way of predicting in advance where any one electron or 
photon will fall on the screen. All that wave mechanics pennits us to 
know ie the probability of a particle% ~triking any one point. Before the 
particles pass through the slit, their momentum is known with complete 
precision both in magnitude (monochromatic waves) and in direction 
(vertically down in thL case]. When they pass through the dit, their 
position along a line in the X direction, completely uncertain before they 
reached the slit, is now known with an uncertainty Ax = w, the slit 
width. What is not known, however, is precisely where any one particle 
will strike the screen. Any particle has approximately a three-t~one 
chance of falling anywhere within the central region, whose boundaries 
are given by (5-17). There will be an uncertainty in the X component of 
the momentum p that is cab b t  as great a s p  sin 8, as may easily be aeen 
in Frg. 5-16. Therefore we write 

Ap, 2 p sin 6 

Using (5-In, we have 

and wince p = hld, we have 

the Heisenberg uncertainty mhtion. 
Now suppose that Az in our example is very large; that is, the slit is 

very wide. Then the uncertainty in position is increased, and we cannot 
be certain as to where an electron ie located along X. But the uncertainty 
in the momentum is reduced correspondingIy, which is shown by the 



1 
\ ,  - FIG.5-16. Anllhatrationoflhe 

w n c ~ t ~ t y  in ihe momentum of a 
particle that has passed through a 
single slit. 

fact that the difFraction effect becomes lms pronounced and essentially 
all electrons fall within the geometrical shadow (see Fig. 1-8). Conversely, 
ae the slit ie reduced in width and Ax becomes very small, the diffraction 
pattern is expanded along the acreen, and for the increase in our certainty 
of the electron's position we muat pay by a correspondingly greater 
uncertainty in the electron's momentum. 

We see that when the aZit width is much greater than the wave- 
Iength particles pass though the slit undeviated to fall within the 
geometrical  hado ow. This is in agreement with cIaesica1 mechanics, 
where the wave aspect of material particles is ignored. Thus, there ia a 
clme parallel in the relationship of wave optics to ray optics, and of 
wave mechanics to classical mechanics. Ray optics is a good approxima- 
tion of wave optics whenever the wavelength ia much lese than the 
dimensions of obstacles or aperhrrelr that the light encounters; ~imiEarly, 
clageical mechanics SB a good approximation of wave mechanics whenever 
a particle's wavelength is much less than the dimension9 of obetaclee or 
a p e r t m  encountered by material particles. Symbolically, we can 
write 

Limit (wave optics) = ray optice 
yw-ro 

Limit {wave mechanics) = claslsicd mechanice 
y w 4 0  

No ingenious subtlety in the design of the d i e c t i o n  experiment wil l  
remove the basic uncertainty. W e  do not have here, as in the large-scale 
phenomena encountered in clmnical physics, a situation in which the 
disturbances on the meaawed object can be made indehitely smdl by 
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ingenuity and care. The limitation here is Mated in the fundamentd 
quantum nature of electron8 and photons; it is intrinsic in their comple- 
mentary wave and particle a~pects. 

EXAMPLE &l. As an illusbtion af the ummhhty principle, we cornpub the 
unmrhhty in the momentum of a 1,000eV e1-n whose @tion is un- 
certain by no more than 1 A = f .O x lo-" m, the approximate size of atoms. 
From Apx 2 hid* it follows that Ap= = 6.6 x TO-'* kg-mls. Now let us cam- 
pare this unaxhhty in the momentum with the momentum itaeIf* p, = 
(!k&*)''' = 17 x lo-=* kg-4s. Therefore, the M o n a 1  uncerkahb in the 
mom~ntum ia &/p, = 6.6ll7, about 40 m n t !  b c a w  of the uncmhhty 
principle, it is impawible to speci@ the momentum of an alectron coniined ta 
atomic dimensions with even moderata precision. 

Coneider now the uncertainty involved when a 10.w body m o m  at a 
epeed of 10.0 c m / 0 ;  that ia, an o~~~ object is moving at an ordinary 
speed. Let UB further mwume that the piition of the object ie uncertain by no 
mare than 1.0 x 10- mm. We wi0h to find t b  unmrbinty in the momentum 
and, more e~pecially, the hctional unce&inty in the momentum. We find 
dp, = 6.6 x kg-m/a and = 1.0 x lom5 kp-~~,/a; therefore, Apxlpx = 
6.6 x The fractional uncertainw in the momentum arising in th ia 
example of a fl~acrosoopic body is ao e x t r a o d h d y  small as to be nwliaible 
compared with ail peaible experimental limitationa, The uncerhinty 
i m m m  a fundamental limitation on the c e r h h t v  of measurements onlv in the 
microampic domain, where the waveparticle duality is important. -ln the 
macroscopi~ domain the uncertainties are, in effect, trivial (see Fig. 1-1). 

Figure 6-17 shorn the momentump, af the electron in our example above, 
plotted against its position x. The unc-ty principle requiree that the 
shaded area in thia figure, which givea the product of the unoertainti~~ in the 

FIG. 5-1 7. Uncertainties in the 
simubneous memrsumments of 
pasition and momenrum of an 

elecfm, 



FIG.5-18. Unmina;eSinthe 
dmuH8naous memur#mnls of 
p0dili1)fl and ~ 8 n f U #  of 8 
10-g body. (On the scale uf #ti's 
drawing the uncetiainty, ere8 h. 
has been exaggerated by s lscm 
01 1 0 = ~ . 3  

momentum and the pition, be equal in magnitude ta Phck'm constant h. 
Ifthe position L known with high preci~ion, the momentum is rendered k h l y  
m&n; if* momentum ia specified with high certainty, the poeitioh muat 
necessarily be highly indehite. It ia  therefore impossible to predict and follow 
indetail the future path d a n  electron confined to essentially atomicdimemiom. 
Nevhn'~  laws d motion, which are completely eatisfactory for giving the 
paths of lmgwcaIe particIes, cannot be applied here; ta predict the future 
come of any partide, it i necessary to know not only the forma that act on 
the particle but also its initial position and momentum Because both position 
and momentum cannot be known simultanmusly without uncertainty, it is 
not pwib le  to predict the future path of the particle in detail. Instead, ruave 
m h n i c s  must be used to find the probability of locating the particle at any 
future time. 

Comider again the 10.O-g body moving at 10.0 m / s ,  Figure 6-18 s h m  its 
momentum and mition. The area h, wpreamting the product of tlm ~ n -  

certainties in momentum and msition, i~ BO extraordinarily tiny in such 
macmacopic cimmmtancea that it appem as an infmiteeimal point on the 
figure. In this cam the claseical lam of mechanic8 may IE applied without 
entaiLing appreciable uncertainty. 

Hem we have seen still another m p I e  of the compondence principle 
as it appliea to reIationa between c h i d  physics and quantum phyeica. The 
finite size of Planck's constant ia v n s i b l e  for quantum effects. Quantum 
effects are subtle h u ~ e  PlanEk's constant ia very d l - b u t  not zero. 
Recall that the relativity effects are aubtle beeauee the sped of hght is v m  
1-but not infinite. If somehow Planck's constant were zero, the quantum 
effects would disappear. Thus clssaical phpim is the correspondence limit of 
quantum physics as h is imagined to approach m. Symbolically, 

mt (quantum p-a) = dmaical physics 
h-0 
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5-8 WAVE PACKETS AND THE DE BROGLIE WAVESPEED 

The speed of a wave of frequency v = E / h  and wavelength 1 = h / p  is 
given by 

where the subscript denotes that the speed is the phase speed, the rate 
at which a point of constant phase travels through space. Using the 
angular frequency o = 27rv and the wave number k = 2x11, we may 
write 

where h equals h/2n. The energy E and momentum p of a particle of 
relativistic mass m traveling at the speed v are given by 

In assigning a speed r j  to a particle, we imply that its energy and mo- 
mentum are to some degree localized and are transported at this speed. 
We can compare the speed v with the phase speed vph of the associated 
wave by substituting (5-20) in (5-18): 

Suppose that the particle is a photon, with a zero rest mass. Then its 
speed is v = c, and from (5-21) we have 

vPh = c for mo = 0 

A photon travels a t  the same speed c as does the associated electro- 
magnetic wave. Now suppose that the particle's rest mass is finite; then 
its speed v must always be less than c. With v < c in (5-21) we have 

vph > c for mo > 0 

The phase speed of the associated wave exceeds the speed of light. 
Consequently, a monochromatic wave associated with a material particle 
is unobservable-a circumstance that is not disturbing from the point of 
view of wave mechanics, since observations are those of the probability 
of finding a particle, not of the speed with which the phase advances. 

Of course, if we are to think of some object bearing energy and 
momentum as a particle, its energy and momentum confined to a small 
region of space, then the amplitude of the associated wave function 
must be concentrated in a relatively small region of space, as shown in 
Fig. 5-14. The figure does not depict a wave of a single frequency, for 
such a wave would be strictly sinusoidal and have infinite extension; it 
shows a wave packet, composed of waves of different frequencies. The 
component waves interfere constructively at the location of the particle, 
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in the region where the resultant wave function is large, and they inter- 
fere destructively in all other regions, as shown in Fig. 1-14. Since the 
particle's location is that for which the wave function and the probability 
are large, the speed v at which the particle moves is the speed at which 
the region of constructive interference advances through space. 

Recall now some general results given in Sec. 1-8 concerning phase 
and group velocities. When a group, or packet, of individual sinusoidal 
waves differing in frequency and in phase speed combine to produce a 
region of strong constructive interference, the speed at which that region 
advances, the group speed v,,, is related to the angular frequency w and 
wave number k of the component waves by the relation 

As the arguments above have suggested, the speed v,, of the group of 
waves in the packet should equal the particle speed v. Let us prove it. 

Since w = E/h and k = p/h, then (5-22) may be written 

The particle's total energy E is related to its relativistic momentum p by 

Taking the derivative, we have 

so that (5-23) becomes 

Vgr = v 

The particle's speed is just the group speed of the particle's wave packet. 

5-9 THE QUANTUM DESCRIPTION OF A CONFINED PARTICLE 

A particle that is completely free from any external influence will, 
by Newton's first law, move in a straight line with a constant momentum. 
In the language of wave mechanics, such a particle, having a constant, 
well-defined momentum, must be represented by a monochromatic 
sinusoidal wave with a well-defined wavelength. If the wavelength is to 
be precisely defined, the wave must have an infinite extension in space. 
In accordance with the uncertainty principle, when the wavelength 
and, therefore, the momentum of the particle are specified precisely, the 
position of the patticle is altogether uncertain and indeterminate. 

In Fig. 4-2c we saw an example from classical physics of waves that 
had perfectly defined wavelengths and yet were confined to a limited 
region of space: Resonant standing waves on a string fixed at both ends. 
The wave on the string is repeatedly reflected from the boundaries, the 
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fixed ends, and it constructively interferes with itself. Resonance is 
achieved only when the length of the string is some integral multiple of 
the half-wavelengths; the standing-wave pattern therefore fits between 
the boundaries. 

Consider an elementary wave-mechanical problem that is analogous 
to that of standing waves on a string. Let us have the wave associated 
with a particle confined in the same way that a transverse wave on a 
string is confined. We assume that the particle moves freely back and 
forth along the X axis but that it encounters an infinitely hard wall at 
x = 0 and another at x = L; it is, then, confined between these bound- 
aries. The infinitely hard walls correspond to an infinite potential energy 
V for all values of x less than zero and greater than L. Because the 
particle is free between zero and L, its potential energy V in this region 
is constant. The situation we have described is that of a particle in a 
one-dimensional box, or a particle in an infinitely deep potential well. 
Because the walls are infinitely hard, the particle imparts none of its 
kinetic energy to them, its total energy remains constant, and it continues 
to bounce back and forth between the walls unabated. 

From the point of view of wave mechanics we may say that, if the 
particle is confined within the limits stated, and its potential energy 
between zero and L is taken as zero for convenience, then the probability 
of finding it outside these limits is zero. Therefore, the wave function ly, 

whose square represents this probability, must be zero for x I 0 and 
x 2 L. 

We may summarize mathematically the conditions of our problem as 
follows : 

Only those wave functions which satisfy the conditions are allowed. 
Since the particle is free and the magnitude of its momentum is constant 
in the entire region between the walls, we know that it is represented by a 
sinusoidal wave. To satisfy the conditions at the boundaries, only those 
wavelengths are allowed which will permit an integral number of half- 
wavelengths to be fitted between x = 0 and x = L. The condition for the 
existence of stationary, or standing, waves is, then, 

where 1 is the wavelength and n is the quantum number having the 
possible values 1, 2, 3, etc. 

Figure 5-19 shows the wave function ly and the probability lyZ plotted 
against x, for the first three possible stationary states of the particle in 
the box. Note that, whereas yl can be negative as well as positive, vZ is 
always positive. 

The probability distribution is such that vZ is always zero at the 
boundaries. For the first state, n = 1, the most probable location of the 
particle is the point midway between the two walls, at x = L/2; for the 
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m n d  state, n = 2, hawever, the least probable location is thG point, 
where, in fact, yz = 0, which ie to say that it is impomible for the particle 
to ke located there! 

The imposition of the boundary conditions on ly, that b, the fitting 
of the waves between the walla, h m  restricted the wavelength of the 
particle to the values given by (5-25). Now, if only certain wavelengths 
are permitted, the magnitude of the momentum aleo L restricted to 
certain valuea, since p = h/A. Therefore, the permitted momenta are 
given by 

Finally1 the kinetic energy E, (and, therefore, the tatd energy E of the 
particle, since the potential energy is zero) is given by 

wbere m is the particleas msss (this equation holds only for nonrelativhtie 
speed$. The suhcript n s i m e s  that the possible values ofthe energy 
depend only on the quantum number rs for fixed values of rn and L. 
By this equation we ~ e e  that the energy of the particle in the one- 
dimen~ional box ka g u a n t i ~ d .  The particle cannot assume m y  energy or 
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FIG. 5-20. Allowed enargiea of 
an &&on confined to 8 om- 0 - . . . . . . . . 

dimensional box al atomic 
diman&ians. 

speed but only those particular energies and qmds which satisfy the 
boundary eonditiotlg placed upon the wave function. The quantization 
of the energy is analogous to the classical quantization of the frequencies 
of waves on a string fixed at both ends. 

Let us compute the possible values of the energy by aseuming that 
an electron with m = 9.1 x 10-3' kg ia constmined to move back and 
forth w i t h  a di~tance of L = 4 AA, or 4 x 10-la m. Setting these values 
in 15-27} gives for the energy of the first &ate, n = 1, the value E, = 2.3 eV. 
Because Em = n2(h2J8rnLZ) = n2E,, the next possible energies of the 
particle are 4E,, 9E,, 16Ef, . . . . The permitted energies of the electron 
in a PA box are ahown in Fig. 5-20, which is called an emrgy-leuel 
diagram. It is significant, in relation to atomic structure, that, when an 
electron is confined to a distance approxinatdy the diameter of an 
atom, ita possible energies are in the range of a few electron volta, 
comparable te the binding energy of electrom in atom. 

Now consider the allowed energies of a relatively large object 
codned in a relativeIy large box; assume that ma = 9.1 mg = 9.1 x 
1QL6 kg and that L = 4 cm = 4 x 1 W 2  m. Equation (5-27) shows that 
for theae valuea E, = 2.3 x loa4' eV, a fantasticalIp amdl  amount of 
energy! Figure 5-21 &owe the energy-1eveI diagram for these circum- 
stances; there the energy is plotted to the same scale as in Fig. 5-20. The 
spacing between adjacent energies in a diagram for such macmmopic 
conditions i~ so very small that energy is effectively continuous. That 
is why we never see any obvious manifeetation of the quantization of the 
energy of a macroec~pic particle; the quantization i~ there, but it is too 
i b e  to be discerned. This result agrees, of course, with the correspon- 
dence principle, which requires that the discrete energies of a bound 
syatem appear continuous in large-scde phenomena. 

Note that the lowest possible energy of a pmticle in an Mnite 
deep box is not zero, but E,. Thk is in accord with the uncerkainty 
principle. If the particIe's energy were zero, the partide being at reet 
somewhere within the box (k = L), bath the momentum p and the 
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uncertainty in the momentum Ap, would be zero. This would violate 
the uncertainty relation, since the product Ap, Ax would be (O)(L) = 0, 
not h. For x = L the uncertainty in momentum is given by Apx = 
h/Ax = h/L, The particle's momentump, in one direction must thee be 
at least aa great as the uncertainty Apx. Moreover, we cannot know 
whether the particle travels to the left or to the right, so that, all told, 
Ap, = 2p,. Under t h e e  circumstances the particle's energy is E = 

px2/2m = (Ap,/2)2/2m. With Apx = h/L we have E = h2/8rnL, exactly 
the energy of the 6rst allowed state, given by 15-27]. 

For an electron confined within atomic dimensions the energy in the 
state of lowest energy, or the ground stute, is a few electron volts. The 
electron is never at rehlt but bounce8 back and forth between the con- 
h i n g  walls with its lowest possible energy, the so-called zero-point 
energy. This i8, of course, true of any codned particle. Let UB compute 
the minimum 8peed of the 9.1-mg particle restricted to 4 cm. Since E, = 
2.3 x IOA4l eV = +mu2, we find that v = 9.0 x 10'2S mls, or a mere 

A per millennium. The particle ia effectively at wt. 
The problem of the particle in the box is a somewhat artificial one, 

since there is no such thing as an idnitely great potential energy, and a 
particle cannot be made completely h e  from all external influences 
while inside a box. Nevertheless, the problem i~ an important one, 
because it reveals the quantization of the energy. Energy quantization 
occurs, basically, because only certain discrete values of the wavelength 
can be fitted between the boundaries. 

FIG. 5-21 . Allowed enwgies of a 
9.1 -mg pemfcla confined m a 
4-cm one-dimensional box. 

Starting with the general wave equation, we can arrive at the time- 
independent Schtidinger equation, whose solution yields the permitted 
wave functions and the quantized energiea of bound systems, 
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Any wave propagated along the X direction obeys the general wave 
equation, 

a2F 1 a2F - 
axZ w2at2 

(5-28) 

where F is the wave function, depending on both the coordinate x and 
the time t, and w is the wavespeed. When transverse waves are prop- 
agated along a taut string, the function F is the transverse displacement 
of the string from equilibrium and w is the speed of the wave along the 
string; when electromagnetic waves are propagated through a vacuum, 
F is the electric or magnetic field and w is the speed of light; when sound 
waves are propagated through a gas, F is the pressure difference and 
w is the speed of sound. In the wave-mechanical behavior of particles 
the wave function is that quantity whose square gives the probability of 
locating a particle at any point in space; we shall now find it convenient 
to call it Y. 

We consider only systems whose total energy Eis constant and whose 
particles move along the X axis and are bound. Then the frequency 
v = E/h associated with the bound particle is also constant, and we can 
take the wave function Y(x, t) to be separable into the spatialdependent 
term ~ ( x )  and a time-dependent term f (t): 

Since the frequency is assumed to be precisely defined, the time-depen- 
dent term f (t) must vary sinusoidally with time, and we can take it to be 
given by 

f(t) = cos anvt 

The second partial derivatives required in (5-28) are 

Setting these results in (5-28) yields 

where the wavelength is 1 = w/v, and the momentum of the particle is 
p = h/L. 

We take the particle of mass m to be interacting with its surroundings 
(of infinite mass) through a potential-energy function V = V(x). The 
total energy E of the system is then given by 



where E, is the particle's b e t i c  energy. Then we have 

and (529) becoma 

ThiEl equation in  the onpdimensional, timeindependent, nonrelativistic 
SchriSdinger equation.? To obtain the Schrodinger equation applicable 
to particlee in three dimensions, we merely replace dzyldx2 in this 
equation e t h  a 2 ~ l a x 2  + a2w1ay2 + a 2 ~ l 2 z z .  

In deriving the Schtd inger  equation, it wag w u m d  that the 
"particle" propagates a0 a wave (we used a mawe equation) but that it 
interacts with itm surroundings as a particle (the potential energy V is 
given als a funetion of points in space). The complementarity principle is 
built into the SchrWger equation. 

ff we know the force acting on a b d  pmrticl+that is, if we know 
the potential energy as a function V(z) of the particle's position-we can 
find the allowed wave functions and allowed energies of the syetem. An 
acceptable -solution ~ ( x )  muet be finite, continuous, and singlevalued 
and, moat especially, it mwt be conahtent with the boundary conditions 
imposed by the character of the potential energy V. Indeed, it is the 
imposition of boundary conditions upon the wave function that leads to 
the quantkation of the energy of a bound eyetern. To put it in non- 
analytical terms: We must regard the particle as a wave reflected back 
and forth within the confinee of a bound system, fonning standing waves; 
it is the fitting of ~tationary waves to boundary conditions that leads to 
the quantized values of a sytrtem's permitted energies. If the potential 
energy is dependent upon poaition, but the system's total energy E is 
constant, then the par tide'^ kinetic energy, momentum, and wavelength 
all mwt depend upon position. For example. the wavelength is given by 

Particle In a One-dimensional Potential Well of Infinite Height. The - 7 - 
simpleet problem to aolve with the Schriidinger equation ia that of a v ' I eingle particle c d e d  to a onedimensional box of width L; that is, 
the particle is imagined to be in an infinitely deep potentid we14 as 
shown in Fig. 5-22. The potential energy V(x} is constant within the 
box (and taken to be zero for convenience), and V rhes to infinity at the 
boundaries, x = 0 and x = L. For the interval 0 < x < L the Schrb- b 

dinger equation, Eq. (5-3U), then becomee, with V = 0, 1 
I 

f Although the arrrect f m  of the time-ind-dent Sch&Xager muation flEq. (&90)] 
- 1  

can be arrived at fmm the generd wave equation m. (W)], the latkr in not appropriaM 
0 L X 

for probability wave functions. For one thing, the correct Scbrdbger timedependent 
wave eguation conhim only the h t  derivative with respect to time, not the second. 
Fwthermore. the total wave functionY(x, t)muat in general becomplex; aa aconaeguace, 
the pmbabiIity of finding a particle is given by Y*Y, where Y* is  the complex conjugate FIG. 5-22. Pomti;slanwgy of 
of Y. an infinitely deep well af width L. 
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where 

The walls being infinitely high, the particle cannot be found outside the 
box. This implies that p(x) must be zero for all points at and beyond 
the box's boundaries. Thus, the allowed solutions must be consistent 
with the boundary conditions, which are p(0) = 0 and p(L) = 0. A 
suitable solution is 

p(x) = A sin Bx 

as may be verified by substitution in (5-32). The first boundary condition 
p(0) = 0 is satisfied for the sine function (it would not be satisfied for a 
cosine function, so the cosine is discarded). The second boundary 
condition p(L) = 0 is satisfied only if BL = nn, where n is an integer 
(since sin na = 0). Substituting for B, we then have 

The energies and wave functions of a free particle confined to a box of 
infinitely high walls are, therefore, 

Energies : 

nnx 
Wave functions: %(x) = An sin - 

L 

These results agree with those obtained in Sec. 5-9. The sinusoidal wave 
functions and the quantized energies, varying as the square of the 
quantum number, are shown in Figs. 5-19a and 5-20. 

Particle in a One-dimensional Potential Well of Finite Height. Suppose 
now that the walls of the one-dimensional box are not infinitely high 
but have a finite height V,, as shown in Fig. 5-23. We again choose 
the bottom of the well as the zero of the potential energy. The zero of x 
is now taken to be at the center of the well. We know that in classical 
physics the particle must remain inside the square well if its kinetic 
energy is less than the magnitude of Vd; that is, if the particle is bound, 
with a total energy E less than V,, it cannot possibly be found anywhere 
but in the region - L/2 < x < L/2. In wave mechanics the condition is 
less stringent: The particle may be found outside the limits defined by 
classical physics. What appears superficially to be a violation of energy 
conservation is permitted through the uncertainty relation. Thus, the 
wave function may actually be nonzero outside the well, that is, at x < 
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L 2 + 3 L  X FlG.5-23. Pohntislwrevgyofa 
we// of finita depth Vd end 
width L. 

- L12 and x > LIZ. In the interior of the well, where the potential energy 
is constant, the wave functions are ~inueoidal, as before, but they now 
do not necessarily drop to zero at the boundaries, x = -L[2 and 
x = +W2. 

For x < -L/2 or x > L/2 we may write the SehrWger equation, 
Eq. (5-301, as follows: 

The potential energy of a hund particle exeeeda the totd energy E, so 
that V, - E, appearing on the right-hand side of the equation, ispositiue. 
lf we use Cz = 2m(Vd - E)/hz, the equation becomes 

where C2 is a poitive quantity for the regions outaide the potential 
well. 

The poslrib1e solutions of this equation are ry = A+e+Cx and = 

A,e-CX, aa may be verified by substitution. First we concentrate on the 
exterior region on the right, where x > LJ2. If x i~ positive, we can d e  
out grr = A+eiCx on the following gmunds: Although an acceptable 
wave funetion m a y  be nonzero beyond the walls of the one-dimensional 
box, it cannot be infinite, and if y = were a solution, we rrhould 
find it to be inkite at infinite distances from the box along the positive 
af the X a&, implying an infinite probability of finding the parhide at 
the greatest distances from the box. Clearly, this ie untenable, and we are 
left, then, with the solution (v = A-eVCx, which means that the wave 
function deays exponentially in a direction away from the box on the 
positive of the XaKis and becomes zero at iRfinite1y great distances. The 
wave function aha decays exponentially along the negative of the X axis : 
Since x is negative to the left of the box, the appropriate form there for 
(~r is A,ef '", 

To sum up, the wave function L a ainuaoid inside the box and a 
decaying exponential outside it. The inside and outside wave functions 
must, however, join smoothly at the pointa x = +LIZ and x = - LIZ. 
At both t h ~ e  pointa 
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The complete wave functions of the first two allowed staten are 
~hown in Fig. 5-24. The energies are lower than those in a box with 
idniteIy high walls. This results from a greater wavelength (hence a 
lesser momentum and lesser kinetic and total energies), which arisea in 
turn horn the fact that the wave functions do not drop to z e m  at the 
walls. 

7he Tunnel Effect. Since a partide can, waw+rnechanicalIy,  pill over 
ite classical eonfinem, we have a curious possibility when it strike8 a 
potential dl of finite width and height, as in Fig. 5-25. In claesical 

FIG. 6-24. Wave functions fir 
physics a particle whom kinetic energy is less than the height of the wall 

fim d e  would never get through to the other side by either climbing or passing 
in e potential-energy weif of through; it aimply could not, because of the conservation of energy. In 

finite dwth. wave mechanics thia is a possibility. As we have seen, the wave function 
ia nonzero and decays exponentially when the potential energy exceeds 
the total energy. Thue, the wave function of a partide approaching the 
wall from the left is sinusoidal to the left of the wall, exponential 
through the wall, and siduaoidal, but of much se l l e r  amplitude, to the 
right of the wd1. Since the amplitude af wave function gives a memure 
of the probability of locating a particle, th& ie a small but finite prob 
ability that the particle that has approached from the left will be on 
the right. In othw words, the particle haa a high probability of being 
found on the left, a smaller probability of being found within the wall, 
and a still smaller probability of being found on the right. The particle 
or, more properly, the wave can penetrate, or tunnel through, the classi- 
cally insurmountable barrier. The probability of this tunnel effect is 
vaniehgly small except ak the atomic and nuclear level. The effect is 
observed, however, in the behavior of certain semiconducting devices 

FIG.5-25. Wavefunc~onofa 
w c E e  Incident from the left 
upon u berrjer of finite height 

and widrh. 

- Sinusoidal 



I.' = m $ 3 ~  -/ - - 7 3  E, =- n2 h2 
for s < 0 1-1" ~ r n i . '  
and x > 1, 

FIG. 5-26. PotenYaI-snwgy 
funetrons, wow lunctiol?s~ #nd 
allowed unwgies of three simple 
potenti#/ energies: (nJ @n infinif04 
deep well, (b) a simple hrmonc 
osci~I~tw. end (el a paniclu 
{hydrogen rtom) subj@ct t o  an 
inverse -square atire ctive force. 

(the ~oca l l ed  t m e l  diodes) and in the emission of a partie1m b m  
unstable, heavy nuclei. 



CHAP. 6 Quantum Effacts: The Wave Aspacts of Material Particles 

Other Examples of Bound Particles. We have discussed bound particles 
in a one-dimensional potential well, and two others may be mentioned; 
Fig. 5-26 shows the energies and wave functions of all three for compari- 
son. In a one-dimensional simple harmonic oscillator (Sec. 12-2) a 
particle is bound to the potential energy V(x) = +kx2. A particle subject 
to an inverse-square attractive force, with V(r) = - ke2/r, is the problem 
of the hydrogen atom; the figure shows a graph of the wave functions for 
the spherically symmetrical solutions (the s states) for this potential. 
The mathematical solutions of the simple harmonic oscillator and 
hydrogen atom are too involved to be given here, but Prob. 5-48 and 
Sec. 6-7, respectively, concern their wave functions and energies. 

The following are some general features of wave-mechanical solu- 
tions, which may be seen in the examples given in Fig. 5-26. 

1. The wave function of a particle in a box of infinite height IJ exactly 
zero at the boundaries and at all exterior points. Those of the other 
two potentials, however, are finite at, and extend beyond, the classical 
boundaries. 

2. Integral multiples of half-wavelengths, 1(1/2), 2(1/2), 3(1/2), . . . , 
successively are fitted between the boundaries at states of progres- 
sively higher energies. 

3. The wavelength is constant (is independent of x) and the wave 
function consequently sinusoidal at a constant potential energy, as 
that inside the infinitely deep well, but the wavelength is not constant 
(is dependent on x) and the wave function consequently not sinusoidal 
for a potential energy that varies with x, as those of the simple 
harmonic oscillator and of the hydrogen atom. From Eq. (5-31), 
1 = h/[2m(E - V)]'I2, it follows that the wavelength depends on the 
potential-energy function V(x) and therefore on x. For this reason 
it is small wherever the kinetic energy E - V is large, and con- 
verse1 y. 

4. The lowest energy is not zero. 
5. For a particle in the infinitely high well the energy levels are crowded 

at the bottom, for the simple harmonic oscillator they are equally 
spaced, and for the hydrogen atom they are crowded at the top. This 
behavior is related to the shape of the curve of the potential energy: 
In Fig. 5-26a the potential energy is bent toward the vertical with 
respect to that of the simple harmonic oscillator, Fig. 5-263, whereas 
in Fig. 5-26c it is bent toward the horizontal. 

EXAMPLE 5-2. Sketch the wave function of an excited state of a particle 
moving in the potential shown in Fig. 5-27. This is nothing more than the wave- 
mechanical version of a standard exam~le in elementam mechanics: a e article 
sliding on a frictionless inclined plane (here with an-infinitely highwall at 
the bottom of the incline). Solving the problem in complete analytical detail 
would involve finding solutions to the Schrijdinger equation for a potential 
energy that rises to infinity at x = 0 and increases steadily with x,  according to 
V = ax, for x > 0, but we can show, even without detailed analysis, the general 
features of the wave-mechanical solution. 

Since the potential rises to infinity at x = 0, the wave function must be 
zero there. At the other extreme, where the particle may be found outside the 
classical upper limit, the wave function must decay to zero. In between the 



particle has some muzero kinetic energy, and ito the wave function ia un- 
dulatory there. hrrthsr, in the ea~ie of a relative4 highIy excited s t a b  the 
fentures of the wave-mechanical aolution mu* t h g h  the correqm~dence 
principle, approach the classical featurea of a particle aliding on an inclined 
plme and colliding with a hard wall at the httom. Since the particle moves 
at high ~ p e d  at the base of the incline and at Iess speed at the top, the wave 
length of the wave function muet be mallest near the b a e  and increa~ingly 
large toward the top. Morewer, the classical high speed at the baae and low 
speed at the top imply that the particle k more likely to be found at the top 
than at the bottom. Thua, the amplitude of the wave function must be greatest 
at the top and leaat at the bottom. Given all t h a  fea-, we know that the 
wave-mechanical solution of an excited atate is arr shown in Fip. E-27. 

En the next energy state up we should find one additional half-wavelength 
fitted between the left and right extremes, and in the next energy state down we 
ehould find one less half-wavelength; in the lowest state, we should find a 
eingle hump in y hetween the zeroes in v at the left and right extremse. 

S U M M A R Y  

Every particle, whether of finite or zero rest mass, has associated 
with i t  a frequency and wavelength given by 

E h 
p = -  and A = -  

h 

The wavelenaths of ~lectrons of 150 eV, thermal neutrons eV) 
to typical x-rays and the interatomic spacings of a solid ate all of the 
order of 1 A. 

When a wave is incident upon a set of parallel k f ! ~ ~ .  planes 
separated by a distanced, constructive interference occurs. according 
to the R r a ~ g  relation, when 

FIG. 5-27. The wave-mechanicel 
jnclined plane: potential- energy 
function and wave function of tha 
fifth allowed $tare. 

n i  = 2d sin 0 (5-4) 
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X-ravs and electrons can be diffracted by crystaIline solids. The 
x-ray and electron diffraction effects may he used for rne~lsuring 
x-rav and electron wavclmgths and interatomic spacings and for 
producing monochromatic 11parns. 

According to  Rohr's principle of complementarity, t h e  WRVP and 
partirle aspects of elpctromannetic radiation ~ n d  of material particles 
are complementary, hut the use of one description precludes the use 
of the other in R given circumstance. 

The wave-mechanical description of material partfcl~s paral l~ ls  
that of clcctromagn~tic radiation as follows: 

EFectromngnetic rndiotion (photons) fifut~rin! pnrticlcs 

Wavc function: el~ctr ic field T Thr wavc function VJ 

(or rna~nrtie field) 
Probability of' 

ohserving particle rQ' dx IJ~' dx 
in  intewnl d x  

The Heisenberg uncertainty principle imposes a l imit  on the 
certainty af simultaneous measurcmrnts of energy E and time t and of 
momentum p, ~lnd  position x :  

-4 particle may bc rrpr~scnted by a packet nf waves; the group 
velocity of the wave packet i s  t h e  v ~ l a c i t y  of t h ~  p~rtirle. 

A frer partide confined to a one-dimensionnl hox ( L )  of infinitely 
high walls is restrictecl to those states i n  which a n  integral multiple of 
the particle's wavelength is fittrd bctw~rn the boundaries. The 
particle's energy is thcrehy quantizrd and given by 

where n i~ the quantum number n = 1, 2, 3 . .  . . . 
By the correspondence principle, 

Limit (quantum physics) = classicnl physics 
h - 0  

The wave functions tp and aIlowed e n e r g i ~ s  E of t h t  stationary 
states of a particle of mass rn confined hy a potent ia l -~nrr3  function V 
are determined by t h e  time-independent Schrod~nger equation. which 
for one dimension has the form 

The wRve function is single-valued and continuous and chos~n  to  he 
consistent with the boundary conditions imposed by t he  nature of 
the potential-energy function Vk). 
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BOORSE, H. A., and L. MOTZ, eds.: The World of the 
Atom. New York: Basic Books, Inc., 1966. This two- 
volume book contains many original papers on funda- 
mental discoveries in atomic and nuclear physics 
together with biographical sketches of the scientists. 
Chapters 51, 52, and 68: x-ray and electron diffraction; 
Chaps. 63 to 66, 71: de Broglie waves, probability inter- 
pretation of particle waves, the uncertainty relation, 
complementarity. 
HEISENBERG, W.: The Physical Principles of the Quantum 
Theory. Chicago, Ill. : The University of Chicago Press, 
1930. The first four chapters concentrate on the un- 
certainty principle, its meaning, and its consequences. 
HEITLER, W.: Ekmentary Wave Mechanics. Oxford: The 
Clarendon Press, 1946. The first hundred pages give a 

P R O B L E M S  

5-1. What are the wavelengths of (a) a 1.00-MeV 
photon, (b) a 1.00-MeV (kinetic energy) electron, and (c) 
a 1.00-MeV (kinetic energy) proton? 
6-2. A proton and electron are both accelerated from 
rest by an electric potential difference of 50 kV. What is 
the ratio of the proton's wavelength to the electron's 
wavelength? 
6-8. According to Eq. (4-7), the wavelength of a photon 
of energy E is given by I = (0.0124 MeV-A)/E. Show 
that the same relation gives the wavelength of a particle 
of nonzero rest mass when the particle's total energy 
E greatly exceeds its rest energy Eo. 
5-4. (a) At the Stanford Linear Accelerator Center 
electrons are accelerated to a kinetic energy of 20 GeV; 
what is their wavelength at that energy? (b) In the 
high-energy accelerator at Batavia, Ill., protons will 
have energies of 500 GeV; what will be their wave- 
length at that energy? 
6-6. For a gas of molecular hydrogen at 300 K the 
root-mean-square molecular speed is 1.84 krnls; what 
is the wavelength of such a hydrogen molecule? 
6-6. (a) What is the kinetic energy of a hydrogen 
atom whose wavelength is comparable to its diameter 
(Z 1 A)? , (b) What is the kinetic energy of a proton 
whose wavelength is comparable to its diameter 
(Z 2 x m)? 
5-7. Show that the wavelength of a particle of rest 
energy Eo and kinetic energy Ek is given (a) by hc/Ek 
when Ek >> Eo and (b) hC/(2EoEk)"2 when Ek << Eo. 

mathematically simple development of the wave me- 
chanics and the Schriidinger equation. 
SCHILPP, P. A., ed.: Albert Einstein: Philosopher- 
Scientist. Evanston, Ill.: The Library of Living Philos- 
ophers, Inc., 1949. Chapter 7, "Discussion with Einstein 
on Epistemological Problems in Atomic Physics," 
written by Niels Bohr, contains a penetrating discussion 
of the implications of the uncertainty principle and some 
hypothetical machines devised in an attempt to violate 
this principle. It emerges that all these attempts fail. 
SHERWIN, C. W.: Introduction to Quantum Mechanics. 
New York: Holt, Rinehart and Winston, Inc., 1959. 
Chapter 3 shows through an elementary argument how 
the imposition of boundary conditions on the wave 
functions results in the quantization of energy. 

5-8. Show that the wavelength of a particle of rest 
energy Eo and kinetic energy Ek is given by 
Ek1'2(2Eo + Ek)'". 

5-9. Particles of mass m and charge Q pass unde- 
flected through a region of space with an electric 
field Q transverse to the beam direction and a magnetic 
field B also transverse to the beam direction but 
perpendicular to the direction of the electric field. 
What is the wavelength of the emerging particles? 

5-10. What is the wavelength of particles, of rest 
energy Eo and charge Q, that move in a circular path of 
radius r in a magnetic field B? 
5-11. Compute the lattice spacing of atoms in a single 
crystal of CsC1, which has a simple cubic structure 
like that of NaCl. The atomic masses of cesium and 
chlorine are 132.9 and 35.5, respeotively, and the density 
of CsCl is 3.97 g/cm3. 
5-12. Monochromatic x-rays consisting of photons with 
an energy of 5.0 MeV are incident upon a KC1 single 
crystal, whose lattice spacing is 3.14 A. At what angle 
with respect to the incident beam would one obsenre 
fist-order Bragg reflection? 
5-13. A narrow beam of thermal neutrons is incident 
upon a NaCl single crystal whose lattice spacing is 
2.82 A. (a) At what angle with respect to the incident 
beam must the Bragg planes be oriented so as to produce 
strong first-order diffraction for those neutrons with a 
kinetic energy of 0.050 eV? (b) What is then the angle 
between the incident and the diffracted beams? 
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5-14. A narrow beam of x-rays of 0.6204 wavelength 
is incident upon NaCl powder consisting of randomly 
oriented microcrystals. The lattice spacing of NaCl is 
2.82 A. A flat photographic plate is 10.0 cm behind 
the powder target and is perpendicular to the incident 
beam; see Fig. 5-5. (a) What is the radius of the circle, 
on the photographic plate, arising from the fist-order 
diffraction from Bragg planes separated by 2.82 A? 
(b) What is the radius of the circle arising from second- 
order diffraction from the same Bragg planes? 
5-15. A large-scale model of a crystalline lattice is 
produced by a collection of small spheres at the corners 
of densely packed cubes having an edge length of 10 cm. 
The "crystal" is irradiated with 3.0-cm microwaves. 
Through what angles must the crystal model be turned 
in order to produce strong Bragg diffraction? Measure 
rotation with respect to the configuration in which the 
incident beam is perpendicular to a face of the cubical 
elements. 
5-16. Two parallel wire-mesh screens are separated by 
0.20 m. A monochromatic beam of radio waves is 
incident upon the screens, and strong first-order Bragg 
diffraction occurs when the angle between the incident 
and diffracted beams is 30". What is the frequency of 
the radio waves? 
5-17. A monoenergetic beam ?f 54-eV electrons is 
incident, as in the Davisson-Germer experiment, upon a 
single crystal of nickel; see Fig. P5-17. (a) What is the 
wavelength of these electrons? (b) Show that, if the 
diffracted beam is observed at angle 0 with respect to the 
normal to the crystal surface, and the spacing between 
atoms on the surface is d, the first maximum in the beam 
diffracted from the surface only should appear at the 
angle specified by d sin 0 = 1. (c) If the atomic spacing 
d of nickel is 2.15 A, what is the angle 0 for the fist  
maximum? (Davisson and Germer observed a maximum 
at 0 = 50°.) 

FIG. P5-17 

5-18. The attractive potential energy between a certain 
solid substance and electrons entering at its surface is 
10 eV. Suppose that 20-eV electrons enter the surface at 
an angle of incidence (with respect to the normal to the 
surface) of 30". (a) What is the angle of refraction of the 
electrons within the material? (b) What is the electron's 
wavelength inside? 
5-19. Show that the phase speed of the wave associated 
with a particle of rest mass mo and wavelength 1 is 
given by c[l + (moc1/h)2]'12. 
5-20. A particle has a speed of 0.5~. What is the speed 
of the associated de Broglie wave? 
5-21. An electron has a kinetic energy of 10.2 eV. What 
are (a) the phase speed and (b) the group speed of the 
waves associated with this electron? (c) If the waves 
comprise a packet confined to 50 A, what is the un- 
certainty in the electron's momentum? (d) What is the 
fractional uncertainty in the electron's momentum? 
5-22. A free particle of mass m and velocity v is repre- 
sented at one instant by a wave packet of "width" Ax. 
(a) What is the uncertainty in the magnitude of the 
particle's momentum? (b) What is the width of the 
associated wave packet at some later time At? 

5-23. The intensity of a monochromatic beam of electro- 
magnetic radiation is lo3 W/m2. What is the density of 
the photons, or their average number per cubic centi- 
meter, if the beam consists of (a) 100-MHz radio waves, 
(b) 6000-A visible light, and (c) 6.2-MeV r rays? 
5-24. A 1-pg particle moves along the X axis; its speed 
is uncertain by 6.6 x m/s. What are the uncer- 
tainties in its position along (a) the X axis and (b) the 
Y axis? An electron with the same uncertainty in speed 
moves along the X axis; what are the uncertainties in 
its position along (c) the X axis and (d) the Y axis? 
5-25. A virus is the smallest object that can be "seen" 
in an electron microscope. Suppose that a small virus, 
with a size of 10 A, and a density equal to that of water 
(1 g/cm3) is localized in a region of space equal to its 
size. What is the minimum speed of the virus? 
5-26. The momentum component along the direction of 
motion of a 1.02-MeV electron is uncertain by 1 part in 
lo2. Over what minimum region of space does the 
electron extend? 
5-27. A camera with a fast shutter takes a photograph 
during an exposure of 1.0 x s. (a) What is the 
uncertainty in the energy of any one photon passing 
through the shutter? What is the corresponding 
fractional uncertainty in the wavelength of (6) of 2-eV 
photon of visible light'and (c) a 2 GeV pray photon? 
5-28. What is the minimum kinetic energy of (a) an 
electron and (b) a proton confined to a region of space 
the size of a nucleus, about 10-I4 m? (c) It is known that 
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particles within the atomic nucleus have energies of the 
order of a few MeV and that the attractive potential 
energy between a pair of nuclear particles is of the same 
order; which particles, electrons or protons, might be 
found within an atomic nucleus? 
5-29. The wavelength of a photon is measured to an 
accuracy of 1 part in lo8 (Arl/l = What is the 
uncertainty Ax in the simultaneous localization of (a) a 
photon of visible light of 6000-A wavelength, (b) a radio 
photon of 100-kHz frequency, (c) an x-ray photon of 
1.0-A wavelength, and (d) a pray photon of 12.4-GeV 
energy? 
5-30. A particle is confined to a region having the 
dimensions of an atomic nucleus (about 2 x 10-l5 m). 
(a) Use the uncertainty relation to compute its approx- 
imate momentum. (b) If the particle's kinetic energy is a 
few MeV, what is its rest energy? (c) What ordinary 
particle meets the requirements of parts (a) and (b)? 
5-31. The uncertainty relation can be written in terms 
of linear momentum and position (Ap, Ax 2 h) or of 
energy and time (AE At 2 h). Still another formulation 
of the uncertainty relation is in terms of angular 
momentum L and angle 0, A L  A0 2 h, where AL is the 
uncertainty in a particle's angular momentum relative 
to some chosen point and A0 is the uncertainty in its 
angular position relative to the same point. See Fig. 
P5-31, where a free particle is in motion along a straight 
line and its angular momentum L = r,p, and angular 
position 0 are measured relative to point P. (a) Derive 
the uncertainty relation for L and 0 from the uncertainty 
relation in p, and x. (6) According to a simple atomic 
model, the electron in the hydrogen atom circles the 
nucleus, and the angular momentum of the orbiting 
electron relative to the nucleus is h/2n; what does the 
uncertainty relation imply about the localization of the 
electron in the circular orbit? 

FIG. P5-31 

5-32. The uncertainty relation A E  At 2 h can be 
derived from the uncertainty relation Ap, Ax 2 h 
through the following considerations. The position 
of a particle traveling along the X axis is uncertain by 
Ax. Therefore, the uncertainty in the time at which the 
particle will arrive a t  some one more distant point along 

the X axis is At = Ax/v, where v represents the average 
speed of the particle. (a) Find the uncertainty in the 
particle's kinetic energy in terms of the particle's 
average speed v. (6) Find the uncertainty in its mo- 
mentum Ap, = m Av,, where Av, is the uncertainty in 
the particle's speed. (c) From the results above show 
that A E  At = Ap, Ax 2 h. 
5-33. Spectral lines have a finite width for three 
fundamental reasons: (1) the natural line width char- 
acterized by the uncertainty principle (see Prob. 5-30); 
(2) Doppler broadening, which arises from the emission 
of light from atoms in motion or from motion of the 
observer relative to the emitting atoms (see Prob. 2-18); 
and (3) collision broadening, which arises by virtue of 
collisions between emitting atoms and other atoms.? 
Show that the line width (measured in frequency) is 
independent of temperature for process 1, proportional 
to (T)'I2 for process 2, and inversely proportional to 
(T)'/' for process 3. Note: T is the absolute temperature. 
5-34. A n meson is an elementary particle with a rest 
mass of 140 MeV. Suppose that a proton spontaneously 
creates such a particle, p -r p + n, the energy required 
for doing so being allowed by the uncertainty principle. 
(a) For what maximum period of time can a n meson 
remain in existence or, in other words, for how long can 
140 MeV be borrowell according to the uncertainty rela- 
tion? (b) Assuming (for simplicity) a n meson to travel at 
or near the speed of light, what is the maximum distance 
i t  can travel before going out of existence by, for ex- 
ample, amalgamating spontaneously with a second 
proton? The attractive force between nuclear particles, 
protons and neutrons, may be attributed to the exchange 
of n mesons between them; the nuclear force drops to 
zero when particles are separated by more than about 
2 x 10-l5 m. 
5-35. In an electron microscope a beam of electrons 
replaces a light beam, and electric and magnetic focusing 
fields replace refracting lenses. The smallest distance 
that can be resolved by any microscope under optimum 
conditions (its resolving power) is approximately equal 
to the wavelength used in the microscope. (a) A typical 
electron microscope might use 50-keV electrons; 
compute the minimum distance that can be resolved in 
such a microscope. (6) By what factor does the actual 
resolving power of about 20 A, attained in welldesigned 
electron microscopes, exceed the ultimate resolving 
power (minimum separation between two point objects 
distinguishable as two distinct objects), which is limited 
by the wave properties of electrons? 

? See Weidner and Sells, Elementary Classical Physics, 
2nd ed., Sec. 19-9. 
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5-M. The ultimata rem1ing power <am Prob. 5-36) of 
any m i c m m o ~  depenb aolelp on the wavelength. 
S u m m  that we wi8h to t h d y  an abject having dimen- 
sions of 0.50 A; what are the &urn energy and 
momentum if wa use (a) electrow and (b) photona? 
(c) Why is an electron m i m c o p e  preferable to a y-ray 
micfosoope? 
647. A particle of m m  rn is &ed to a t b  
dimdona1 box of dimemions a, b, and c. Show by 
imposing boundary conditions on the wave functions in 
each of the three dimemiom that the  particle'^ allowed 
energiem are given by 

where the quantum n u m b  nl, n*. and n, can take the 
integral values 1,2, 3,. . . . 
6-88. consider the situation described in Rob. 6-37 in 
which a particle of masa rn L confined within a three- 
dimemitma1 box of dimemions a, b, and c. Show that 
the permitted wave functions are given by Y = 
~ [ - ( n n ~ x l d [ ( s h  (nnly/b)][(~in (znaz'lc)] where B = 
(&/rmbc)'". The corner of the box i~ at the origin, and the 
b ~ x  i~ located in that mtant for which all coordinah 
are positive. (Hint: the constant B is determined by the 
requirement that the probability of the particle's 
being eomewhere within the box iw 100 percent, that is. 

1; qa dz dy dz = 1). 

5-39. A d begd of mass m elides M y  along a 
circular ring of radiw R. (a) What the allowed 
energies ofthe had? (b) What are the allowed angular 
momenh? 
M. A billiard ball of m m  m is eo- to a two- 
dimemiom1 bos (a billiard table) of dimemiom L and W. 
(a) What are the billiard ball's permitted energies? 
(b) What is a billiard ball's &um kinetic energy 
(a ball of maaa 0.14 kg on a table 3.7 by 1.9 m)? 
8-41. Figure P&41 ahows three potentiden= welh. 
'Using the facts that the wavelength is small where the 
kinetic energy h relatively high (and the potential 
energy relatively low), the wave functions drop to zero 
for infinite diatancea, and the wave functions mwt, in 
the correspondence limit of high quantum numbem, 
yield the corresponding classical resulta, sketch the 
approximate wave functions of the fifth loweat en- 
level. 
5-42. Show that in the dmical limit of very large 
quantum n u m b  the probability of a particle'r being 
in any emall but finite intmval Ax in a oned' 'onal 
box i~ independent of ite mition within the box. Thia 
result is in agreement with the &mica1 expectatiw that 

FIG. P5-41 

the probability of hding a m c l e  that m w e ~  at em- 
stant speed within a o n d i m e n s i d  bolt is the at 
all wta. 
M. (a) Use the fact that the wave function fw a par- 
ticle is undulatory in regiona of wce for which its 
htaI energy e x c d  the potentid but &cays 
for regions in which ( E  - V) < 0 to sketch the h t  
several wave functians for a particle rubject to a 
parabolic potential (a simple harmonic oscillator). 
(b) Sketch the wave function for a highly exdted Btate, 
wing the fact that the wavern%chanical probability for 
finding the particle at my point in space mu& in the 
limit of large quantum n u m b ,  approach the corre- 
awnding classical probability. 
6-44. Uaing the wave function as it is dieplayed in 
Fig. 5-26, sketch the wave functions and energy lev& 
for a potential well which is pa~abolic at its l o w t  
point but has finite vertical wdle for its mid-. 
5-45, (a) Show that the change in dope of the wave 
function over Borne mmaIl spatial interval hx ia given 
by -2m/frz(E - V)y brc, where E ia  the total energy 
and V is the potential energy. (b) Show that in that 
region of apace in which the wave function ia positive 
and (E - V)  > 0, the wave function m s  dawnward 
and (c) that for t h e  regiona in space in which 
( E  - V) c 0, the wave function c w e a  upward. 
(6) Show that, in general, the wave function curvea 
towad the x axia when the mmmponding b i d  
particle has a p i t i v s  kinetic energy and away from the 
x axia in those mgione which are c h i c a l l y  forbidden. 
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5-46. The wave functions of a particle in a one- 
dimensional box of width L and infinitely high walls are 
given by yr,  = A, sin (nnx/L). Impose the requirement 
that the total probability of the particle's being some- 
where between x = 0 and x = L is 100 percent, 

[ yrn2 dx = 1, to show that A. = (2/L)lI2. 

5-47. Show that the fractional difference in energy 
between two adjoining energy levels of a particle in a 
one-dimensional box is given by AEIE = (2n + l ) /n2 .  
Take the limit for large quantum number n to verify 
that the discrete energy levels in quantum physics 
approach the continuous distribution of energies in 
classical physics. 
5-48. Consider the Schrodinger equation for a mass m 
in simple harmonic motion, with a potential energy 
V = +kx? (a) Show that the wave function yr = e-ax2 

is a solution. (b) Show that the energy corresponding to 
this wave function is tho ,  where w is the corresponding 
classical angular frequency of oscillation, w = (k/m)lI2. 

5-49. The Schrodinger equation takes on a particular 
simple form when length and energy are measured in 
the so-called atomic units. The atomic unit of length is 
h2/4nZkme2, where k is the coulomb force constant 
(F = kQlQ2/r2), m is the electron's rest mass, and e is the 
electron's charge. The atomic unit of energy is 
2z2k2me4/h2. (As we shall see in Sec. 6-4, the atomic 
units of length and energy are, respectively, the radius 
of the first Bohr orbit of the hydrogen atom and the 
magnitude of the energy of a hydrogen atom in its lowest 
quantized state.) Show that, when length and energy 
are measured in atomic units, the time-independent 
one-dimensional Schriidinger equation becomes 
d2yr/dx2 + (E - V)yr = 0. 



The Structure of the 
Hydrogen Atom 

6-1 a-PARTICLE SCATTERING 

Our modern concept of the structure of an atom posits these essential 
features: a nucleus occupying a very small region of space, in which all 
the positive charge and practically all the atom's mass are concentrated, 
and negatively charged electrons, which surround the nucleus. Let us 
examine the evidence for this concept of atomic structure, first proposed 
by Ernest Rutherford in 1911. 

At the end of the nineteenth century it was known that the negative 
electric charge of the atom is carried by electrons, whose mass is but a 
small fraction of the total mass of the atom. Because atoms as a whole 
are ordinarily electrically neutral, it follows that, if we were to remove 
all an atom's electrons, then what would remain would contain all the 
positive electric charge and essentially all the mass. The question is, 
then, "How are the mass and positive charge distributed over the volume 
of the atom?" Atoms are known, from a variety of experiments, to have a 
"size" (diameter) of the order of 1 A, and because the positive charge 
and mass are confined to at least this small a region, it is impossible 
by any direct measurement to see and observe any details of the atomic 
structure. An indirect measurement must be resorted to. One of the 
most powerful methods of studying the distribution of matter or of 
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electric charge is the method of scattering, and it was by the a-particle- 
scattering experiments, suggested by Rutherford, that the existence of 
atomic nuclei was established. 

We can best grasp the strategy of the scattering method by consider- 
ing first a simple example of a scattering experiment. Suppose that we 
are confronted with a large black box, the mass of whose contents is 
known. We are not allowed to look inside to examine its internal struc- 
ture, but we are asked to determine how themass is distributed throughout 
the interior of the box. The box might, for instance, be filled completely 
with some material of relatively low density, such as wood, or it might be 
only partly filled with one of high density. How can we find out whether 
one of these two possibilities represents the actual distribution of 
material within the box? We can use a very simple expedient: Shoot 
bullets into the box and see what happens to them. If we find all the 
bullets emerging in the forward direction with reduced speeds, then we 
might infer that the box is filled with some such material as wood which 
deflects the bullets only slightly as they pass through. On the other hand, 
if we find a few bullets greatly deflected from their original paths, then 
we might assume that they had collided with small, hard, and massive 
objects dispersed throughout the box. It is possible then, by studying 
the distribution of #e scattered bullets, to learn much concerning the 
arrangement of material within the box. Note that it is not necessary 
to aim the bullets; the shots may be fired randomly over the front of the 
box. This is the essence of the particle-scattering experiments in 
atomic and nuclear physics. 

Rutherford suggested that the mass and positive charge of an atom 
are essentially a point charge and point mass, called the nucleus. He 
further suggested that his hypothesis could be tested by shooting high- 
speed, positively charged particles (the bullets) through a thin metallic 
foil (the black box), and then examining the distribution of the scattered 
particles. At the time of Rutherford's suggestion the only available and 
suitable charged particles were a particles, with energies of several 
million electron volts, from radioactive materials. Rutherford had 
shown earlier that an a particle is a doubly ionized helium atom; there- 
fore, it has a positive electric charge twice the magnitude of the electron 
charge and a mass several thousand times greater than the mass of an 
electron but considerably smaller than the mass of such a heavy atom as 
gold. To confirm Rutherford's nuclear hypothesis, H. Geiger and E. 
Marsden in 1913 scattered a particles from thin gold foils. 

The essentials of the scattering apparatus are shown in Fig. 6-1. 
A collimated beam of particles strikes a thin foil of scattering material, 
and a detector counts the number of particles scattered at some scattering 
angle 8 from the incident direction within an angle do. The experiment 
consists of measuring t h e  relative number of scattered particles at 
various scattering angles 8. In one of their experiments Geiger and 
Marsden used a particles having a kinetic energy of 7.68 MeV from a 
radioactive source (polonium); the particles struck a gold foil, whose 
thickness was 6.00 x lo-' cm. The rotatable detector consisted of a 
zinc sulfide screen, which was viewed through a microscope; the par- 
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FIG.6-1. Arrangsmenth~ 
$intpII n%ttwiing expefimenf: 

collmmtor, scstrerlng metwisl. 
end detector. 

ticlea ~triking the gcreen produced bright dashes, or scintillations, which 
could be obaenrad and counted for any angle 8. 

Consider the tehavior of the cr ~articlee a~ they traverse the interim 
ofthe scattering foil. W e  may diemiss as inconsequential any encountere 
an a particle may have with electrons within the material, b e c a w ,  
e k e  the mass of the particle is very much greater than that of an 
electron, the particle is eseentially undeflected in ~uch  mllisiom, and a 
negligible fraction of its energy ie transferred to any one electron. Thus, 
the a particles are appreciably deflected and scattered only by close 
encounters with the nuclei. The nucleus of a gold atom has a mms that 
ie coneiderably greater than (50 times) that of the a particle; therefore, 
in the collision it doea not recoil appreciably and may be aesmed to 
remain at rest. Since the a partides and the nuclei are both positively 
charged, they repel each other. Rutherford mumeti, not only that the 
nuclei were paint charges, but also that the only force acting between a 
nucleua and an ~r p h c l e  W a 8  the coulomb electrostatic force. Aa we 
know, that force variee inme ly  with the square of the distance between 
the chargea ; thwefore, although it ia-never zero (except for at infinite 
eeparation between the charges), the a particle is acted upon by a 
strong repulsive force only when it comes quite close to a nucleus-t 

h Fig. 6 2  are shown a number of pathe of a particles as they move 
though the interior of a mattwing foil. Moat of the particles pass 
through the materid with only a slight deviation &om their original 
course; the chances of a c1-e encounter with a nucleus, or scattering 
center, are fairly remote. On the other hand, tho* few a particlea which 
barely misa head-on colIisione are deflected at sizable and-. and those 
extremely rare oaea which make head-on caIlLions are deflected though 

t Since from the atandpint of quantum theory a beam of man-c particlea in in 
effect a beam of monochmmatic wavea (Sec. 6-2). the scatfming pmcass oomimb of the 
diffraction of incident WBQM by scatking centera. It i~ a remarkable fact that a thorough- 
going wavemechanical treatment of scattering by nn invemewuare force yielde precisely 
the same m u l t  a8 that yielded by the atridly clammica1 particle analysis. di-4 here. In 
cases d other types of force, however, the clm~ical and wave-mechanical r%sulta differ. 



FIG. 6-2. Scattering of u 
particles by the nuclei d 8 
matwiul (h number scat&& 
through sizable engfes is  greatly 
exaggerated). 

lW, that b, are brought tu re& momentarily and then returned along 
their path of incidence. 

Now let uer eoneider in somewhat greater detail the collision of a 
psitively charged particle (e.g., an a particle) with a heavy nudm 
(e.g., gold). The incident particle is mattered by an angle 19, as ehown in 
Fig. 6-3. It movee in a nearly straight line, until it comes fairly clom to  
the scattering center, which is the dot in the figure (the shading rsignifies 
a circular area about the nucleus, seen almost on edge); it is deflected 
and continuee in a nearly straight line, its path being that of a hyperbola. 
It would have pawed the nucleua at a distance b if there had been nQ 
force between them. Thia distance is called the impact parameter. 

We see h m  Fig. 6-3 that FIU incident particles headed in ~uch  a 
direction to strike at the circumference, or rim, of a circle drawn about 
the nucleus and having a radius b, will be deflected by an angle 8. 
Furthermore, any  particle^ so headed as to strike anywhere within the 
ahaded area nb2 will be deflected by an angIe greater than 8. A partide 
that makes a head-on collision ( b  = 0) ig, of come,  deflected 180". The 
target area rtbZ is called the cmss section a: 

FIG. 6-3. Sertlarhg of en R 
pemcle that epproeches a heavy 
nucleus with an impact 
p a r m t e r  b. 
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Thua, associated with every scattering center is rtn area m wch that an 
incident particle heading for it wiIl be scattered an angle 6 or greater. 

- - 1  When a particle is ddected an appreciable angle, the cross section is 
extraordinarily mall; that is, in large-angle scattering each nucleus 
presents a very small target to an incident particle. 

Let us now calculate the total target area preaentd by all the 
scattering centers within a foil of area A and thicknes~ b. We assume 
the foil to be so thin that the cross-eectional area presented by any one 
nucleus does not overlap that of any other nucleus; see Fig. 64,  the total 

6-4d raf@8t'mm area of which represents the area of the foil. If the total m a  is presented by tlie scattering 
thin foj{res~ding in very amall compared with the area of the foil, there is a very low prob- 

tbe scattering d incidant paflicfes ability that an incident particle will be perceptibly deflected by more than 
through an angle 19 or greater. one nucleus; that ia, if the foil is sufficiently thin and the crosa section a 

is small, "single scattering" rather than "multiple mattering" 'will 
occur. The totaI number of mattering centers per unit volume is n. 
The value of n may be computed from Avogadro'a number N,, the density 
p, and the atomic masa M,, of the acattering foil h m  n = NApjM, (see a 
aimilax computation in See. 5-2). If there are n nuclei per unit volume, 
then in a foil having a volume At there are dtogether nAt nuclei. The 
target area of scattering by at least as much as 0 is, then, a(nAt). 

We wish to calculate what fraction of the incident partidea will be 
scattered an angIe 8 or more, The incident beam cannot be aimed to 
strike any one nucleus in the foil, because the beam is spread over an 
area very large compared with that of o. Therefore, the probability h t  
any one incident particle will be defleded an angle greater than 0 is 
simply the ratio of the shaded target area onAt to the total m a  A of 
the foil. Of a large number of incident particles the fraction scattered is, 
then. given by unAtIA, ar 

where Ni is the number of particles incident on the foil and N, is 'the 
number of these incident particles scattered an angle 6 or more. The 
particle detector actually meaeures the number dN, of scatted parkiclee 
within the angle dB subtended by the detector at a scattering angle 8. 
The corresponding target area that wi l l  scatter particles into angles 
from B to B + dB is the differential crow aection du, which by (81) is 

This folIow~ as well h m  Fig. 66, where we see the differential rross 
eeetion of each nucIeus as a ring of radius 6, circumference 27rb, and 
width db. An incident particle heading t 4  the &add area now is 
scattered between 0 and B + dB. 

The number dN8 of particles sca t ted  between the anglee Band B + 
# is, then, by (6-2) b d  (6-31, 



FIG.6-5. Nuelesrmgotam 
iur the differential cross section. 

This equation is the hsia of all mattering experiments with thin foils. 
The numbers of incident and scattered particles .N, and dN* may be 
directly measured by experiment, and their ratio may be compared with 
that computed h m  this equation. To compute dRr/fitV,, one muet know 
how the impact parameter b is related to the angle of scattering 8. 

The relatian between b and B in the scattering of particles of cherge 
Q, and kinetic energy Ek by an infinitely massive point charge Q2 is 
pi- bYT 

where k = 1/4%, the canstant in coulomb" law, and where Q, = +2e 
and Q2 = +2k, the quantity Z being the charge of the nucleus in multi- 
ples of the electron charge e. Thi~ equation is derived h m  the Iaws of 
the comervation of energy, linea~ momentum, and angula~ momentum 
and by assuming the coulomb force t o  be a conservative, central, inverse- 
aquare force. 

EXAMPLZ &I. Let us apply the theory of the scattering of u partick to the 
mnditions of the Geiger and Marsden experiment, in which 7.68MeV a par- 
ticlea were am- by a 6M) x la-' cm gold foil. We = the following 
h o w n  vdua, choosing 0 to be 90": 

t See Weidnew and Sells, Elemen- Chmiwl Phyeiee, 2nd ed.. Sec. 22g. 
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B = 9O0 k = 8.99 x lo9 N-m2/C2 
t = 6.00 x lo-' m P = 1.93 x l0* kg/m3 
Ek = 7.68 MeV w = 197.2 
2 = 79 NA = 6.02 x atomelkg mol 
e = 1.60 x 10-l9 C 

Equations (6-5), (&I), and (6-2) then yield, respectively, 

Under the conditions of this experiment any incident particle that originally 
moves so as to miss a head-on collision with a nucleus by no more than 
1.48 x 10-l4 m will be deflected by at least 90". Notice that this impact 
parameter is much less than the dietan- between gold nuclei, approximately 
3 x 10-lo m, which is also the s h  of a gold atom. The cross section, or target 
area, for the scattering of a particles through an angle greater than 90" is 
6.88 x m2, a very small area. Finally, we see that NJN, is 2.43 x 10- s: 
According to theory, in the stated conditions, slightly more than 2 out of 
every 100,000 incident a particles will be deflected 90" or more. The assumption 
that the shaded area of Fig. 5-4 is much less than the total area of the foil is 
amply justified, and therefore only single scattering is important in the case 
of such a large scattering angle. If the computation is repeated for 0 = lo, one 
finds N,/Nt = 0.320; that is, 32.0 percent of the incident particles are expected 
to be scattered lo or more. 

From (6-5) we have 

The minus sign implies that the scattering angle 8 increases as  the 
impact parameter b decreases; we shall not, however, use it hereafter. 
Putting the relations for b and d b  into (6-4), we have 

nnt kQlQ2 COB (812) dB = - - 
4 ( Ek ) sin3 (812) 

By using the trigonometric identity sin 8 = 2 sin (812) cos (8/2), we may 
rewrite this relation: 

dNs = p kQ1 Q2 (2n sin 8 do) 
6 (7) sin4 (812) (6-6) 

Now, the quantity 2n sin 8 dB gives, as  Fig. 6-6 shows, the entire solid 
angle dSZ subtended by the incremental scattering angle do. The scat- 
tering detector, rotated a t  a fixed distance about the scattering foil, 
always subtends a solid angle proportional to dSZ; that is, the factor 
dSZ = 2n sin 8 dB does not change as the detector is rotated, to count 
particles scattered a t  various scattering angles 8. From (6-6) i t  follows, 
then, that 
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FIG. 6-6. The solid sngk dil 
sublendad R the scattering en#& 
0 by the incmrnental angle dB. 
By definition. ddfl/4n is the 
shaded ere8 divided by the entire 
area of spherical surface. tha 
shaded area being equal to 
2n(r sin 8)(r dB). Then dR/4r = 
(2xr2 sin 8 d8)/4nr2: therefore 
d n  = 2ss in  Bdt?. 

For a-particle ~ c a t t d n g ~  Qi = % and Q, = Ze, and thia equation 
becomes 

Since the number of mattered particles varies inverdy aa sin4 (B/2), the 
number dN, fdIa  off drastically as 0 increases. For example, for every 
million partidea observed at 0 = 110" there are only 232 deflected at 
0 = 90' and a mere 68 deflected at 19 = 180". 

On the as~umption of nuclear point charges moat of the incident 
particles should be deflected only slightly and a small but significant 
number deflected at large angleat. If we had chosen an entirely different 
model, one in which the positive charge of the atom was assumed to be 
uniformly spread wer a substantial region of the atom's vdurne, the 
probability of scattering through large angles with a thin foil would have 
been zero. Such a model was proposed by J. J. Thomaon, but scattering 
experiments showed it to be incorrect. The nuclear hypothesis of 
Rutherford was confirmed by the expmhentrr of Geiger and Marsden in 
that the m w u d  distribution of the scattered ar particIee was in agree- 
ment withthe distribution predicted on the aseumption of mattering under 
a coulomb force by point charges, i.e., a scattering that is proportional 
to I/[eind ( B / Z ) ] .  They confirmed the Rutherford theory for a variety of 
m-Wicle energies, foil materiala, and foil thickne~ee. 
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Scattering experiments show, however, that Coulomb's law does not 
hold when the charged particles, the nucleus and the a particle, are 
separated by distances somewhat less than 10-l4 m. Discrepancies 
between Coulomb-scattering theory and experiment are found when one 
compares the observed and predicted numbers of high-energy a particles 
that are scattered at very large angles: The a particles may come closer 
than 10-l4 m from the nucleus. Thus, for distances of this order or 
smaller the force between the nucleus and an a particle is not given 
merely by Coulomb's law, and a distinctive, additional force, called the 
nuclear force, must be assumed to act between the particles. These 
deviations from the coulomb force are crucial in our considerations of 
nuclear physics; a t  the moment we shall be content to note that the mass 
and the positive electric charge in any atom are located within a region 
no larger than 10-l4 m. It is certainly proper to assume that in a typical 
atom, having a size of approximately lo-'' m, the electrons are subject 
to a strictly electrostatic coulomb force of attraction originating from a 
point charge, the nucleus. 

6-2 THE CLASSICAL PLANETARY MODEL 

That the nucleus is the center of positive charge and mass in the 
atom and that the force between charged particles a t  atomic dimensions 
is the coulumb electrostatic force may be used as the basis of a very 
simple, classical model of atomic structure. Let us consider the structure 
of hydrogen, the simplest of all atoms, in terms of this classical model. 
Ordinary hydrogen consists of a nucleus having a single positive charge 
(a proton) and one electron. The proton, which is 1,836 times more mas- 
sive than the electron, attracts the electron with a coulomb electro- 
static force that varies inversely as the square of the distance between 
them (the gravitational force between the particles is loJ9 times smaller 
than the electric force and may therefore be neglected). The situation 
is similar to that of our solar system: The sun's mass greatly exceeds 
that of a planet, and the planet and sun attract one another by an inverse- 
square gravitational force. For the planet to be bound to the sun, it 
must move in an elliptical or circular path about it. The atomic planetary 
model assumes that an atom is like a miniature solar system, in which the 
nucleus replaces the sun, an electron replaces a planet, and the coulomb 
force replaces the gravitational force. The model is strictly classical; no 
wave aspects are ascribed to the electron, and all quantum effects are 
excluded. It is assumed, for simplicity, that the electron moves in a 
circular orbit about the hydrogen nucleus, the nucleus remaining at 
rest. 

We shall compute the energy of the hydrogen atom and the frequency 
of the orbital motion. The total mechanical energy E of the system (ex- 
cluding the rest energies of the electron and proton) is the sum of the 
electron's kinetic energy Ek and the electric potential energy E, between 
the electron and proton. An electron with mass m is assumed to move at 
a speed v (nonrelativistic) in a circle of radius r; the electron and proton 
each carry ah electric charge of magnitude e. Therefore, 
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where k = 1/4neo = 8.99 x lo9 N-mZ/CZ. The inward radial force main- 
taining the electron in its circular orbit is supplied by the electric force 
due to the nucleus. Thus, 

F = ma 

We see from (6-8) and (6-9) that, when an orbit is circular, the kinetic 
energy is one-half the magnitude of the potential energy. Putting (6-9) in 
(6-8) gives 

1 ke2 ke2 E = - - - -  
2 r r 

This equation shows that the total energy of the system is negative. As 
the radius of the electron orbit increases, E approaches zero; this means 
that the electron is most tightly bound to the nucleus when it moves in a 
small, circular orbit and that the electron is free of the binding to the 
nucleus only when it is separated from it by an infinite distance. When E 
is negative, the electron and proton form a bound system. 

It is known that a hydrogen atom has a diameter of approximately 
1 A and that the electron in hydrogen is bound to the nucleus with an 
energy of 13.6 eV. Putting E = -13.6 eV in (6-10) gives r = 0.53 A; 
thus far the hydrogen planetary model shows agreement with exper- 
imental facts. 

Let us now consider electromagnetic radiation from a classical 
planetary hydrogen atom. Classically, electromagnetic waves are 
produced by an accelerated electric charge, and the frequency of the 
wave is precisely the frequency of oscillation of this charge.7 The elec- 
tron in a planetary hydrogen atom is continuously accelerated in that it 
moves in a circular path; therefore, the atom radiates continuously. 
The frequency of the radiation, moreover, is expected to be equal to the 
frequency f of the electron's orbital motion. The orbital frequency is 
given by 

where o is the orbital angular speed of the electron. Equation (6-9) may 
be written in the form 

t See Weidner and Sells, Ekmentary Classical Physics, 2nd ed., Sec. 35-7. 
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I£ one puts r - 0.6 A in ME equation, the orbital £tequency f ie  found to 
be 7 x lOI5 Hz; at tthia radius the frequency of radiation should lie in 
the ultraviolet region of the electromagnetic -rum. Now, if the atom 
radiatm, its t om energy E must decrease and become even more nega- 
tive. We aee from (6-10) that, d the total energy E decreases;, the orbital 
radius r must also decrease and, h r n  (6-Is), that f increaaes aa r d-es. 
In short, when energy is radiated, E decreases, r decreases, the orbital 
fkequency f increaaes and, hence, the radiated hquency continuously 
increaaes. 

The c lawid  planetary theory, then, predict8 that the electron, 
gtarting &om some initial orbit, will spiral inward toward the nucleus, 
the atom will radiate a continuous spectrum, and the frequency will 
increase aa the electron'@ radius decreases; eee Fig. 67. Calculations 
ghow that the electron in this classical model reaches the nucleua and 
combines with it in leas than lo-' a, The atom collapses! The clawical 
planetary atomic model ia dearly untenable on two important counts: It 
 predict^ that atom are -table, and ita predicts a continuow radiation 
spectrum. Thia i~ completely in disagreement with the experimenhl 
facts: A b m ~  am stable, and atom radiate discrek ~pectra of frequencies, 
as we a h d  see in the next aection. 

6-3 THE HYDROGEN SPECTRUM 

W e  have aeen that the strictly clasaieal planetary model leads ta the 
expectation that a continuous range of electromagnetic radiation will 
be emitted from hydrogen atoms and that the atom will collapee. Becauae 
the observed radiation from hydrogen in not continuous, and because 
hydrogen atoms are  table, the m d e l  is fundamentally defective; a 
correct mode1 must be able to account in detail for the obnerved spectra 

FIG. 6-7. Ciassicnl colfepse of 
en #tom due to continucrus 

mdiation by tha orbiting electron: 
Jal radius decreases: 161 c ! ~ s s ~ c # /  
0 -, 

intensity dfsuibutioh i f  elecvo- 
magnetic rsdietion es s function l a  f 

uF frequency. 

Ultraviolet 

( h )  



and the stability. Before we diwuaa the model that adequately dewxibee 
the ~tructure of hydrogen atoms, the natural starting point for any 
theoretical description of atomic structure, let ua set d m  the known 
fa& concerning the hydrogen spectrum, 

In order te o b m e  the spectrum of isolated hydrogen atom, it is 
necessary to use gaseous atomic hydrogen, becauee in it the atoms are ao 
far apart that each one behaves as an isolatd syetem (molecular 
hydrogen Hz and salid hydrogen radiate spectra that reflect some 
aspeck9 of hydrogen atom bound tagether). 

The vi~ible spectrum emitted by hydrogen may be atudid  with a 
spectrometer of the type shown schematically in Fig. 8.8, which is a 
prism epectrometer; a dihction grating may be wed inatead of a priem 
for dispersing the radiation. The hydrogen gas is excited by an electrical 
discharge or by extreme heatfig-and emits radiation. Some of this 
radiation paeses through a narrow slit S and is dispersed by a prism or 
grating. The radiati'on, now separated into ita various h-equency com- 
ponents, falls on a screen or-photographic plate, making it possible to 
measure the hquencies and interhities of the emission s p t r u m .  

Any instrument that dinpersee and meamre8 the various wavelengths 
of a beam of electromagnetic radiation is called a spectronseter. An 
instrument that disperses the light and photograph the ~pectrum is 
known as a spectrograph ; one that makes the spectrum visible directly to 
the eye is called a spectmscope. Spectrometers are designed for the Btudy 
of each of the several regions of the electromagnetic spectrum, such as 
radidequency, x-rays, and y rays. That branch of physics which deals 
with the study of electromagnetic radiation emitted or ahorbed by 
substances is called spectroscopy. Spectroscopy is a very powerfd 
metbod of inquiry into atomic, molecular, and nuclear structure; it is 
characterhd by very great precision (frequeneiea or wavelengths are 
easily measured to 1 part in 10 million) and very high sensitivity (emia- 
sion or absorption from rramplea ae small as fractions of a microgram can 
be ohrved). 

The gpectrum from atomic hydrogen given by a prism or diffraction- 
grating spectrometer ~0mit.a of a number of eharp, discrete, bright lines 

FIG. 6-8, Sth& diagram & 
8 pnkm $peciramstsr. 
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on a black background, the lines being images of the dit. In fact, the 
spectra of all chemical elements in monoatomic gaaeous farm are com- 
posed of such bright lines, each spectrum being characteristic of the 

- - - - particular element. The spectrum is known as a line spectrum. The - - - - - - - - emissbn spectrum from atomic hydrogen, then, is a bright line spectrum - - ' 6  characteristic of hydrogen. Since each chemical element has its own 
HT characteristic line spectrum, spectmscopy is a particularly sensitive 

method of identifying the elemente. 
The line spectrum from atomic hydrogen in the visible region is 

ahown in Fig. 6-9. The lines are labeled H,, Hb, etc., in the order of 
increasing frequency and decreasing wavelength. Ordinarily the H, 
line is much more intense than the Hp, which is in turn more intense than 
the H,, and ao on. The spacings between adjacent lines become smaller as 
the frequency increases and the discrete lines approach a series limit, 
above which there appears a weak continuous spectrum. This p u p  of 
hydrogen lines, which appears in the visible region of the electromagnetic 
~pectrum, is known as the Balmer series. because in 1885 J. J. BaEmer 
arrived at a simple empirical formula, called the Bdmer farmula, from 
which all the observed wavelengths in the group muld be carnputed. 
This formula, giving. the wavelength 1 for a11 spectral Iines in this series. 
may be written 

where R = 1.0967758 x lo7rn" = 1.0968 x 10-'A-' 

and n is an inte~er havinrr the values 3. 4.5.. . . . ., . . . 
FIG. 6-9. Frequency distribu- 

tian of fadietion from atomic Putting n = 3 in thys famtda gives 1. - 6564.7 A, the H, line; 
hvdrotren in the vi~jble reaim. sbdarlyI putting n = 4 gives = 4862.7 A, the H, line. The wavelenfih 

fhjs pakcular g*oup of s ~ i c f m l  of the series lir& ie given by the Balmer forrnia when n = a, fhe 
lines is the Balrner series. constant R is known as the Rydberg constant; its value is choaen by trial 

to ~ i v e  the best fit for the measured waveIenRths. In atomic spectroscopy 
spectral lines typically are specified by their wavelengths Ather than 
their frequencies, because it  is the wavelength that is measured. 

Beside the Balmer seriea in the visible region, hydrogen radiates a 
series of lines in the ultraviolet region and several series of lines in the 
infrared. Each series may be represented by a fomula similar to the 
Balmer equation. In fact, one general formula may be written, from 
which a11 the spectral lines of hydrogen can be computed. It is known as 
the Rydberg equation and is written 

where n, = 1 and n, = 2,3.4,. . . Lyman seriea, dtraviolet region 
n, = 2 and n, = 3, 4,5,. . . Baime~ series, vigible region 
n, = 3 and nu = 4, 5,  6,. . . Pmcheaen series, infrared region 

and so on, to further aeriee lying in the far infrared. The value of the 
Rydberg conatant in thia equation is precisely the same as its value in 
(614); in fact, (615) becomes (6-14) when n, is set equal to 2. The choice 



of u ("upper") and 1 ("lower") as gubacripts for the integers in the 
Rydberg formula will become obviou~ in Sec. W. The several series of 
hydrogen lines are named after their discoverers. Although the Rydberg 
formula is remarkably succeesful in summarizing the wavelengths 
radiated by atomic hydrogen, it muat be recognized that it is merely an 
empirical relation, which in ikself supplies no information about the 
structure of hydrogen. On the other hand, a truly successful theory of the 
hydrogen atom must be capable of predicting the spectral linee; that is, it 
must be able to yield the Rydberg formula as a resuIt. 

W e  have been concerned with the spectrum given by hydrogen when 
it is excited by an eIectrica1 discharge or by extreme heating. Atomic 
hydrogen at room temperature does not, by itself, emit appreciable 
electromagnetic radiation, but at room temperature it can selectively 
absorb electromagnetic radiation, giving an a bsorptwn spectrum. The 
absorption spectrum of atomic hydrogen is observed when a beam of 
white light (all Srequencies present) is paesed through atomic hydrogen 
gas and the spectrum of the transmitted light is examined in a epectro- 
meter. What is found is a series of dark lines superimposed on the spec- 
trum of white light; thia is known as a dark-line spectrum. The gas is 
transparent to waves of all frequencies except those corresponding to the 
dark lines, for which it is opaque; that is, the atom absorb only waves of 
certain discrete, sharp frequencies from the continuum of waves pasaing 
through the gaa. The absorbed energy is very quickly radiated by the 
excited atoms, but in all directions, not just in the incident direction. 
The dark lines in the absorption spectrum of hydrogen occur at precisely 
the same frequenciea as do the bright linea in the emitlsion spectrum, &a 
shown schematically in Fig. 610, where the intensity is plotted as a 
function of frequency. Hydrogen is a radiator of electromagnetic radia- 
tion only at the specific frequencies or wavelengths given by the Rydberg 
formula; it is an absorber of radiation only at the same frequencies. 

What we have discussed concerning the emission and absorption 
~ e c t r a  of atomic hydrogen holds equally well for the line spectra of a11 
elements. A characteristic set of frequencies is emitted when the atoms 
radiate energy; the same set of frequencies is absorbed by the atom when 
a continuous frequency band of electromagnetic radiation is aent through 
the gas. 

- 

FIG.6-fO. Vsriationofinren&y 
with frequency in emission and 
~ b m p t i a n  spectrn of hydrogen. 
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6-4 THE BOHR THEORY OF ATOMIC STRUCTURE 

The planetary model of the hydrogen atom developed in Sec. 6-2 is a 
classical one in that it treats the electron strictly as a particle and the 
electromagnetic radiation strictly as continuous waves. It fails in that it 
does not include the-quantum effects, the wave properties of the electron 
and the particle properties of the radiation. Any successful model must 
take these quantum effects into account. 

The first quantum theory of the hydrogen atom was developed in 
1913 by Niels Bohr, a student of Rutherford. The photon nature of 
electromagnetic radiation had-been established, but the wave aspects of 
material particles were not to be recognized until 1924. Nevertheless, in 
our treatment of the Bohr atom we shall take advantage of the now well- 
established wave nature of particles. We shall see shortly that doing so 
is equivalent to Bohr's original procedure, although that did not 
explicitly involve the electron's wave nature. 

The Bohr model of the atom was the first step toward a thorough- 
going wave-mechanical treatment of atomic structure; it should be 
realized at the start, however, that the Bohr theory has limit applicability. 
Even so, it retains enough classical features for the atomic structure to 
be readily visualized in terms of a particle model, and it introduces 
enough quantum features to give a fairly accurate description of the 
atomic spectrum of hydrogen. Bohr's theory is, therefore, transitional 
between classical mechanics and the wave mechanics developed during 
the 1920s. A strictly wave-mechanical treatment of the hydrogen atom, 
in which the Schrodinger equation is used, is given in Sec. 6-7. 

Bohr's theory of the hydrogen atom is based on three basic postulates 
that contain the essential quantum aspects. Rather than list the postu- 
lates now, we shall show that the Bohr theory may be developed in a 
quite natural way from the fundamental quantum effects discussed in 
Chaps. 4 and 5. 

The postulates will then appear as necessary consequences of the 
wave nature of particles and the photon nature of radiation. At the end 
of this section we shall list them explicitly. 

Like the strictly classical model of the hydrogen atom, the Bohr 
theory assumes the proton to be at rest and the electron to move in a 
circular orbit about it. The force maintaining the electron in its orbit 
is the attractive electrostatic coulomb force between the electron and 
the proton. Thus, Eq. (6-9), mu2 = k2/ r ,  applies, and the total energy 
of the atom is again given by (&lo), E = -k2/2r. So far, nothing new. 

We can see how the wave aspect of the electron may be incorporated 
into the theory by first recalling an analogous situation involving 
transverse waves on a wire. If the wire is fixed at both ends, only certain 
wavelengths will lead to resonant oscillations, those at which the 
length of the wire is an integral multiple of one half-wavelength; in such 
allowed states standing waves exist. The wire, when in an allowed 
state, can in principle oscillate with a constant energy for an indefinite 
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Pnr = Fh 

period of time. Now let us imagine that the wire is bent into a closed, 
circular Imp. If transverse waves are to be propagated around the 
loop, then the wave will destructively interfere with itself, unless it 
joine s m t h l y  onto itself. Therefore, in a closed, circular loop standing, 
resonant waves exist only if an integral number of whok wavelengths 
can be fitted around the circumference. 

Let us apply similar conditions to the eleetmn orbits in hydxogen. 
We have seen that a wave nature muat be attributed to a material particle, 
the wavelength being given by 3. = hlmv [Eq. (5-311. Thus, we may regard 
the electron as a wave that is propagated in a circular orbit; stationary 
waves in the orbit can exist only when the circumference 2nr is an 
integml multiple of the electron's wavelength; see Fig. 6-11. In the 
stationary states the energy of the atom is taken as constant, d ~ i t e  
classical radiation theory. Thus, the atom dms not radiate electromug- 
netic waves while in any stationary state. The "stationary orbite," those 
for which there is no radiation, satisfy the relation 

FIG.6-11. Sbtionarywevasin 
an electron orbit in this example 
the circumIerence of the orbit is 
six wavelengths. 

where n is equal to 1,2, 3,.  . . and is called the prirscipul quantum 
number. Of course, if the orbital radius is restricted to certain permitted 
values, then the energy E of the atom is also restrict4 to certain discrete 
values by this equation. Simply by taking into account the wave prop- 
erties of the electron, we have been able to  bring stability to an atomic 
model. 
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When we replace the wavelength I with hlmv in (6-16), we have 

h 
mvr = n - = nh 

2n 

The symbol h, Planck's constant divided by 2n, is introduced for con- 
venience. The left-hand side of this equation is just the angular mo- 
mentum mvr of the electron in its orbital motion relative to the nucleus. 
The description of stationary states may, then, be put in a different way: 
Stationary states, or stationary orbits, of an atom are those for which 
the orbital angular momentum of the atom is h, 2h, 315,. . . . 

The atom has a constant, precisely defined energy in any one of the 
permitted stationary states. Let us calculate the allowed energies En, 
the allowed orbital radii rn, and the speeds vn . . . ; these quantities are 
identified by the subscript n because the respective values will depend 
on the quantum number n. Equations (6-9) and (6-17) can be solved 
simultaneously for r and v. Solving (6-17) for the tangential speed of the 
electron, we have 

and using this in (6-9), we have 

where again n = 1, 2, 3, . . . . The smallest allowed radius, the so-called 
radius of the first Bohr orbit, is given by 

in which the values of the known atomic constants have been used. The 
Bohr model predicts, then, that the size of the hydrogen atom with the 
smallest stationary orbit is of the order of 1 A, in good agreement with 
experimental determinations. We may express all the allowed radii in a 
simpler form by putting (6-20) in (6-19): 

The radii of the stationary orbits are, therefore, r , ,  4r,, 9r1, .  . . . 
The orbital speed of the electron in the stationary states can be 

found immediately from (6-18) where we now replace rn with n2r, : 
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This equation may be written 

where vl = h/mrl = ke2/h. The permitted orbital speeds are v,, v1/2, 
V1/3,. . . , the electron having a maximum speed v, in the first Bohr orbit. 
The ratio of this speed to the speed of light, vl/c, is represented by the 
symbol a. From (6-22) we have 

Inserting the known values of the constants in the right-hand side of 
this equation shows that a = 1/137.0388. Thus, the electron in the first 
Bohr orbit moves at &the speed of light. The quantity a, which appears 
frequently in the theory of atomic structure, is known as the fine- 
structure c0nstant.t To treat the Bohr hydrogen atom as a nonrelativistic 
problem is not unreasonable, but because of the very high precision of 
wavelength measurements in spectroscopy, relativistic effects can be 
observed and so must be included in a more complete theory. 

The allowed values of the total energy (excluding the rest energies 
of the proton and electron) of the hydrogen atom can now be determined 
easily from (6-10) and (6-21): 

If we represent the quantity ke2/2r, by Ex, then this equation becomes 

Thus, the only possible energies of the bound electron-proton system 
constituting the hydrogen atom are -Ex, - Ex/4, - Ex/9, . . . . The per- 
mitted energies are discrete, and therefore the energy is quantized. The 
lowest energy (that is, the most negative energy) belongs to the state in 
which the principal quantum number n equals 1, called the ground state. 
In the ground state the energy is El = -Ex, and its value computed 
from (6-25) and (6-20) is 

Figure 6-12 shows an energy-level diagram of a hydrogen atom. We 
note from (6-26) that for bound states E is less than zero, and only 
discrete energies are allowed. As n approaches infinity, the energy 

The fine-structure constant plays a crucial role in quantum electrodynamics, because it 
gives a relationship involving the fundamental constants of electromagnetism (k and e), 
of the quantum theory (fi), and of relativity (c). 
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difference between adjacent energy levels approaches zero. When n 
equala infinity, E, equals zero, and the hydrogen atom may be dissociated 
into an electron and proton, wparated by an infinite distance and both 
at rest. In this condition the atom is said to be ionized, and the energy 
that must be added to it when it ia in its lowest, or ground, state (la = 1) 
to bring its energy up to En = 0 is just El, the so-called ionization energy. 
The value predicted by the Bohr theory, E, = 13.58 eV. is in complete 
agreement with the value obtained by experiment. When the total 
energy is positive, and the electron and proton are unbound, no longer 
constituting an atom, the electron does not move in a cI08ed orbit. The 
electron's waveIength, then, is not restricted to the fitting of an integral 
number of waves around the path; hence the total energy is not restricted. 
All possible positive energies are aIlowed, and there i~ a continuum of 
energy levels for E > 0. 

It is interesting ta compare Fig. 612, the energy-level diagram of a 
*-particle system according to the quantum theory, with Fig. 4-lc, 
the energy-level diagram of a tw*particle system according to the 
classical theory. Whereas there ia a continuum of energies for bath the 
bound and unbound system in the cIassical theory, the quantum theory 
requires quantized states (e.g., energy, angular momentum) for a bound 
ayatem. 

Each of the permitted, or quantized, energiea of Fig. 612 corresponds 
to a stationary state in which the atom can exist without Mating. All 
the stationary states above the gmund state, n = 2,3,4,. . . , are called 
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excited states, because an atom in one of them tends to make a transition 
to some lower stationary state. In the downward transition the electron 
may be imagined to jump suddenly from one orbit to a smaller orbit. 
When an atom is in some excited state and has an energy En, the amount 
by which this energy exceeds that of the ground state is called the 
excitation energy. We use the term binding energy to denote the energy 
that must be added to an atom in any state to free the bound particles 
and thereby make En = 0. 

Consider an atom, initially in an upper, excited, state and having an 
energy E,, which makes a transition to a lower state El. When the 
transition occurs, the atom loses an amount of energy E, - El. Bohr 
assumed that in such a transition a single photon having an energy hv 
is created and emitted by the atom. By the conservation of energy, 

We see here that the Bohr theory incorporates the particle nature of 
electromagnetic radiation by assuming that a single photon is created 
whenever the atom makes a transition to a lower energy. It gives no 
details of the electron's quantum jump or of the photon's creation. The 
situation is like that we encountered in photon-electron interactions 
(photoelectric effect, Compton effect, etc.) in that we did not concern 
ourselves with the details of the interactions but merely applied the 
.conservation laws to the states before and after the interaction. 

Let us compute the frequencies and wavelengths of the photons that 
can, according to the Bohr model, be radiated by a hydrogen atom. 
Using (6-29) and (6-26), we have 

where nu and n, are the quantum numbers for the upper and lower energy 
states, respectively. The wavelengths 1 = c/v of emitted photons may 
then be expressed as 

This equation is of precisely the same mathematical form as the em- 
pirically derived Rydberg formula: 

By comparing these two equations for 1/12, we can evaluate the Rydberg 
constant R from known atomic constants and compare it with the 
experimentally determined value 1.0968 x A-l for hydrogen. 

To arrive at the last term of this equation, we have used E, = kez/2r,, 
(6-25), and r1 = hz/kmez, (6-20). Setting the known values of the physical 
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constants in this equation, we compute the value of R and find it to be 
1.0974 x A-', in close agreement with the experimental spectro- 
scopic value. Thus, the Rydberg formula, which summarizes the emission 
and absorption spectrum of hydrogen, follows as a necessary consequence 
of the Bohr atomic model. 

Finite Nuclear Masses and Hydrogenic Atoms. It has been assumed up to 
this point that the nuclear mass is effectively infinite and that the nuclear 
charge has the magnitude e. It is a simple matter to extend the Bohr theory 
to include (1) finite nuclear masses and (2) hydrogenic atoms, or atoms in 
which a single electron moves about a nucleus of charge + Ze. 
1. In an isolated atom both the electron of mass m and nucleus of mass M are 

in motion with respect to the atom's center of mass, which remains at 
rest. To take into account the motion of the nucleus, we may merely 
replace the electron's mass m, wherever it appears in a relation, with the 
so-called reduced mass, a = m/( l  + m / M ) ;  see Prob. 6-39. Thus, the 
Rydberg constant for an atom with nuclear mass M becomes, from (6-32). 
RM = R , / u  + m/M) ,  where R ,  represents the Rydberg constant in (6-32). 
For example, for hydrogen 'H, with a single proton as nucleus and with a 
nuclear mass of p = 1.00728 u it is RM = 1.09678 x A-', with 
corresponding changes in the wavelengths in the emitted and absorbed 
radiation. On the other hand, for deuterium, 2H, or heavy hydrogen, whose 
nucleus of mass a = 2.01356 u consists of a proton and neutron bound 
together, the Rydberg constant is RM = 1.09707 x A-'. Although 
small, the differences in wavelength can be measured. For example, for 
'H the Ha line is 6562.80 A; for zH it is 6561.01 A. Indeed, deuterium was 
first discovered, in 1932, through the observation of closely spaced pairs 
of hydrogen spectral lines. 

2. A hydrogenic atom has a single electron bound to a nucleus whose charge 
is + 2%. Here Z represents the atomic number, or the number of protons 
in the nucleus. For example, doubly ionized lithium, Li+ +, with Z = 3, is a 
hydrogenic atom. To find the energies, frequencies, and emitted wave- 
lengths of hydrogenic atoms, one merely replaces the quantity eZ, wherever 
it appears in a relation given by the Bohr theory, with Zez. 

The observed spectral lines of hydrogen can now be interpreted in 
terms of the energy-level diagram Fig. 6-13. The vertical lines represent 
transitions between stationary states; the lengths of these lines are 
proportional to the respective photon energies and, therefore, to the 
frequencies. The lines of the Lyman series correspond to those photons 
produced when hydrogen atoms in any of the excited states in which 
nu = 2, 3, 4, 5, . . . undergo transitions to the ground state, in which 
n, = 1. Transitions from the unbound states (E > 0) to the ground state 
account for the observed continuous spectrum lying beyond the series 
limit. We account in a similar way for the Balmer series, which is pro- 
duced by transitions from the excited states in which nu = 3,4,  5,. . . to 
the first excited state, in which n, = 2. Still further emission series 
involve downward transitions to n, = 3, n, = 4, etc., these series falling 
progressively toward longer wavelengths. 

We have examined the emission from a single hydrogen atom. The 
atom can exist in only one of its quantized energy states a t  any one time, 
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and when it makes a transition from one state to a lower state, it emits a 
sing& photon. When the entire emission m t r u m  from an excited 
hydrogen gas, a collection of a very Iarge number of hydrogen atoms, is 
observed in a specmope,  we see the simultaneous emission of many 
photons pmduced by downwand transitions from each of the excitd 
states. Therefore, to observe the entire emission spedrum, we must 
have a very large number of hydrogen atoms in each of the excited states, 
making downward traneitions to a11 lower states. 

Now we ale0 have a basin for understanding the characteri~tice of 
absorption ~pectra. As shown in Fig. 6-10, an absorption spectrum shows 
dark linee on a white background with the same wavelengths as the 
bright lines on the black background of the corresponding emission 
spectrum. When white light, consisting of photons having dl possibIe 
frequencies, or energim, passes through a gas, those particular photons 
having energiee equal to the energy difference between stationary states 
can be ~emovedfrom the beam. They are annihilated, thereby giving their 
radiant electromagnetic energy to the internal excitation energy of the 
atoms. The same set of quantized energy levels participates in both 
emission and absorption; for this reason the frequencies of the emission 
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and absorption lines are identical. (Because atoms remain in an excited 
state for only a very short time, the Lyman series is the only one observed 
in absorption.) 

We have used the fundamental postulates of the Bohr theory impli- 
citly in developing a model of the hydrogen atom. It is useful, however, 
to isolate them, since they are retained in their essential forms in more 
complete wave-mechanical treatments of atomic structure: 

1. A bound atomic system can exist without radiating only in certain 
discrete stationary states. 

2. The stationary states are those in which the orbital angular momentum, 
mvr, of the atom is an integral multiple of h, Plunk's constant divided 
by 2n. (This quantization of angular momentum is a natural conse- 
quence of the wave properties of the electron confined to a semiclassical 
circular orbit.) 

3. When an  atom undergoes a transition from an  upper energy state Eu 
to a lower energy state El, a photon of energy hv is emitted, the con- 
servation of energy requiring that hv  be equal to E, - El;  i f  aphoton is 
absorbed, the atom will make a transition from the lower to the higher 
energy state, according to the same relation. 

6-5 THE HYDROGEN ATOM AND THE CORRESPONDENCE 
PRINCIPLE 

According to the quantum theory, the frequency of the photon 
emitted or absorbed in a transition is determined solely by the difference 
in energy between the two participating stationary states, 

We recall that in the classical planetary model of the hydrogen atom 
it was assumed, following classical electromagnetism, that the frequency 
of the electromagnetic waves generated by the accelerated electric 
charge is precisely the frequency of motion of the electron about the 
nucleus : - 

Equations (6-33) and (6-34) were derived from different assumptions, and 
we see clearly that the two predicted frequencies are quite dissimilar. 
The quantum theory is, of course, the correct theory; it not only explains 
short-wavelength visible radiation from atomic systems but also describes 
correctly long-wavelength radiation, such as radio waves. The classical 
electromagnetic theory fails to explain atomic spectra; on the other 
hand, it agrees with experiments performed with long-wavelength 
radio waves, in which it is found that the frequency of the radiation is, 
in fact, equal to the frequency of the oscillation of the electric charges. 
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The general correspondence principle (Sec. 1-5) requires that the 
quantum theory, the more general theory, yield the same results as 
the more restricted, classical theory in those circumstances in which the 
classical theory suffices. Therefore, for atomic radiation the frequencies 
v of the emitted photons must approach the orbital frequencies f when, 
and only when, the hydrogen atom can regarded as approximating the 
conditions in which the classical theory applies. We wish to show, then, 
that v = f i n  the correspondence limit. 

It is easy to show that the Bohr atom approaches classical conditions 
as the principal quantum number n becomes a very large integer and 
small quantum jumps are involved. As n becomes large, the discrete 
energy levels crowd more closely together, approaching the continuum 
characteristic of the classical bound system (see Fig. 6-12). When n is 
large, the photons emitted in transitions between adjacent energy levels 
are of very long wavelength. Furthermore, as n increases, the radii of 
the stationary orbits become large, and the hydrogen atom approaches 
a macroscopic system, for which classical physics is adequate. 

Let us compute the frequency of a photon emitted in the transition 
between the adjacent states nu = n and n, = n - 1, when n >> 1. 
Rewriting (6-33), we have 

But nu - n, = 1, nu + n, % 2n, and n,2n,2 z n4. Therefore this equation 
becomes, for large n, 

We wish to show that this quantum frequency v equals the classical 
orbital frequency f. Using (6-20), the electron radius r, in (6-34) gives 

ke2 ke2m - 2c k2e4m 
f J J ) )  -;;;ac (6-37) 

The second quantity in parentheses is simply the Rydberg constant R 
of (6-32). Therefore, the equation reduces to 

Comparing (6-36) and (6-38), we see tliat 

as the correspondence principle requires. 
Actually, it was by applying the correspondence principle that 

Bohr first arrived at  the quantization of orbital angular momentum, the 
second postulate of his atomic theory. In his original paper on the 
quantum theory of the hydrogen atom Bohr stated:? 

7 "On the Constitution of Atoms and Molecules," Philosophical Magazine, vol. 26, p. 1 
(1913). 
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. . . we only assume (1) that the radiation is sent out in quanta hv, 
and (2) that the frequency of the radiation emitted during the 
passing of the system between successive stationary states will 
coincide with the frequency of revolution of the electron in the 
region of slow vibrations. 

Bohr showed that the quantization of orbital angular momentum is a 
necessary consequence of these two postulates. In our treatment of 
the Bohr atom we have reversed the procedure; that is, we assumed the 
electron's wave properties and found them to be equivalent to the 
quantization of orbital angular momentum; the identity of the photon 
and orbital frequencies in the correspondence limit was a result. 

6-6 THE SUCCESSES AND FAILURES OF THE BOHR THEORY 

The following features of the Bohr atomic theory are general ones 
that apply to any comprehensive theory of atomic structure: (1) the 
existence of nonradiating, stationary states, (2) the quantization of the 
energy of a bound system of particles, (3) the quantization of angular 
momentum, and (4) the emission or absorption of photons in transitions 
between stationary states. 

More specifically, the Bohr theory accounts for (1) the stability of 
atoms, (2) the wavelengths of the emission and absorption spectra of 
hydrogenic atoms, and (3) the measured ionization energies of one-electron 
atoms. 

The Bohr atomic theory has, however, certain serious shortcomings: 
(1) It is nonrelativistic; (2) it gives no method of calculating the inten- 
sities of the spectral lines; (3) it is incapable of explaining the spectra 
of atoms having more than one electron; (4) it does not explain the 
binding of atoms in molecules, liquids, and solids; (5) even for hydrogen 
it fails to account for the fine details of the spectrum (high-resolution 
spectrographs show that each "line" predicted by the Bohr theory con- 
sists of two or more very closely spaced lines, or fine-structure), and it 
gives for orbital angular momentum-while taking into account its 
quantization-a rule that is l e ~ s  complicated than that which it actually 
follows. 

All these defects are corrected in a relativistic wave-mechanical 
treatment, which because of its mathematical sophistication lies beyond 
the intent of this book. A fundamental reason that the Bohr theory is 
defective is that it overemphasizes the classical particle nature of the 
electron: The electron is considered to move in a well-defined circular 
path, the radii, speeds, and orbital frequencies being precisely defined. In 
the wave-mechanical treatment the electron, regarded as three-dimen- 
sional wave, must be allowed to extend and move throughout the whole 
region of space surrounding the nucleus. The problem, which is that of 
fitting, through the solutions of the Schrodinger equation, three- 
dimensional electron waves to find the quantized stationary states, is 
taken up in a description of some simple and special csses in the next 
section. 
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6-7 THE HYDROGEN ATOM AND ITS WAVE FUNCTIONS FROM 
THE SCHRODINGER EQUATION 

The problem is that of finding allowed wave functions of the time- 
independent (nonrelativistic) Schrodinger equation, 

for a particle of mass m (the electron) under the influence of an inverse- 
square attractive force (the coulomb force of the nucleus). 

We wish to find solutions to the Schrodinger equation for the 
coulomb electric potential energy, 

between two point charges, each of magnitude e, separated by r. The 
positive point charge remains fixed at the origin. To arrive at the most 
general solutions of the Schrodinger equation, we might transform the 
rectangular coordinates of (6-39) into spherical coordinates (r, 8, d), 
thereby anticipating that the solutions will take on their simplest 
mathematical form when the symmetry of the potential energy (involving 
the coordinate r only) is matched by that of the coordinate system. We 
shall, however, follow a still simpler course. 

Since the potential energy depends only on the radial distance r, 
there must be a class of wave functions satisfying (6-39) that are spheri- 
cally symmetrical, that is, depend only on the coordinate r: 

As written in (6-39), the Schrodinger equation contains partial derivatives 
involving the rectangular coordinates x, y, and z. Since we seek solutions 
depending only on r, we must first transform this equation into one 
involving derivatives of r only. Clearly, 

Thus, 

Now consider a2w/ax2. Remembering that yl is to depend only on r, we 
have 

The second derivative is then 
G 2  

The derivatives for a2yl/ay2 and a2w/az2 are just as given here except that 
y and z replace x. Adding the three equations, we have 



CHAP. I = fh. stmetun of ?hm Hydrogen Atom 

Equation (639) then becomes 

Rather than attempt to s o h  this analytically in detail, we shaU choose 
FIG. 6-14. f h  wave function what appeam to be a reasonable form of the wave function for the 

= e-w fmrfJEe ~rOundJtRte ground state and then test whether it is, in fmct, a mlution. We h o w  
of hydrogen. 

that the electron is mare likely ta be found near the nucleus rather than 
very far from it and the probability of &ding the electron at infinity is 
zero. This implies that the! wave function (p' is relativeIy large for small 
r and is zero for t = a. A wave function satisfying theae requirements is 

where the size of a determines the exponential decay outward along r; 
see Fig. 6-14. Now we test whether thitl trial wave function sati&es the 
Schrdinger equation. 

From (642) we have 

Setting yr, dvldr, and d2v/dr2 in (MI), we have 

One possible solution is v = 0 everywhere, but this is unacceptable. 
Therefore, regrouping the terns in (6-a), we have 

Thh equation muet hold for all valuee of r i?rorn ee~l to idnity. When 
we put r = 0 and l lr  = a, we gee that the two terms on the left side 
can add to yield zero only if the term in the swond parentheses is zero. 
Therefore, 
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Here we recognize a to be nothing more than the reciprocal of rr,, the 
radius of the h t  Bohr orbit. 

MOW B U ~ ~ O B ~  that we let r amsume any finite value in (644). Since 
the second term k zero, the fist  term must aIso be zero if that equation 
is to be entisfid, and 

me energy of the atom is E = - 13.6 eV, just the energy of the hydrogen 
ground state, according to the b h r  theory. The wave function assumed 
in (642) is, in fact, the one corresponding to the p u n d  state in the 
Bohr theory. 

Recall that v' dv is the probability of finding a particIe in the volume 
element do. For a hydrogen atom in the ground state the probability of 
the el&onJa beinbeing within a amdl volume eIement dv is proportional to 

For this a t e  we are more Likely to find the de~ t f cn  in a volume dement 
dv at the nucleus (r = 0) than in the same volume dement anywhere 
else. We now ask what the probability is of the electron's being between 
r and r + dr, that is, within a ~pherical shell of radius r ,  thickness dr, 
and volume 4xr2 dr. Although v2 dv is a maximum at the origin, the 
volume of a sphericd shell there is very small, whereas at  very large 
distances from the origin the volume is large and the probability density 
very small. There must be a maximum in the probability of finding the 
electron in the spherical shell between the two extremes, r = 0 and 
r = a. For a ahell of radius r and thickness dr, dv = 4nr2 dr; the come 
eponding probability is proportional to r2e-2". This is shown plotted in 
Fig. 6-15. The curve rises initially (because of r2), reaches a maximum, 
and then goes to zero for large r (because of c2"$. At what distance r 
from the nucleus, within the range dr, i~ the electron most likely ta be 
located? This value af r is, of courae, the value corresponding to the 
maximum in Fig. G15. The peak of r2e-2M occurs at the following 
location : 

The h u m  is exactly at the radius of the Ernt  Bohr orbit. Although 
the electron may be found anywhere, the electron is more likely to be a 
d k b c e  r, &om the nucleus in the ground state than any other distance 
from it. 

FIG.6-15. 7hemohbiliryof 
finding an electron in the 
hydrogen ground St8tcr betwgen 
rand r -I- dr fpropwtfenal ta 
r2 vz) 8s 8 function of distance r 
from the nucleus. 



Still other sphericdy ~~mrmetrical wave functions exist. It is easy 
to show by substitution in (6-41) that the wave function y2 = 
e-"12(2 - ra) also is a solution. The corresponding energy is found to be 
Ez = -13.6 eVi4 = -3.4 eV, the energy of the first excited state of 
hydrogen. Indeed, the energies E, of the hydrogen atom for all spherically 
symmetrical wave functions are given by 

with n = 1, 2.3,.  . . , again in agreement with the Bohr theory. 
Since the potential energy V = - h 2 / r  h spherically symmetrical, 

there are sphericdy symmetrical wave functions, ae we have seen. But 
there are aleo nonspherically symmetrical wave functiom. The eirnpht 
of these is 

w = =rF(r) (M7) 

where F(r) i~ again a function of r only. That this is a solution is teated 
by computing the derivatives dy/dr  and d2v/dr2 and setting them in 
(6-41). The corrmponding energy with F(r) = e-'r/x is found to be 
E2 = - 13.6 eVI4 = - 3.4 eV, that of the Gat excited state of hydrogen. 

If w = xF(r) is a aolution, then so are v = yF(r) and y = zF(r), 
where F(r) i~ the same for all three states. The energy ia the same for all 
three statea. Nonspherically symmetrical wave functions of the type 

are called p staten (the spherically ~~ymmetrical solutiom are called 
s ntates). Figure 6-16 shews probability distributions for a p state 
(or a p orbital) in a polar diagram. 

All sphericdIy symmetricd states have in common the fact that the 
atom's arbital angular momentum is zero. For nonspherically sym- 
metrical atatea, such as the p states of Fig. 6-16, it is not zem ; indeed, 
it can be shown that the orbital angular momentum (along any one 
direction in space) is always an integral multiple of ti. 

FIG.6-18. Pularplotofthe 
verietion of  with angle fw p 

stet-. 
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6-8 ATOMIC EXCITATION BY COLLISION: 
THE FRANCK-HERTZ EXPERIMENT 

Atomic systems, such as the hydrogen atom, are quantized. The 
allowed energies are discrete and, as a consequence, a photon can be 
absorbed only if its energy hv matches the energy difference E, - E, 
between two allowed states. For example, only photons with an energy 
of 10.2 eV will cause hydrogen atoms in the ground state to change to 
the first excited state. We might well ask whether the energy of a quan- 
tized system may change, not only through collisions with photons, but 
also through collisions with particles of nonzero rest mass, such as an 
electron. The experiment of J. Franck and G. Hertz in 1914 first demon- 
strated that the excitation of atoms by particle bombardment is possible 
and that the process is also governed by the quantization of energy. 

First consider atomic hydrogen. Suppose that hydrogen atoms in 
the ground state are bombarded by a monoenergetic beam of electrons 
whose kinetic energy is less than 10.2 eV, the excitation energy of the 
first excited state of hydrogen. Because a hydrogen atom in the ground 
state cannot increase its energy by any amount less than that, the elec- 
trons hit the hydrogen atoms in perfectly elastic collisions, the total 
kinetic energy of the particles emerging from a collision being precisely 
the total kinetic energy going into it. On the other hand, monoenergetic 
electrons with a kinetic energy of exactly 10.2 eV strike hydrogen atoms 
in the ground state, the collisions can be inelastic, and the electron's 
initial kinetic energy is transformed into internal energy in the hydrogen 
atom as the latter makes an upward transition from the ground state to 
the first excited state.t Since some atoms are in this way promoted to an 
excited state, they can subsequently decay to the ground state with the 
emission of a photon of 10.2 eV. 

When bombarding electrons have a kinetic energy greater than 
10.2 eV, the collisions are again inelastic; only 10.2 eV is transformed 
into internal atomic excitation energy. The remaining kinetic energy 
cannot be absorbed by the hydrogen atom, and it necessarily appears as 
the kinetic energy of the electron emerging from the collision (and, to a 
lesser extent, as kinetic energy of the struck atom). With a further in- 
crease in the bombarding particles' energy, atoms may be promoted to the 
second excited state and to still higher ones. In each such inelastic 
collision the atom absorbs only that energy which will produce a transi- 
tion from one quantized energy level to a higher one; see Fig. 6-17. In 
short, if an atom's excitation energy is denoted by E, and the light 
bombarding particle's kinetic energy by Ek, then inelastic collisions with 
atomic excitation occur only if 

t Because momentum must be conserved in every collision, the struck atom's momentum 
after the collision is equal to that of the electron before, but its kinetic energy is negligible 
compared with the change in its internal energy, since its mass far exceeds that of the 
electron. 
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FIG. 6-1 7 .  Excrbtion of e - 4 
quantum transition: (a) by  

phoMn bombardment. whore E, h u >  I?, 
- * -  

Ek > Ec - -  
is the aromic axcitation enefgy: 
(b) by particle bomberdment, ( n )  ( ! ) I  

where E, is the particle kineric 
energy. 

En the original Franck-Hertz experiment electmns were made ta 
collide with mercury atoms in a vapor. The wavelength of radiation 
corresponding to a transition between the ground state and the first 
excited state of mercury is 2536 a; the equivalent photon energy, equal 
to the excitation energy, is 4.88 eV. Franck and Hertz found that elec- 
trons of at least that kinetic energy were required to produce an excita- 
tion af mercury atoms. This was inferred from the fact that the collisions 
were perfectly elastic when the electrons' enmgy wan leas than 4.88 eV 
but some inelastic collisions occurred when it m e  more, At the same 
time it was found that rnermuy atoma emit radiation of 2636 A if, and 
only if, electrons having at least the excitation energy of 4.88 eV collide 
with them, 

The historical signikance of the Franck-Hertz experiment is this: 
It showed that atomic a y k e m  are quantized, a~ exhibited not only in 
photon absorption and emission but a l e  particle bombardment. In 5 practice the inelastic collisions of electro -are observed through a 
measurement of the electric current arising from electrons in motion 
through a gas of molecules. If the electronebpeeds are reduced dras- 
tically by ineIastic collisions resulting in atomic excitation, then the 
current regktered drops sh&y when the* kinetic energy corresponds 
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to the excitation energy. Indeed, if the electrons are sufficiently energetic, 
any one of them may make a number of inelastic collisions in passing 
through the gas, losing an energy Ee in each. Thus, the current observed 
as a function of the electric accelerating potential (which determines 
the total electron kinetic energy in the absence of inelastic collisions) 
shows a number of sharp drops, each drop corresponding to an integral 
multiple of Ee. At the same time photons of energy E, are observed to be 
emitted when the inelastic electron collisions first produce atomic 
excitations. 

Ionization also can result from collisions. If the bombarding particles 
are electrons, the atoms are ionized by those having a kinetic energy 
equal to the atom's ionization energy. 

At room temperature essentially all the atoms of a hydrogen gas are 
in the ground state, and noticeable emission cannot occur. Let us see 
why this is true. The average kinetic energy per molecule, #kT, of a gas 
at room temperature is 0.04 eV; thus, there are very few atoms that have 
a translational kinetic energy of 10.2 eV, the minimum energy necessary 
to raise a hydrogen atom from the ground state, in which n = 1 and 
El = - 13.6 eV to the first excited state in which n = 2 and E, = - 3.4 eV. 
Thermal excitation of atoms occurs when some of the translational 
kinetic energy of two colliding atoms is transformed into internal 
excitation energy of one or both of the atoms; translational kinetic 
energy is not conserved in such a collision, and thus the collision is 
inelastic. When the gas temperature is raised to the point at  which the 
average translational kinetic energy of the atom, #kT, is approximately 
equal to some possible excitation energy, appreciable numbers of atoms 
can absorb enough energy in inelastic collisions to raise them to this 
higher state. To excite atoms by heating requires very high tempera- 
tures; for instance 3kT is 10 eV for a temperature of 75,000 K. 

A simpler and commoner method of exciting atoms, suggested by the 
Franck-Hertz experiment, involves the use of an electric discharge, by 
which electrons and ions are accelerated to very high kinetic energies 
by an external electric field; this is accomplished in practice by applying 
a potential difference between two electrodes placed in a glass chamber 
containing the gas. Thermal excitation and electrical excitation thus 
are means of producing emission spectra. 

We can now see why, in the kinetic theory of gases, gas molecules 
and atoms may be regarded as inert particles having no internal structure 
and making perfectly elastic collisions with each other when the gas is 
at moderate temperatures. Unless the average translational kinetic 
energy per atom is comparable to the difference in energy between the 
ground state and the first excited state, the internal structure of the atom 
cannot change, the total translational kinetic energy in a collision is 
conserved, and the collision is perfectly elastic. If the gas temperature is 
sufficiently high, inelastic collisions occur. Some atoms are thereby 
excited, and they can no longer be considered inert particles, incapable 
of undergoing internal change. 
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S U M M A R Y  

Rutherford's experiments in the scattering of a particles showed 
that all of the positive charge and essentially all the mass of fin fitom 
are confined to a verv small region of space (no greater than 10-14 m), 
called the nucleus. 

The fraction of incident particles scattered by a thin foil of thick- 
ness t containing n scatter~rs per unit volume is 

where u is the cross section associated with each scattering center. 
The classical planetary model predicts that atoms are unstable 

and that they emit a continuous spectrum. 
Hydrogen atems are observetl to emit and absorb discrete spectral 

lines, whose wavelengths i are ~ i v e n  by 

where R is  the Rydberg constant and n, and nu are integers. 
The Eohr quantum atomic theory assumes (1) stationary s t~ tes ,  

(2)  orbital angular momentum nh, and (3) k v  = E, - El in transitions. 
The energies and radii predicted by the Bohr atomic theory For 

hydrogen are given by 

k2e4m 
En = - 6 where E, = = 13.58 eV (626) 

nz 

Wave-mechanical solutions of the Schrodinger equation for hvdrogen 
yield the same  energies; the radius r ,  of the first Bohr orbit gives t h a t  
distancc from the nucleus at which the electron i n  the ground state is 
most likely to be found. 

The Franck-Hertz experiment confirmed that the excitation and 
ionization of atoms by particles jn inelastic collisions follows the 
quantum condition. 
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P R O B L E M S  

6-1. Twenty thousand small hard spheres, each 
2.0 mm in diameter, are dispersed randomly throughout 
the interior of a cubical box 1.0 m along an edge. (a) If 
1 million particles, each very small compared with the 
spheres within the box, are shot randomly over a broad 
face of the box, how many can be expected to be scattered 
from the forward direction by collisions with the spheres? 
(b) If 1 million spheres, each 2.0 mm in diameter, are 
fired at  the spheres within the box, how many of them 
will be scattered? 
6-2. What are (a) the momentum and (b) the wave- 
length of a 5.0-MeV a particle? 
6-3. a particles are scattered from a thin foil of a 
material with atomic number Z,, density pi, and atomic 
weight wl and are observed at  some fixed angle 8. The 
first foil is replaced with a second one (Zz, PZ, and wz) 
having the same total area and mass. What is the ratio 
of the number of particles observed a t  8 for the first and 
second foils? 
6-4. A beam of &MeV protons is incident on a silver 
foil m thick and undergoes coulomb scattering in 
accordance with the Rutherford formula. (a) What is 
the distance of closest approach? (b) Find the impact 
parameter for protons scattered through 90". (c) What is 
the probability that an  incident proton will be back- 
scattered (i.e., 8 > 90")? The density of silver is 
10.50 g/cm3, and its atomic weight is 107.88 g mol. 

6-5. a particles scattered from a thin foil are observed 
at  some fixed scattering angle 8. By what factor is the 
number of scattered particles per time, observed at  8, 
changed when (a) the speed of the incident particles is 
doubled with no change in the number of particles 
striking the foil per unit time, and (b) the speed of the 
incident particles is doubled and the electric current of 
the incident beam is also doubled? 

6-6. An a particle makes a head-on collision with, in 
turn, (a) a gold nucleus, (b) an  a particle, and (c) an 
electron, each initially a t  rest. What fraction of the 

Addison-Wesley Publishing Company, Inc., 1965. 
Chapter 3, on atomic constituents and atomic models, 
describes in somedetail the development of the Thomson 
and Rutherford atomic models. 
HEITLER, W.: Elementaly Wave Mechanics. Oxford: 
The Clarendon Press, 1946. A simple wave-mechanical 
treatment of the hydrogen atom, on which the material 
in Sec. 6-7 is based, is to be found in Chaps. 2 and 3 of 
this small book. 

a particle's initial kinetic energy is transferred to the 
struck particle in each instance? 
6-7. An 8.0-MeV a particle makes a head-on collision 
with an electron initially at  rest. What are the kinetic 
energies after the collision of (a) the electron and 
(b) the a particle? (c) How many such head-on collisions 
with electrons initially at  rest are required to reduce 
the a particle's initial kinetic energy by 10 percent? 
6-8. Suppose that 7.68-MeV a particles, incident upon 
a gold foil 6.00 x cm thick, are scattered twice 
within the foil, each time by an angle of 1.0" (for sim- 
plicity we assume that the foil has the same thickness in 
both scatterings). For what fraction of the incident 
particles will this double scattering occur? 
6-9. An 8.0-MeV a particle approaches a copper nucleus 
(Z = 29, atomic weight 65). (a) Calculate its kinetic 
energy when i t  is at  a distance of 4.0 x 10-l4 m from 
the nucleus. (b) Show that, if this is the smallest distance 
separating the a particle and the copper nucleus during 
this non-head-on collision, the impact parameter must 
be 3.4 x 10-l4 m. (Hint: Use angular-momentum 
conservation.) 
6-10. Show that a positively charged particle 
approaches a heavy nucleus more closely in a head-on 
collision than in a non-head-on one. (Hint: Use energy 
conservation.) 
6-11. a particles with an energy of several MeV are 
incident on a target of helium atoms in a gas at  room 
temperature. The target particles are effectively a 
particles at  rest, since the average thermal energy per 
helium molecule is only 0.04 eV. Because the target 
particles are not much more massive than the incident 
particles, the scattering relations derived on this 
assumption do not apply in this instance. Show that no 
a particles, incident or target, can be observed at  a 
scattering angle greater than 90". 
6-12. For a certain metal foil the cross section for 
scattering of a deuteron beam at  an angle 8 is a,. Assum- 
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ing coubmb scattering according to the Rutherford 
formula, h d  an expression for D, the distance of 
closest approach for a head-on collision, as a function 
of a, and 0. 

6-13. A 5.0-MeV a particle is scattered 60" by a gold 
nucleus. (a) What is the corresponding impact param- 
eter? (b) If the gold foil is 2.50 x lo7 m thick, what 
fraction of the incident 5.0-MeV a particles is expected 
to be scattered by more than 60"? 
6-14. A 5.0-MeV a particle travels 3.5 cm through air 
before coming to rest. An a particle loses energy, 
approximately 5 eV per collision, through excitation 
and ionization as it collides with molecules in air. 
Compute an approximate cross section for the excitation 
and ionization of air molecules by a particles, and 
compare this area with atomic dimensions (air density % 

1 kg/m3, molecule weight % 30). 
6-16. (a) Compute the electric current for an electron 
imagined to move in the first Bohr orbit. (b) At the site 
of the proton what is the magnitude of the magnetic 
field arising from the orbiting electron? (c) Is this 
magnetic field aligned with or against the vector 
representing the electron's orbital angular momentum? 
6-16. A hydrogen atom is in an excited state, for which 
the binding energy of the electron to the proton is 
3.40 eV. The atom makes a transition to a state for which 
the excitation energy is 12.73 eV. (a) What is the energy 
of the photon associated with this transition? (b) Is it 
emitted or absorbed? 
6-17. Show that the quantized energies of the hydrogen 
atom may be written in the form En = -+a2(rnc2)/n2, 
where a is the he-structure constant and mc2 is the 
electron rest energy. 
6-18. The exact form of the he-structure constant 
differs slightly in various systems of units. Ultimately 
this depends only on the physical constants h, e, and c. 
Write as a function of these constants (a) in cgs units 
and (b) in mks units. (c) Show that a = nBn, where 
B n  = vnlc- 
6-19. In the Bohr theory of the hydrogen atom show 
that rnE. = (-J)e2 (in cgs units) and r,,E,, = (+)(e~)~ x 
lo-' (in mks units), where rn and En are the radius and 
the total energy associated with the quantum number n. 

6-20. (a) Show that the product of the radius of the 
first Bohr orbit and the he-structure constant is equal 
to the electron's Compton wavelength divided by 222. 
(b) Show that the radius of the first Bohr orbit equals 
a/4rcR,. 
6-21. Show that the Ritz combination principle is 
valid. This principle states that the wave number of 
any spectral line radiated or absorbed by an element is 
equal to the differences or sums of the wave numbers of 

other pairs of lines radiated by the same element. The 
wave number is the reciprocal of the wavelength. 
6-22. Assume that 12,000 hydrogen atoms are initially 
in the n = 5 state. The atoms then proceed to make 
transitions to lower energy states. (a) How many 
distinct spectral lines will be emitted? (b) Assuming for 
simplicity that for any given excited state all possible 
downward transitions are equally probable, what is the 
total number of photons emitted? 
6-23. The muon is an elementary particle with the 
same electric charge as the electron but with a mass 
207 times greater. A muon can be captured by a proton 
(and also by other nuclei), so that a "muonic" atom is 
formed. (a) Calculate the radius of the first Bohr orbit 
for such an atom. (b) What is the ionization energy of a 
muon-proton atom? (c) Compare the speed of the muon 
in the first orbit with that of the electron in the first 
orbit. 

Because the muonic hydrogen atom is far smaller 
than an ordinary hydrogen atom, a pair of muonic 
atoms can come so close together, even at moderate 
temperatures, that the two nuclei can attract one an- 
other by the nuclear force between them, and a nuclear 
reaction can take place. To produce a nuclear reaction 
between the atoms of a gas of ordinary hydrogen atoms 
requires temperatures of millions of degrees (see 
Sec. 10-9). Thus, muonic hydrogen atoms can be used in 
a process known as "cold fusion." 
6-24. The sun, like the earth, is approximately a sphere 
rotating about an axis. It does not, however, rotate as a 
rigid body: The nearer the equator, the faster the 
rotation. When the absorption spectrum of the H, 
radiation coming from opposite sides of the sun's 
equator are compared, a wavelength difference of 
0.0914 A is found. Attributing this difference to the 
Doppler effect (see Prob. 6-26), h d  the period of rotation 
at the sun's equator. The diameter of the sun is 1.4 x 
lo9 m. 
6-25. A galaxy, Quasar 3C, has been observed receding 
from us at the fantastically high speed of 0.81~. (a) Com- 
pute the wavelength of the H, line emitted by hydrogen 
atoms in that galaxy when observed on earth. (b) In 
what region of the electromagnetic spectrum would 
this line be found? 

6-26. The Doppler effect for light occurs when the 
frequency v' measured by an observer differs from that 
of the frequency v emitted by the source. In the special 
case in which the observer and source move away or 
toward one another along the line between them with a 
relative velocity v, where v << c, the apparent frequency 
v' is given by v' = v(1 f v/c), the minus sign signifying 
recession and the positive sign approach. Thus, the 
factional change in frequency or wavelength is Av/v = 



Problems 

AL/L = v/c. The Doppler effect is one reason that 
spectral lines are not infinitely sharp. The various 
radiating atoms have different velocity components 
along the direction of propagation of the light that 
enters the spectrometer. Assuming that an excited 
hydrogen gas is at a temperature of 25,000 K (the 
temperature of the photosphere of certain class 0 
blue-white stars) and taking the maximum velocities of 
receesion and approach to be given approximately by 
*mu2 = 3kT, calculate the width (in angstroms) of the 
H, line due to Doppler broadening. 
6-27. The quantization of the energy of an atomic 
system such as the hydrogen atom implies, through 
the mass-energy equivalence of relativity theory, that the 
mass of the bound system is quantized. Sketch the 
possible values of the total mass of a hydrogen atom. 
6-28. When an atom in an excited state and initially 
at rest emits a photon, momentum conservation requires 
that it recoil. Thus, the energy difference between the 
two stationary states of the atom is, strictly, the energy 
of the emitted photon plus that of the recoiling atom. 
(a) Show that when the atomic recoil energy is taken 
into account, the frequency of the emitted photon is 
reduced by a fraction hv/2McZ, where v is the photon 
frequency (computed approximately) and M is the 
atomic mass. (b) What is the fractional correction made 
to the frequency of Lyman a photons emitted by hydrogen 
when this effect is taken into account? 
6-29. What are the (a) energy, (b) momentum, and 
(c) wavelength of the photon emitted when a hydrogen 
atom undergoes the Paschen a transition? (d) Assuming 
the hydrogen atom to be initially at rest, with what 
energy does it recoil when such a photon is emitted? 
6-30. (a) What is the frequency of the photon emitted 
by a hydrogen atom undergoing a transition from the 
n = 11 to the n = 10 state? (b) What is the frequency 
of the equivalent classically orbiting electron in the 
n = 10 state? 
6-31. An atom remains in a certain excited state for 
an average time of lo-'' s before making a transition to 
some lower energy state. (a) What is the uncertainty in 
the energy (in electron volts) of the atom for this 
excited state? (b) If the subsequent downward transition 
results in the emission of a photon of 5000 A, what is the 
fractional uncertainty in the frequency, or wavelength, 
of the emitted radiation? (c) Suppose now that a down- 
ward transition results in the emission of a photon of 
frequency 10 MHz, again with a lifetime of lo-" s in 
the upper state. What is then the fractional uncertainty 
in the frequency of the emitted radiation? 
6-32. The fluorescence phenomenon arises when 
radiation of one wavelength incident on a material 
causes it to radiate light of a different wavelength. 

(For example, in ordinary fluorescent lamps, ultraviolet 
light causes the emission of visible light.) (a) Show that 
the fluorescence phenomenon may be interpreted in 
terms of a high-energy photon exciting atoms to a 
relatively highly excited state from which the atom 
makes downward transitions through intermediate 
excited states. (b) Stokes' rule for fluorescence states 
that the frequency of light emitted in fluorescence does 
not exceed that of the exciting light. Show that Stokes' 
rule follows from the quantum theory as it applies to 
atoms. 
6-33. A hydrogen atom's total energy in any quantized 
state is very sharply defined. Yet the position of the 
electron is, according to wave mechanics, uncertain 
(see Fig. 6-15), as is also, then, the electron momentum 
and kinetic energy. How must the uncertainty in the 
electron's kinetic energy compare with the uncertainty 
in the potential energy of the electron-proton system? 
6-34. If the wave function of the ground state of the 
hydrogen atom is Ae-'", as given in Eq. (6-42), the 
coefficient A can be so chosen that the total probability 
that the electron will be somewhere is 100 percent. 
Find A on this basis. 
6-35. In the ground state of hydrogen how much more 
probable is it to find the electron at the Bohr radius 
from the proton than at twice this distance? 
6-36. The energy of a hydrogen atom may be computed 
approximately by using the uncertainty relation. For a 
hydrogen atom in the ground state the uncertainty in 
the distance of the electron from the proton is approx- 
imately oneBohr radius (see Fig. 6-15) ; consequently, the 
electron's momentum in the ground state is uncertain 
by at least h/rl. The absolute value of the electron's 
momentum must be at least as great as the uncertainty 
in its momentum. Compute the uncertainty in the 
electron's kinetic energy on this basis, and compare it 
with the energy of hydrogen in the ground state. 
6-37. What is the fourth ionization potential of 
beryllium? That is, after the first three of the four 
electrons are removed, how much energy is required to 
remove the fourth electron? 
6-38. (a) Sketch the energy-level diagrams of atomic 
hydrogen, singly ionized helium, and doubly ionized 
lithium, with a common zero of energy. (b) Which states 
up to n = 3 of these three atomic systems are identical 
in energy (ignoring the differences in the nuclear mass)? 
(c) Which photon frequencies up to states with n = 3 
would be alike in absorption or emission? 
6-39. Derive the relation for the reduced mass as 
follows. Two particles interact with one another through 
a central force, as shown in Fig. P6-39. (a) The location 
and mass of particle 1 are rl and ml, and the force on 
this particle, from particle 2, is Fl(r/r), where r = 
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rl - r2 is the displacement of particle 1 relative to 
particle 2; write Newton's second law in vector form as 
i t  applies to the motion of particle 1 in terms of ml, rl, 
and Fl(r/r). (b) The location and mass of particle 2 are 
r2 and m2; write Newton's second law as it applies to 
this particle in terms of rz, m2, and Fl(r/r). (c) Combine 
the two equations to arrive a t  the relation d2r/dt2 = 
(l/ml + l/m2)Fl(r/r); note that only f i e  displacement r 
of one particle relative to the other enters. (d) Show 
that a single equivalent particle with a reduced mass p, 
given by 1/p = l/ml + l/m2, can be thought to move 
under the influence of a force dependent only on the 
distance between the two actual interacting particles. 

FIG. P6-39 

6-40. A particle coasts on a frictionless saucer. (a) If 
the particle is initially launched from the side of the 
saucer so that its velocity is not directed toward the 
saucer's center, show that the particle can never be 
found at the center of the saucer. (b) Using the classical 
result of part (a), show that any particle having a 
finite angular momentum relative to a force center must 
have a wave function which is zero at the location of the 
force center. I fa  particle subject to an attractive central 
force has zero angular momentum relative to the force 
center, the corresponding wave function must have a 
nonzero value a t  the force center. 
6-41. Show that failing to take into account the 
fact that an atom's nucleus has a finite mass M results 
in the theoretical prediction of spectral lines whose 
energy is too large and whose wavelength is too small, 
both by a fraction m/M, where m is the electron mass. 
6-42. Given that the Rydberg constant for an infinitely 
massive nucleus is 1.097373 x A-I, show that for 
ordinary hydrogen (of atomic mass 1) it is 1.09678 x 

A-I (the proton mass is 1,836.10 times that of the 
electron). 
6-43. Compute the Rydberg constants for ordinary 
hydrogen, 'H with a nuclear mass of 1.007276 u, and 
heavy hydrogen, 2H with a nuclear mass of 2.001355 u, 

and from these the wavelengths of their respective Ha 
lines (the observed difference in wavelengths is 1.79 A). 
6-44. What is the minimum kinetic energy of electrons 
for producing (a) emission of the Ha line when they 
strike hydrogen atoms in the ground state and (b) emis- 
sion of all lines in the hydrogen spectrum? 
6-45. What is the minimum kinetic energy of electrons 
which can make inelastic collisions with doubly ionized 
lithium atoms (:Li) in the ground state? 
6-46. (a) Two hydrogen atoms in the ground state make 
a head-on collision at equal speeds; what is the minimum 
kinetic energy of either atom (in terms of the hydrogen 
atom's ionization energy El) needed to raise one atom to 
the first excited state? (b) A hydrogen atom in the ground 
state collides with a second hydrogen atom also in the 
ground state but initially at rest; what is the minimum 
kinetic energy required to raise one of the atoms to the 
f i s t  excited state? 
6-47. Atomic hydrogen in the ground state is bom- 
barded, and spectral lines with wavelengths as short as 
the third line in the Lyman series are emitted. What are 
the minimum kinetic energies of bombarding (a) mono- 
energetic electrons producing this emission, (b) photons 
producing this emission, and (c) hydrogen atoms in the 
ground state producing this emission? 
6-48. What is the approximate minimum temperature 
of a gas of atomic hydrogen that will produce such 
ionization of the atoms that they are broken up into 
protons and electrons (a plasma)? 
6-49. The phenomena of the aurora borealis (Northern 
Lights) and the aurora australis (Southern Lights), the 
luminous displays in the sky near the earth's pole, are 
produced when charged particles thrown out by the 
sun collide with oxygen and nitrogen 100 krn or more 
above the earth's atmosphere, thereby exciting and 
ionizing these atoms. (a) The charged particles are 
known to travel the 1.5 x 10" m from the sun to the 
earth in about 24 h; assuming that they are protons, 
what is their average kinetic energy? (b) Why do they 
produce appreciable ionization of oxygen and nitrogen 
only in the vicinity of the earth's poles? 
6-50. Spectroscopic observation shows that radiation 
with a wavelength of 5893 A is emitted when sodium 
vapor is bombarded with electrons that have been 
accelerated from rest through a potential difference 
of 2.11 V (the so-called sodium D lines thereby emitted 
arise from transitions between the ground and the 
first excited state). Compute the value of hle from these 
data. 



Many-electron Atoms 

Although the Bohr atomic theory is incapable of describing the 
structure and spectra of atoms in detail, some of its essential quantum 
features are found to hold for many-electron atomic systems. These 
unchanged features include the existence of stationary states, the 
quantization of energy, and the quantization of angular momentum. A 
correct treatment of the many-electron atom is strictly wave-mechan- 
ical; it is mathematically difficult and does not lend itself to a simple 
visualization of the atomic structure. In wave mechanics an atomic 
electron must be regarded as a three-dimensional wave surrounding the 
nucleus; therefore, it is incorrect, indeed impossible, to assign a well- 
defined path to the electron's motion. Instead, wave mechanics yields 
through the wave function only the probability of an electron's being at a 
particular location. Nevertheless, with these limitations in mind we 
can gain certain insights into the results of wave mechanics by using 
results applicable to a completely classical particle model. First we 
discuss the classical problem of a particle moving under an inverse- 
square attractive force. Next we give, without proof, a few important 
results of wave mechanics. It will then be possible to interpret these 
results by analogy with the corresponding classical model. 
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7-1 CONSTANTS OF THE MOTION IN A CLASSICAL SYSTEM 

FIG.7-1. Fwaninvse-  
squm amscfive force s wsrem's 
tow energy depends only on the 

semimajor axis a. 

FIG. 7-2. The angular 
momennrm L = r x mv of am 

orbiting pm-tkle. 

When a particle movea under the influence of a central, attractive, 
Inveraequare force, as does a planet about the ~ u n  or an electron about 
a positive massive particle, the isoIated, bound syetem is characterized 
by several constants of the motion. The comtante of the motion are 
physical quantities that do not change with time and include the system's 
total energy and angular momentum. It is useful to review the con- 
atants of the motion of a classical planetary system as a prelude to die  
w i n g  the wave-mechanical aspects of atomic systems, because each 
one corresponb in wave mechanics not merely to a quantity thst is 
constant in time but one that also is q m n t i d .  

We know that the path traced out by a bound particle moving under 
the influence of a central inverse-square force from a fixed point is an 
ellipse whose force center is at one fom.  The h t  constant of the 
motion, the total energy, or kinetic energy plm potential energy, of a 
classicd planetary ~ystem, such a8 a hydrogen atom of enormous size. 
is given by E = - ke2/2a, where a ia  the semimajor axis of the ellipee, rn 
shown in Fig. 7-1. For a given pair of interacting partides the energy E 
depends only on a. Tllua, the syatem's total energy is the same for each 
of the two orbits shown in Fig. 7-1, one a fairly eccentric elliprre and the 
other a circle with the force center at its center (and having a radiua 0). 

Although a11 orbita with the game value of a have the same energy, they 
differ in the magnitude of the second constant of the motion : the system's 
total orbital angular momentum. 

The angular momentum of an orbiting partide, measured relative to 
a point at the 6xed force center, ia given by L = r x mv;  see Fig. 1-2. 
So long as the force on the moving particle is central (along the line 
connecting it wit11 the force center), the system's arbitid angular mo- 
mentum L is constant both in magnitude and direction. Thedirection ofL 
is at right anglee to the plane of the orbit, and it ir3 related t . ~  the sense of 
rotation of the partide by the right-hand rule. 

Now consider a number of elliptical orbits, d witb the Bame semi- 
major axie a and therefore the same total energy, but differing in 
eccentricity. The least eccentric orbit is that in which the particle moves 
in a circular path, alwaye a t  the same distance a from the force center; 
the most eccentric is that of an ellipse 80 collapsed as to be a Btraight 
line with a focw near a turning point. The circular orbit represents the 
state of maximum orbital angular momentum, and the collapsed orbit 
represents the state of zero orbital angular momentum. The magnitude 
of L ranges continuously between these extremes, aa ehown in Fig. 7-3; 
so for a given total energy there is a variety of orbital angular momenta 
ranging cantinuoudy i?om zero ta a maximum. 

Since the isolated syatem'a orbital angular momentum L is constant 
both in direction and in magnitude, its component Lz dong mme axis Z 
in space is also constant; this ia the third constant of the motion. From 
Fig. 7-4a we see that Lz = L COB 8, where B is the angle between L and 
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the pmitive Z axis. In classical physics there is no restriction on the 
choice of the Z direction, so L, may range continuausly from + L to - L 
as shown in Fig. 7 4 .  In other wad, depending on the choice of Z 
direction, the angle B can take on any value from 0 to 180". In short, 
there is no classical restriction on powible directions of the orbital 
angular momentum vector L. This seemingly trivial consideration has 
important coneequences in the wave-mechanical analog. 

Ifan orbiting object h a  some fmite extension in space and irr spinning 
about an internal axis of ratation, then in addition to the system's 
orbital angular momentum there is a spin unguhr momentum. The spin 
anguIar momentum of an orbiting object {the daily rotation of the earth 
about its center of mass, for example) is computed by finding the con- 
tribution of each of the particles in the epinning object. We w e  the vector 
relation L = r x mv (or its scalar equivalent, L = r,mu, along the 
direction of L). The markable property of spin angular momentum ia 
that its magnitude and direction along the spin axis are constant and 
independent of the choice of t h  axis for computing angulot momentum, 
provided only that the spinning object is symmetrical and ~ t a t e 3  about 
an axis of symmetry. 

The proof is straightforward. Consider the two particles, each of 
ma88 m, moving in opposite directions at the same speed u in Fig. 7-5. 
They are symmetrically situated relative to the spin axis and each a 
diatance r h r n  the center of the circle in which they travel. We compute 
the total angular momentum of this pair of particlee relative ta the 
arbitrarily chosen point P. Taking into account the fact that the angular 
momentum of one particle is positive while the other is negative, we have 
for the total angular momentum of the pair 

The angular momentum 2mvr of thie &mmetrically located pair of 
particlea is indepen&nl ofthe location of P (independent of rJ .  Since the 
spinning object ia taken to be symmetrical about the rotation axis, we 
can imagine it to be composed of guch pairs of particIes, each con- 
tributing an angular momentum independent of the choice of &. 
Thua, the object's total spin angular momentum is independent of axis. 
It is customary to locate the spin angularmomentum vector dong the 
spin axis, aa shown in Fig. 7-5; in view of the proof given above i t  couId 
be located anywhere. It is not hard to show that spin anguIar momentum 
is independent of the inertial frame, too. The angulax momentum of a 
 pinning symmetrical object is, then, an intrinsic property of the object; 
it is aomethes referred ta as intrinsic angular momentum. 

The total angular momentum of a eyetem of objects consists of the 
veetor sum of the orbital and spin angular momenta; when the system is 
isoIated, its total angular momentum is constant. We shall see that such 
particles as eleetrona must be assigned intrinsic angular momenta in  
addition t~ their orbital angular momenta. 

FIG.7-3. C ~ e a l e l l o w e d  
values of the orbital angular 
momentum of elliptical arbits of 
the same major axis, or energy. 

FIG. 7-4. Companent of the 
wbhl  sngulaf momentum in 
some erbitrary Z direction: 
(a) orientarion wifh respect to 
L; (b) clessicaly alhwed values 
for e given value of L. 
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FlG.7-5. Thetotalspin 
angut*? momentum L, with 

respect to an arbitrary point P, 
of two p e r t i s  symmehiEelly 

located with resnect to the 
spin axis. 

7-2 THE QUANTIZATION OF ORBITAL AMGULAR MOMENTUM 

The Bohr theory of a one-d&mn atom introduces the principal 
quantum number n, whose integral value determinee the total energy of 
the atom according to the relation Em = - E,/n2, where El ie tihe ioniza- 
tion energy. The quantum number n also @es the magnitude of the 
angular momentum L due to the electron's orbiting the nucleus in a 
circular path, according to L = nh, where h is Planck's constant divided 
by 2n. It is, however, not proper from the point of view of wave mechanics 
to visualize the electron aa moving in a well-defined path, circular or 
otherwise, and the Bohr rule for the quantization of the magnitude of 
the orbital angular momentum is not correct. 

Wave mechanics, in contraat with clamid theory, shows that the 
magnitude of the orbital angular momentum L of an atomic sptem is 
quantized, the possible values being given by 

where 1 ia an integer called the orbital atagulrrr-mnsen$um quunturn 
number. The posaible values of I for a given value of the principal 
quantum number n go &om zero to n - 1 by integers: 

Thus, for n = I the only pmaible vdue of I ie 0, and born (7-1) the value 
of L is 0. For n = 2 the value of E is restricted to 0 or 1, and the corre- 
epanding values of L are 0 and d%, respectively. h general, for a 
given la there are n poseible values of I and, therefore, n posaible values of 
the orbital angular momentum. The integral valuea of the quantum num- 
ber I are often represented by letter symbola (for reasons that are of 
historical origin), as follows: 

Whereas in the Bohr theory the state of an atom is specified by the 
quantum number n (hence, the radius of the circular orbit, or the total 
energy), in wave mechanics the e h t e  of an atom is specaed by the valuas 
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of all the appropriate quantum numbere. To every state there corre 
sponds a distinctive wave function ry, differing from the othera in the 
way in which it dependa on the spatial coordinates. Those states for 
which, say, n is 3 and 6 is 0, 1, and 2 are called 35, 3P, and 3L1 states, 
respectively. The corresponding values of the orbital angular momentum 
in these atates are 0, h k ,  46h; see Fig. 7-6. Since the 3S, 3P, and 3D 
statea have a common value, 3, of the principal quantum number n, 
then for a eingle electron under the influence of a coulomb force from a 
nucleus assumed to be a point charge the three states have identical 
energies but differ in angular momentum and in the spatial dependence 
of the wave function, Such statee, which ase identical in totaI energy 
but differ in mme other-respect, are said to  be degenerate. 

Recall that in the classical planetary model a bound ~rntem'a total 
energy depends only on the magnitude of the major axia of the ellipse 
and not on the eccentricity of the orbits or on the orbital angular 
momentum. A similar situation obtains in the quantum theory: For a 
given value of n, which specifies the energy of the atom, there are n 
p ~ i b l e  values of 1, each 1 specifying a different possible value of the 
orbital angular momentum. An important difference is that whereas 
the classical theory places norestriction on the possible values of orbitd 
angular momentum, the quantum theory limits them to discrete, quan- 
tized values. 

In the classical theory the orbita corresponding to the amdl values 
of angular momentum are those of high eccentricity, the ckuIar orbit 
having the largest angular momentum for a given major axis, or energy. 
One may paraphrase th i~  by saying that for a given major axia ,  or energy, 
an orbit of small a n d a r  momentum is one in which the orbiting particle 
spends an appreciable amount of time in each cycle close to the force 

( 3 h )  -------- {Bohr theory) , ...- 3. 

FIG. 7-6. Allowed rslues of rhe 
mepndude of the #hit#/ engutur 
momentum fw n = 3. 
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center, whereas an orbit of large angular momentum is one in which the 
circulating particle is always far from the force center. The corre- 
sponding wave-mechanical situation is analogous : By examining wave 
functions derived from the Schriidinger equation, we find that for a 
given value of n, or total energy, the probability that an electron will be 
at or close to the nucleus is greater for a state of low angular momentum 
(small E )  than for a state of high angular momentum (large 1). 

Consider the hydrogen atom's wave function p plotted as a function 
of the distance r of the electron from the nucleus for the states in which n 
is 1,2, and 3, respectively (see Fig. 7-7; and see Sec. 6-7 for the solution of 
the Schrodinger equation leading to p for the n = 1 state). We see that p 
is a maximum at  r = 0 for an S state (1 = 0) at any value of n; on the 
other hand, it is zero at r = 0 for states of 1 > 0 and nonzero angular 
momentum. The probability that the electron will be within any small 
volume element dv of fixed size is proportional to pZ. It follows that when 
the angular momentum is zero, the electron is more likely to be within a 
given dv near the nucleus than away from it. On the other hand, for states 
of higher angular momentum the electron is more likely to be within the 
same dv away from the nucleus than near it. 

Now consider a related but different probability: that of the elec- 
tron's being between r and r + dr, or within a spherical shell of radius r, 
thickness dr, and volume dv = 4nr2 dr. The probability of its being 
within the volume element dv, not fixed in size, is proportional to p2 dv = 
pz(4nr2) dr, so that the probability of its being within a spherical shell of 
fixed thickness dr  is proportional to r2p2. The graphs on the right in 
Fig. 7-7 show rZp2 as a function of r for the several wave functions 
plotted on the left. We see that the peaks shift to progressively larger 
values of r as the quantum number n, and the total energy, increases. 
This corresponds to the classical increase in orbit size with energy. 

Figure 7-7 shows hydrogen wave functions as a function of the radial 
distance r only. A complete knowledge of the wave function in three 
dimensions involves, of course, its dependence on two other spatial 
coordinates. For the S states, with 2 = 0, the wave function is spherically 
symmetrical and depends only on the radial distance r. From the right- 
hand graphs of the figure we see that, roughly speaking, an electron in an 
S state may be thought of as a ball of electric charge around the nucleus 
for the n = 1 state, as a ball of charge surrounded by a shell of charge 
for the n = 2 state (because r2pz has a zero between the two peaks), 
and as a ball of charge surrounded by shells of successively larger sizes 
for higher and higher values of n. Wave functions for 1 = 1 states are 
not spherically symmetrical. For example, the P wave functions have the 
general form xF(r), yF(r), zF(r), or linear combinations thereof, where 
F(r) is a function of r only. The D wave functions, also not spherically 
symmetrical, have the general form of xZF(r), yZF(r),xyF(r), . . . ,involving 
the coordinates x, y, z to the second power, where again F(r) is a function 
of r only. Figure 6-16 shows the probability distribution in space for a 
P wave function with n = 2. 

Consider again an energy-level diagram of hydrogen, Fig. 7-8, in 
which the states are identified according to orbital angular-momentum 
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FIG. 7-7. Wm8 functions * 
X -  (left-hand graphs) and 

l o r l  5 r l  l o r l  16s, 2 0 r l  vobabllities of prlicles baing 
between r end r + dr (propor- 

r r tionaf to rZpl)(right-hand 
graphs) far n = 1.2. and 3. 

quantum number Z and the principal quantum number n. The n-fold 
degeneracy for each energy 5s ahown. The diagonal lines connecting 
states repwent possible traneitions between stationary states leading 
to the emission of photons; such transitions are only those in which 3 
changes by one unit. Wave mechanics selecb &om the all the combina- 
tione of stationary etates only those that make for appreciable radiation 
[emission, or absorption). Transitions for which E clmngea by 1, that is, 
for wbch the change AI is + 1 or - 1, are called allowed transitions. The 
selection rule for allowed transitions is, then, 

All other transitions are d e d  forbidden transitions. They are not 
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FIG. 7-8. Energy-levsl dingmn 
of hydmgen show in^ the S. P, 

4. end F sm'es. 

Energy 
(@V) 

F F  F series 

G D series 

absolutely prohibited but have a probability of ooeurrence which is at 
least a million times mdler than the aIIowed tranktions. No selection 
rule restricts the poasible changes in the quantum number n. 

The selection r u l e  for 1 requires, in effect, that the atom's orbital 
angular momentum change when a phobn is emitted or absorbed. By 
the law of angular-momentum consewation the total angular momentum 
of an atom in an excited state before emission must equal the total 
angular momentum of the atom plus photon after emission. Since only 
the angular momentum of the atom alone changes in the emissian or 
absorption of a photon, t h p h t o n  itself must carry angular momentum. 
Thus, a phuton carries energy, linear momentum, and angular momen- 
tum. There itl a classical analog to the angular momentum of the photon 
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in the angular momentum ascribed to circularly polarized electro- 
magnetic waves.? 

The photon energies in the hydrogen spectrum shown in Fig. 7-8 
are precisely those given by the simple Bohr theory (Fig. 6-13). Wave 
mechanics gives the same allowed energies: En = - E,/n2. The transi- 
tions are, however, arranged in groups, or series, which are labeled 
according to the 1 value of the originating state in a downward transi- 
tion. Thus, the P series shown consists of the transitions 2P + IS, 
3P + IS, 4P + IS, etc. (other P series, such as 3P + 2.3, 4P + 2S, 
6P + 25, etc., occur but ordinarily with less intensity than these). 
Note that in hydrogen or in any one-electron atom many of the indicated 
allowed transitions give rise to photons having the same energy, or 
wavelength: for example, the H, line arises from the transitions 3S + 2P, 
3P + 2.9, and 3 0  + 2P. We shall see that the distinction between 
these transitions, although insignificant with respect to hydrogen, is 
significant with respect to many-electron atoms. 

7-3 HYDROGENLIKE ATOMS 

A number of many-electron atoms resemble a hydrogen atom. One 
group consists of the elements listed in the second column of the periodic 
table, called the alkali metals; another group consists of the singly 
ionized elements in the third column of the periodic table, called the 
alkaline earths. Table 7-1 shows these elements, together with the rare 
gases, which precede the respective alkali metals in the periodic table. 
The atomic number, which gives the number of electrons in a neutral 
atom and therefore also the positive charge of the nucleus in multiples 
of the electron charge, is given as a presubscript to the chemical symbol. 

SINGLY IONIZED 

RARE GASES ALKALI METALS ALKALINE EARTHS 

Recall some properties of these elements. All the elements in each 
column are chemically similar. The rare gases are chemically inert and 
can be ionized only by energies that considerably exceed those needed for 
ionizing other elements; the alkali metals show a valence of + 1 and are 
extremely active chemically; the alkaline earths typically show a 

7 See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 40-6. 
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valence of + 2. It is reasonable to suppose that in, for example, the rare 
gas neon, the 10 electrons are somehow arranged so as to form a relatively 
inert configuration around the nucleus. When the atom is in its lowest 
energy state, any one electron can be extracted from this stable arrange- 
ment only through a great expediture of energy. The electrons in a 
rare-gas atom may be imagined to form a tightly bound shell of negative 
charge around the nucleus. 

An atom of sodium has 11 electrons when neutral. Because its 
valence is + 1 and it is very active chemically, it may be regarded as a 
neon atom whose nuclear charge has increased by 1 and whose electrons 
also have increased by 1. The last electron is very loosely bound to 
the atom, and the atom readily loses it to form a positively charged ion. 
It is then useful to imagine the first 10 electrons as forming a relatively 
inert, closed shell, about which the eleventh electron moves. Similarly, 
the neutral atom of magnesium with atomic number 12 and valence +2 
may be regarded as consisting of an inner shell of 10 inactive electrons 
surrounded by two chemically active electrons. When magnesium is 
singly ionized, only one valence electron remains outside the closed 
shell. An atom of sodium or of singly ionized magnesium thus bears a 
resemblance to that of hydrogen in that the chemical properties are due 
chiefly to a single electron held to an inert core. 

If the valence electron were to stay completely outside the inner 
core of nucleus and electrons, it would "see" an electric charge of 
+Ze from the nucleus, a charge of -(Z - 1)e from the inner electrons, 
and therefore a net electric charge of + Ze - (2 - l)e = + le, just the 
electric charge of the nucleus of the hydrogen atom. Of course, the 
electron's "position" is given by its wave function, which extends over 
space. We recall some general features of the hydrogen wave function 
and the inferences concerning probability, illustrated in Fig. 7-7: 

1. For a given value of n, the electron is most likely to be at or near 
the nucleus for a small value of I. 

2. As n increases, the electron is most likely to be at increasingly 
greater distances from the nucleus. 

Applying these results to a hydrogenlike atom, we see that those 
states in which the valence electron is far from the nucleus (and inner 
electron core) may be expected to be like those of hydrogen. Thus, the 
energy of states with large n values should be the same as for hydrogen. 
Moreover, for any given n value the state of the largest possible I value 
should be most nearly hydrogenlike. For example, of the possible states 
3S, 3P, and 30, the last should have an energy closer to that of hydrogen 
than the first two. In the 3S state, on the other hand, the valence electron 
has a high probability of being at the nucleus, inside the core of inner 
electrons. If it is inside the core, however, the nuclear charge is less well 
shielded by electrons in the closed shell. The valence electron will then 
experience a force arising from an effective charge greater than +le. 
A more strongly attractive force implies a more tightly bound system, 
one whose energy is more negative and whose energy level is displaced 
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downward, Thie follows a h  £ram the relation EM = -ZzE,ln2, which 
gim the energy of a aingldectron atom with a nucleus of electric 
charge a: When Z is greater than 1, as it ia  when a valence electron 
penetrates the care, then the atom's energy En becomes more negative. 

We see these effecte in the energy-level diagram of the hydrogenlike 
atom Bodium, shown in Fig. 7-9. The hydrogen levels are ahown for 
comparison. First note that energy Ievela corresponding to n = 2 and 
n = 1 are not found; the reasons that the valence electron is excluded 
from those atates will be explored in Sec. 7-8. Each of the n = 3 states 
(3S,3P, and 3D) has less energy than the corresponding state in hydro- 
gen. Furthermore, the 3s ~tate is lower than the 3P, which is in turn lower 
than the 3D. These three statea in sodium all have different energiw and 
are, therefore, not degenerate, despite the fact that the valence electron 
haa the erne  quantum number n. The energy of the sodium atom is not 
independent of the value of the orbital angular momentum, but is, 
instead, lowest for the smallest orbital angular momentum. At higher 
values of n the energy 'levels more closely approach those of hydrogen. 

The allowed transitions, according to the selection rule dl = 21, 
are clamsed as S, P, D, and F series, as in Fig. 7-8 for hydrogen, but the 
corresponding emitted photons are of different frequencies and do mt 
correspond. For example, the 4S -+ 3P and 4P + 3 s  transitions in 
sodium yield two different spectral Iines. The most prominent line in the 
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spectsum of sodium is the so-called sodium D line which arhea from the 
3P 4 3S transition, the b t  line of the P ~eriee.7 

The emi~ion and absorption apectm of the other alkali metals 
(see Table 7-1) are similar to these of s d u m .  The singly ionized alkaline 
earths (Table 7-1) are isoelectmnic with the alkali metals, two adjacent 
elements having the same number of electrom; they differ principally in 
the size of the nuclear charge. In the ,,Mg+ atom, for example, there are 
10 electron~l in a cloaled shell like that of loNe, and a single valence elec- 
tron, as in lNa; when the valence electron is outside the inert core, it 
gees a net positive charge of +a. Thus, the 'h0npenetrating''eneergy 
state8 of ,,Mgf will correspond closely to thuse of the one-ef&ron 
atom zHe+, whoee nuclear electric charge also ia +2e. States with small 
n values and, especially, with small 1 values will, however, be displaced 
downward with respect to those of 2He+. 

We have seen that it is poesible to understand qualitatively the 
energy levels and spectra of hydrogenlike atoms by asawning that the 
excited states are due to the last, the valence, electron of the atom, 
We shall eee that the inertnese of the closed shells arise in a natural 
way from fundamental principles. The energy levels and epectra of atoms 
containing more than one active valence eIectmn are much more 
complex. 

7-4 SPACE QUANTIZATION 

In a classical pIanetary model the total energy, the magnitude of the 
orbital angular momentum, and the component of the orbital angular 
momentum along any direction in space are constants of the motion. In 
wave mechanics the energy of a on~eIectron atom is quantized and 
identified by the principal quantum number n, and its orbital angular 
momentum is quantized, the possible valuea depending on the value of 
the orbital angular-momentum quantum number I ;  the third classical 
conetant ofthe motion, the component of the orbital angular momentum 
along a fixed direction in *pace, also is quantized and specified by a - 7 The tmlabeIe S, P, D, and F were dmed ta theas and similar meries early in the hiatmy 
af s y o p y  for the following reaaons: The line6 of the Saetie6wtwerelatively ''sharp," 
the lines of the P aeries were the "principal" lines in the emidon or absorption spedrm 
in that they were found wen for relatively mall  emitation of the eource (the P lines 
result from transitione from the first and higher excited P ataten to the ground a t e ) ,  the 
lines of the 13 seriee were rathar "diffuse," and the Iina of the P eeries, lying in the 
infrared, had frequencies the lowest of any of the series, corresponding to the " f d a -  

WW - 

The label D for the atmng yellow lina of sodium has no connection with the 8ymlml D 
deajmating I = 2. Fraunhofer dieovered in 1809 that the Bpectrum from the sun contains 
a number of dark aborption linea (FmuaWer lines) which arise from the abrption of 
radiation from the interior of the sun by elmenu in the sun's atmosphere. These lines 
were labeled A. B, C, D. e k .  The D Raunhofer Iine corresponds to absorption by a d r u m  
vapor in the 9P + 3S transition. Close obserration showa that this traneiti~n~actuaily 
coneists of two closely spaced yellow lines having wavelengths of 6890 and 6896 A. Other 

FIG. 7-1 0. Magnetic field of a lines in the sodium spectrum show a similar fine struchue,  whose origin will be treated in 
megnetic dbole consi8tinp of a Sec. 7-6. Aho appearing in the sun's abaorptian spectrum were lines identifled with the 

circvlating negative electric element helium and named for the sun (heliw); helium waa later isolatd and identified on 
cherge. earth. 
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quantum number, calTdl rn . This additional quantization, which can be - - . 
derived formally in wave mechanics, is closely related to magnetic L 
effects in atoms. 

Consider the magnetic e f f i  a~socimted with a daaaid, orbiting, Jr' '-\ 
charged particle. The orbital angular momentum L of a particle moving - 74J 

in closed orbit is represented by a v&r oriented at right angles to the 
' "  P 

-e 
plane of the orbit. A circulating negative electric charge constitutes an 
dectric current Imp and has assmiated with it a magnetic field, as 
shorn in Fig. 7-10. The magnetic field at any point is proportional to the 

FIG. 7-11. Orb&/angu/w magnitude of the current. The magnetic field configuration is like that of mmw,,, and -mf/c 
a small permanent magnet, and we may associate a magnetic d i o h  moment of an whiting el-. 
moment p with the circulnting electron. The direction of g is perpen- 
dicular to the plane of the electxon's loop and related to the sense of a 
rotating positive charge through the right-hand screw rule. Thus, for a 
negatively charged partide the angular momentum L and magnetic 
moment p point in opposite -ions, ae shown in Fig. 7-11. W e  wish 
to find the proportionality constant between the magnitudes of L and p. 

A magnetic moment p in a magnetic field B may be defined by the 
relations? 

where z is the magnetic torque tending to align p with B and AE, i~ the 
magnetic potentid energy change of the dipole in the extwnd field. 
Denoting the direction of p relative to  that af B by the angle 8, as shown 
in Fig. 7-1k, we may write the last equation in the form 

AE, = -@COS B (7-3) 

7 See Weidner and Seb,  E'kmen- Chmical Pbnics, %d ed., Sec. 248. 

- - . - -  - d 

F l G . 7 - 1 2  Magnesiedipdeba 
magnetic fisld: {%) mfative 
d ; . ~ t h W  of B and & (b) OfI'st7&- 
tions permitted in ct8ssicelphysics. 
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When the dipole is aligned with the external field and B is zero, then 
AE, equals -pB, a minimum. When work is done on the dipole to turn 
it so that it is aligned in a direction opposite to that of B and 8 is 180", 
then AE, equals +pB, a maximum. We know that in classical physics all 
orientations of the dipole between 0 and 180" and, therefore, all energies 
between -pB and +pB are allowed, as shown in Fig. 7-12b. 

The magnitude of the magnetic moment of an electric current i 
enclosing a loop in a plane of area A is given by7 

When a particle of charge e completes one loop in the time T, the current 
is i = e/T; then the equation above may be written 

The orbital angular momentum L relative to the force center for a particle 
of mass m moving under the influence of a central force, such as the 
coulomb force between particles, remains constant and may be written, 
in general, as 

where dAldt represents the rate a t  which a radius vector from the force 
center to the moving particle sweeps out area and m is the mass of the 
electron (this is merely Kepler's second law of planetary motion$). 
Over the time T of one complete cycle the area swept out is A ;  then 
dAldt = AIT. Substituting this result in the last equation, we have 

Finally, combining (7-4) and (74 ,  we have 

The minus sign has been introduced because the magnetic-moment and 
angular-momentum vectors point in opposite directions. We see that p is 
directly proportional to L. The proportionality constant, -e/2m, is the 
constant we set out to find; it is customarily called the magnetogyric 
ratio. 

Wave mechanics gives precisely the same relation for the magneto- 
gyric ratio of an electron in an atom with an orbital angular momentum 
L = [1(1 + l)]'lzh that classical physics gives, despite the fact that it is 
impossible to visualize the connection between the magnetic effects and 
the angular momentum in terms of a welldefined electron orbit. Since L 

t Ibid., Eq. (29-19). 
$ See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 11-4. 
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depends on the orbital angular-momentum quantum number E, so toe 
must the magnetic moment II. Uaing (7-1) in (7-6), we have 

where the subscript denote8 the magnetic moment aseoeiated with 1. 
Consider now the change in the energy AE, of an atom that occurs 

when the atom with magnetic moment is placed in an external mag- 
netic field of flux den~ity B. Combinhg {74) and (7-7) and now taking 
0 to be the angle between L and B rather than that between p and B, 
we have 

eh - 
A E ~  = - JE(Z -I- I) B cos B 

2m 
(7-s) 

Thus, when the atom la immersed in an external magnetic fwld, its energy 
 depend^ on the angle B between the orbital angular-momentum vector 
and the external field. If there were no restriction on the angle 8, the 
companent of the orbital angular momentum in the direction of the 
magnetic field could assume any value between positive and negative 
[LIZ + 1)]1'2h and, similarly, AE, could assume any value between 
positive and negative {eh/2m)B[l(l + 1)]'fl, according to (7-8). In short, 
if there were no rule restricting, i.e., quantizing, the vdues of L in the 
field direction, there would exist a continuuna of possible energies, quite 
unlike the dxation that has heretofore been found ta hold in bound 
atomic systems. Then the emission lines from atoms with magnetic 
moments and in magnetic fields wodd be continuously broadened and 

ical phenomenon called S ~ Z C W  qmntizution. 
Aceording to wave mechanics, an orbital angular-momentum vector 

L cannot assume any direction with respect to an external magnetic 
field; rather, it ia restricted to those particular orientations for which its 
component in the direction of the magnetic fi ld is an inikgml multipk of Pi. 
We take the direction ofthe external magnetic field to be the 5 direction. 
The possible values ofthe Zeomponent of L (see Fig, 7-13) are given by the 

not split into discre& lines. 
The emission lines h m  atom placed in a strong external magnetic 

where m,, the orbitrrl magttetk quantum number, can aasume for a given FIG. 7-1 3. PermiW quantum 
value of 2 the integral values vstues d the component of the 

wbital angular momentum dong 
fhe direction of a magnetic field 

m , = l , I - 1 . Z - 2  ,..., 0 ,..., - 1  (7-201 for a D state. 

field were lstudied in 1896 by P. Zeeman. At firet he found that upon 
application of the field the lina broadened, but with a higher inatru- L, 

mental resolution he discovered that they actually had become split and 2 h  

consisted of two or more closely spaced, sharp lines. Such splitting of a 
spectral line into di~crete  component^ by a magnetic field is known ae $1 

the &man effect. A proper understanding of it lies in the wave-meehan- 

rill = :! 

- -  - I I F ! = ~  
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vector L for e D state. 

For example, in a D state with I = 2 the possible values of m, axe +2, 
+ 1, 0, - 1, and - 2. In t h i ~  &ate, then, the component L, can assume 
only the values 2h, In, 0, - lh, - 215, while the magnitude of L is &ti. 
Figure 7-14 shows the powible orientations of the orbital angular- 
momentum vector with respect to an external magnetic field (compare 
with Rg, 7-4). Because the angular-momentum vector is restricted to 
certain discrete orientations in space, it is said to be s ~ q u a r s t i d .  
Further, since L, is L cos 8, the rule governing the orientation of the L 
vector, l;hat is, the rule for space quantimtion, is 

Note that L's maximum component in the diredion of space quan- 
tization, Lr = Ih, is alwaye h s  than its magnitude, L = [ 3 ( I  + l)lt/'fi. 
The orbital anguIar-momentum vector can never be perfectly aligned in 
the direction of an external magnetic fieId or in the opposite direction. 
Wave mechanicm permite the magnitude of L and ita Z component to be 
precisely specitied but, paradoxically, does not allow ib X and Y com- 
ponents to  be. It is customary to regard the L vector as precessing 
around the Z d s  at a constant angle 8, thereby tracing out a cone, for 
any particular allowed value of m,; this is how its magnitude and 2 
component are known but its X and Y components unknown.7 

t The indefhiknew of the X and Y comwnmtsr can be shown to be a con- 
sequence of the unmrkintg principle. See Prob. 5-32. 
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7-5 THE NORMAL ZEEMAN EFFECT 

If the orientation of the angular-momentum vector is quantized, so 
are the possible orientations of the acraociated magnetic dipole moment 
pi, and so too is the magnetic potentid energy AE, of the atate. Ueing 
(7-ll), the rule for apace quantization, in (7-8), the equation for the 
change in energy of a state with quantum numbers E and mi, we have 

Figure 7-15 shows the changes in tho energim of S, P, D, and F states 
having, reqmztively, 1, 3, 5, and 7 magnetic stabkvels; in gene&, the 
number of Zeeman mrnponmta for a given I is equal to 2E + I. The 
difference in energy between adjacent magnetic sublevels ia equal to 
(ehl2m)B and is independent of the value of I .  The quantity eh/2m haa 
the units of magnetic moment; it is known rn the Bohr mugneton B, 
because B is the magnetic moment of a classical electron orbiting about 
the hydrogen nucleus at the ra&m of the & ~ t  Bohr orbit: 

Coasider the spectrum of linea emitted h r n  excited atoms in 
tranaitione between a D Btate and a P state in the premnce of a rnagnbtic 
field; see Fig. 7-16. When B is zero, the energy of the D state is ED (far 
all five ml values), the energy of the P atate ia Ep (for all three m, values), 
and photona having the single frequency vo are emitted according to 
hv, = ED - Ep. When the fieId is turned on, the D state splits into five 
equally spaced magnetic aublevels, and the P atate splits into three 
equally spaced magnetic sublevels, the difference in energy between any 
two adjacent magnetic sublevels being (eh12m)B. The transitions between 
the D state ( E  = 2) and the P state ( I  = 1) obey the selection rule Al = 
11; the aeledion rule for transitions between magnetic sublevels is 

I - 7 . 7  1 - 1  

AE, - 0 - O f l - 0  
- - 1  - 1  --I 

- 2  - 2  
- 3  

FIG. 7-l6. Energy splitting d 
S, P. D, and F stotss of an atom 
in a magnetic field. 
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FIG.1-16. Enermlevelaand 
specpa of n D P wansition: 

(left) zero mognetic field: 
(right) nonmm magnetic field, 

normal Zeernsn effect. 

That is, only those tramitions are dlowed in which the magnetic quan- 
tum number m, is unchanged or in which it changes by one unit. The 
permitted transitions and the Bpectrum of the emitted linw are ah- in 
Fig. 7-16. It may be eeen that the differences hv for dlowed transitions 
take one of three poeeible values: 

Am, = -1: 

Dividing both aides of these equations by h givm the hquenciee of 
emitted radiation: 
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Thus, a single line in the spectrum is split by an external magnetic field 
into three equally spaced components: the original line of frequency vo 
and two equally spaced satellite lines, whose separation (e/4nm)B from vo 
is proportional to the magnetic field B. Using (7-14), we see that for a 
relatively strong magnetic field, say B = 1.0 Wb/mz (10,000 G), the 
difference in energy between adjacent Zeeman levels is only 9.3 x J, 
or 5.8 x lo-' eV. Since the typical difference between levels giving 
rise to emission in the visible region of the spectrum is a few electron 
volts, the energy, frequency, or wavelength is changed by less than 1 part 
in 1,000 when a strong magnetic field is applied. For this reason obser- 
vation of the Zeeman effect requires spectrometers of moderately high 
resolution. 

Figure 7-16 shows the energy levels and allowed transitions between 
a D and a P state. The value of AE, and the selection rules governing m, 
are both independent of 1; therefore: 

All transitions for which A1 is f 1 will give rise to the same Zeeman 
effect, three equally spaced Zeeman component lines. 

This is called the normal Zeeman effect, and the observed splittings of 
some lines from some elements, such as calcium and mercury, are in 
complete agreement with the spectrum shown in the figure. On the other 
hand, the spectra of most elements do not show a normal Zeeman effect, 
in that the magnitude of the splittings and the number of Zeeman 
components is not in accord with the theory presented here. Such Zeeman 
spectra are said to be anomalous, inasmuch as the emitted radiation 
cannot be accounted for simply in terms of the space quantization of the 
orbital angular momentum vector and the associated magnetic effects. 

Note that the frequency difference (e/4nm)B in (7-15) does not 
involve the quantum constant h. This suggests that it may not be a 
distinctly quantum effect. Indeed, as Prob. 7-11 shows, the so-called 
normal Zeeman effect can be derived on the basis of a strictly classical 
computation. 

The space-quantization rule, which limits the value of the component 
of the orbital angular momentum in any direction in space to integral 
multiples of h, holds whether or not a magnetic field is applied. When a 
magnetic field is applied, its direction specifies the direction of space 
quantization, and the energies of the several states differ according to 
the value of m,. When the magnetic field is turned off, the space quan- 
tization persists; now, however, the energies of the states corresponding 
to the several possible values of m, are all identical. Therefore, in the 
absence of a magnetic field any state with orbital angular-momentum 
quantum number 1 has 21 + 1 substates, which are identical both in their 
energy, AE, = 0, and in the magnitude of the orbital angular momentum, 
[1(1 + 1)]112h, but which differ in the component of the angular-momen- 
tum vector, m,h, in a direction in space. Thus, in the absence of a 
magnetic field there is a (21 + 1)-fold degeneracy in the energy of the 
states for any particular value of 1. 
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7-6 ELECTRON SPIN 

We have seen that three classical constants of the motion of a 
particle subject to an inverse-square force of attraction-the energy, 
the magnitude of the orbital angular momentum, and the component of 
the orbital angular momentum in a fixed direction in space-are quan- 
tized in the quantum theory. In classical mechanics the energy of a 
particle in an elliptical orbit is determined by the size of the orbit, 
that is, by the major axis of the ellipse; the magnitude of the orbital 
angular momentum is determined for a given major axis by the shape of 
the elliptical orbit, that is, by the eccentricity of the elliptical path; the 
component of the orbital angular momentum along a direction in space 
is determined by the orientation of the elliptical orbit. To these constants 
of the motion there correspond in quantum mechanics the quantum 
numbers n, 1, and m,. In this section we introduce the fourth and final 
quantum number s ,  which is associated with the concept of electron 
spin. 

We have remarked that the strongest emission from sodium comes 
from the 3P -, 3S transition. When this radiation is examined with a 
spectrometer of moderately high resolution, it is seen that the transition 
corresponds to two closely spaced yellow lines (at 5890 and 5896 A), called 
the sodium D lines (see Sec. 7-3). In fact, each of the spectral lines of 
sodium exhibits such fine structure: For each transition shown in Fig. 7-9 
there are actually two or three distinct lines separated from one another 
by no more than a very few angstroms of wavelength. The fine structure is 
anomalous in that it occurs without the application of an external 
magnetic field and so cannot be accounted for as a normal Zeeman effect 
(see Sec. 7-5). Fine structure in emission and absorption spectra is a 
common feature of all atomic line spectra. Apparently, a distinctive, 
additional feature of atomic structure is manifest in fine structure, 
one that cannot be accounted for in terms of the quantum numbers 
n, 1, and m,. 

It is suggestive to attribute fine structure to an internal Zeeman 
effect, within the atom. Such an effect would require the presence of an 
internal atomic magnetic field and a new source of magnetic moment 
and angular momentum within the atom. The orbital angular momentum 
of the atom has already been taken into account; what other contribution 
to the angular momentum can be imagined? 

S. A. Goudsmit and G. E. Uhlenbeck suggested in 1925 that an in- 
trinsic angular momentum quite apart from orbital motion was 
associated with an electron. It is named electron spin, for it may be 
visualized as analogous to the intrinsic angular momentum that any 
extended object has by virtue of rotation, or spin, about its center of 
mass. (Recall that a symmetrical spinning object has spin angular 
momentum, which is independent of the choice of axis in computations of 
angular momentum; in other words, the angular momentum of a spinning 
object is an intrinsic property of the object.) Now it is, of course, not 
proper in wave mechanics to regard an electron as a simple sphere of 
electric charge; but for the sake of identifying the electron-spin angular 



momentum with some art of model that can be visualized, it is useful 
to imagine it a~ having an extension in space and as continuously spin- 
ning around an axis of rotation. The electron  pin, then, is the intrinsic 
angular momentum L, arising h m  the rotation of the charge claud 
about a rotation axis fixed with respect to the electron. Furthermore, 
becaw negative dectric charge is imagined to be rotating, a magnetic 
field will be produced by the spinning electron, and a magnetic moment 
p* oppmite in direction to that of the spin angular momentum L,, may be 
attributed to the electron spin; see Fig. 7-17. 

If an electron, with its pennment spin magnetic moment, were in a 
magnetic field, we should expect its spin to be space-quantized. The 
spin axis, magnetic moment, and apin angular momentum would then be 
mtricted to certain quantized orientations, and the energy of the atom 
wodd differ according to the particular orientation. 

The internal atomic magnetic field that can act on an electron with a 
spin angular momentum L, and a spin magnetic moment pr may be 
thought of ag originating the following way. If a spinning electron 
orbits a nucleus, then an obsewer fied with respect to the electron sees 
the nucleus orbiting it. The orbiting positive charge produces at the 
site of the eIectmn a magnetic field, whose magnitude and direction 
depend on the magnitude and direction of the electron's orbital angular 
momentum. The field acts on the spin magnetic moment pS. The inter- 
action between electron spin and orbital angular momentum ia aptly 
called spin-orbit interntion. The interaction exista in dl orbital ~ ta tes  
save S states (with 1 = 0). 

We now turn to spectroscopic evidence to find the dowed values of 
the spin angular momentum L, and the spin magnetic moment LC*. A study 
d the spectral lines from an atom with a single valence electron, such 
aa sodium, in the absence of an. external magnetic field indicates that each 
of the orbital energy levels (except the S state) ia mplit into two corn- 
ponenta (a doublet). the Sgtate remaining unsplit (a singlet). It is for this 
reason that the 3P -+ 3s transition in sodium consists of the tm closely ' 

a p a d  D lines: The 3 s  state is a singlet, the 3P state a doublet. How can 
the doubling of a11 states (except the S states) be interpreted in terma of 
an internal magnetic field spacequantizing the electron-spin angular 
momentum? In the normal Zeernan effect any state having an orbital 

moment #s with associared 
megnefic field. 



quantum number 1 ia aplit, under the influence of an external magnetic 
field, into 22 + 1 aublevele. We ansume that, similarly, a state having a 
#pin angular-mamenturn quantum number s is split into 28 + 1 com- 
ponents under the influence of an internal magnetic field. Because the 
number of components of d l  he-ettucture states with a nonzero orbital 
angular momentum is always 2, the quantity b + 1 m w t  equal 2 and the 
spin quantum number s have the single value +: 

Since the spin is an intrin~ic characteristic of the electron, every 
electron has a spin quantum number with the unique d u e  +. The win, 
or intrinsic, angular momentum of euch a particle as an electron is as 
ba~ic  a characteristic ae ita charge and maas. The magnitude of the 
spin angular momentum L, i8 given by a relation analogous to that for 
orbitd angular momentum [Eq. (7-1)) : 

It is ert8y to tee why the S atate of sodium is a singlet. The internal 
magnetic field due to orbital motion is zero ( I  = 0); hence, the two  pin 
states are unsplit and tllerefora degenerate. The degeneracy can, how- 
ever, be removed by an external magnetic field. 

In the presence of a magnetic field the electron Bpin i~ @pace 
quantized, auch that the component L,, of the spin angular momentum 
in the direction of the magnetic field ie 

L*.r m$ (7-11) 

where the spin ~uzgmtic  q m n t m  numhr m, hae two W b l e  values, 

FIG. 7-1 8. Space quentir8tEon 
of ekrctron-sp /# angulsr 

mamenturn. 



++ end - &. The ~paoe quantization of the efedron-npin angular mo- 
mentum due tu a magnetic field, as shown in Fig. 7-18, reetricts the 
orientation of the eledrongpin vector L, to those two possible sktm in 
which its component along Z is + f A or - )lt. For m, = + 3 the spin 
angular-momentum =tor pointe mare nearly in the direction of the 
magnetic: field than away from it, and the magnetic moment psis digned 
more nearly against the fieId than with it. Thus, the magnetic potential 
energy arising h m  the orientation of the electron-epin magnetic mo- 
ment is higher for the state with m, = ++ than for the state with 
rn, = -B 

Ag in the cam of orbihd motion, in spin motion the magnet$: moment 
liea along the same line as the angular-momentum vector but pointa in 
the opposite direction. A detailed study of the Zeeman effect for atom 
having fine structure and theoretical analysis ahows that the mag- 
netogyric ratio associated with the electron apin is given by 

where e and m are the electron charge and mase, respectively. The 
magnetogyrie ratio of the electron apin is very closely two times that of 
the electmn orbital motion; that ie, for a given angular momentum a 
spinning electron is twice as effective in magnetic effecta as an orbiting 
one. 

The magnetic potential energy change AE, of an electron-spin 
magnetic moment in a. magnetic field 3 is given by 

which is much like (7-12). 
A is interesting to calculate the approximate magnitude of the 

magnetic field that splits the P atate in  odium. Figure 7-19 ~hows  the 
3 s  and 3P states of sodium. The two transitions giving ri~e to the sodium 
D lines differ by bR = 6 A; therefore, the energy difference AE between 
the two P staka is given by 

Then B = 20TKb/m2 = 200,000G 

which L a very strong field. ! b e  finestrudue splitting of energy levels, 
arising h m  spin-orbit interaction, is in complete agreement with the 
experimental obeervatione of h e  structure in spectral Iinea. For 
quantitative detail8 the sophisticated. methoda of quantum mechanics 
are required. The internal magnetic fields are extraordinarily strong, 
and the finpetructure splitting, typicalIy of eV, or a few angstroms 
in wavelength in vi~ible lines, is in accord with theoretical predictions. 

Xn an atom them are, then, ma contributiona to the htal angular ma- 
mentum d the atom: the orbital angular momentum and the electronapin 

FIG. 7-1 9. Emwgy lswk md 
spectrum d the sodium D lines 
(nut to st#&). 
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I =  2 
F tG. 7-20. Ve-r mlafions p = l 

bemeen the orbital. spin, and 2 

totel enguiaf-momentum vectors j = 1 + ~ = 5  
for the lDsl,  end the a D ~ 2  

sra res. 

angular momentum.7 The quantum theory mrrectlg @cts that the total 
angular momentum Lj of an atom mith a single valence electron is characbrhd 
by the total angular-momentum quantum number j and has a magnitude 
given by 

The number j can assume either ofthe two vduw I + s and I - s, where I and s 
are the orbital and spin quantum numhra. Figure 7-20 ehom the vector 
relations between the orbital, spin, and total angular-momentum vetma. It 
can be Been that the orbital and apin vectors are never completely aligned or 
antialigned with the total vector. A useful means of iITustrating the coupling 
between the orbital and   pin anguIar momenta is the s d I e d  vector model. 
In t h i 0  model the spin and orbital angular-momentum vectors are imagined 
to precess about the L, vector at a constant rate. 

All the elactmnn within a clmed shell of an atom with a aingle valenoe 
electron are ea axranged that (as we shall see in Sec. 7-8) the total angular 
momentum and total magnetic moment of the closed ahell are zero. For an 
illustration of the combination of the orbital and spin quantum numbera 
consider the 3P states of mdium. We have 1 = 1 and s = 4; therefore, the total 
angular-momentum quantum number j haa the two possible values 1 f 4 = % 
and 1 - 4 = 4. These two states are represented in the conventional spec- 
troscopic notation as s= P,,, and 3'Pl ,2 (read as "three doublet P t b h a l v e a "  
and ''three doublet P on*half"); the pre~uperscript gives the value of 2s + 1, 
and the postsubscript gives the value of j. Sirnilaly, we have the s t a b  
32D4,1 and 32D3,2 of sodium. Figura 7-21 shown the splitting of several &te~ 
of edlum. 

t The nucleus of an atom, tmv mmay have Bpin, or intrillgic angular momentum, called 
nuclmr spin. which ia added to the angular momentum of the efectmna. H~~f iy  
8tmcture, coneisting of very closely space s-d line. (typic* I ~ s s  than A), 
bas its origin in the inkmction ofthe spin and magnetic moment of nuclei with those of the 
electrons. Themagnetic moments associated with nuclei are alwsys smaller than the Bohr 
magneton by a factor of approximately lo', and the hyperfine splitting is correspondingly 
less than the h e  splitting. In term6 of a claeaical planetary model the nuclear spin is 
analogous to the spin angular momentum of the sun. 
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In an external field fleas than 102 Wb/m2) the tdd angular mormentum L, 
of magnitude + 1)]1'2h is spawuantized in the field direction, which is 
again chosen ta be dong the Z axis. The pennitkd 2j + 1 components of L, 
are 

La,. = m1h 

where m, ia equal to j ,  j - 1,. . .. -j .  T h i ~  is the bash of the anomalous- 
Zeeman ef&, which ocmn wheneves there is spin-orbit interaction. 

The computation of a n d o u s  Zeeman splitting requires a knowledge d 
the magnetic moment fi, associated with the total angular momentum L,, and 
the camputation of NJ is somewhat involved (see Prob, 7-28). Further, an 
analysis of the structure of atoms is increasingly complex as the number of 
valencs electrons increases, b u s e  one must combine the epin and orbital 
anguIar-momentum vectnra of two or more electrons. Here we shaIl d d b e  
merely the normal Zeeman effect in an atom of two valence eleckorre. 

~l(i.7-21. spfimingdsevwel 
stems af sodium. dua to spin- 
orbit interaction {the spliftings ere 
grossly exaggerated). 
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The two electron-spin angular-momentum quantum numbers sl = + 
and s2 = + usually combine to form the total spin quantum number S of the 
atom, where S = s, + sz = 1 (parallel spins) or S = sl - s2 = 0 (antiparallel 
spins). Similarly, the two orbital angular-momentum quantum numbers, 
l1 and 12, usually form a total orbital angular-momentum quantum number L. 
The resultant spin and orbital quantum numbers Sand L then combine to form 
a total angular-momentum quantum number J of the atom. Consider a state 
for which S = 0 ;  such a state is a singlet state, inasmuch as 2 s  + 1 = 1 
(when S = 1 and 2 s  + 1 = 3, the state is a triplet). Then J = L, and the total 
angular momentum is due only to orbital motion. In a magnetic field the 
transitions between singlet states exhibit the normal Zeeman effect. In general 
the occurrence of the normal Zeeman effect requires that the total spin angular 
momentum of the atom be zero, which is to say that the atom have an even 
number of electrons grouped in pairs of antialigned spins. 

In a nonrelativistic wave-mechanical analysis of atomic structure the 
three quantum numbers n, 1, and m, emerge in a natural way by the fitting of 
three-dimensional waves, representing the electrons, into the region sur- 
rounding the nucleus. The electron spin, which has no classical analog 
(except for the fictitious model of a spinning sphere of charge), is not a con- 
sequence of nonrelativistic wave mechanics. The first relativistic wave- 
mechanical treatment incorporating the three space and one time coordinates 
was successfully made by P. A. M. Dirac in 1928. In his relativistic quantum 
theory the electron spin, having an angular momentum of [s(s + l)] 'Izh and a 
magnetogyric ratio of 2(e/2m), emerges in a natural way with the three quantum 
numbers n, I,  and m,. Another consequence of the Dirac wave mechanics was 
the first prediction of the electron's antiparticle, the positron. The positron 
has a spin angular-momentum quantum number s of 4 and a magnetogyric 
ratio of 2(e/2m), just like those of the electron, but its spin angular-momentum 
and magnetic-moment vectors point in the same direction, by virtue of the 
positive electric charge. 

7-7 THE STERN-GERLACH EXPERIMENT 

The space-quantization phenomenon, which limits the orientations 
of the angular-momentum and magnetic-moment vectors in a magnetic 
field, is demonstrated directly in the experiment of 0. Stern and W. 
Gerlach, performed first in 1921. They showed that atoms of silver, in 
which the only contribution to the angular momentum of the atom is 
that made by the spin of a single electron, are space-quantized in a 
magnetic field. 

To see the basis of the direct experimental confirmation of space 
quantization, let us consider a magnetic dipole. A magnetic dipole 
moment p in a uniform magnetic field B (one in which the magnetic lines 
of force are uniformly spaced and parallel) is subject to a torque,? 

which tends to orient the magnet along the field lines. The dipole is not, 
however, subject to a net force tending to displace i t  as  a whole. Consider 
now the behavior of a magnetic dipole in an  inhomogeneous magnetic 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Eq. (29-20). 
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field, one showing a divergence of the magnetic field lines. Figure 7-22 
~ ~ t e s  that a net force pulls the magnet into the region of strong 
field when the magnet and the field are more nearly aligned than not 
and that it pushes it out when they are more nearly antialigned. 

Let us compute the force on a magnetic moment in an inhomogeneow 
magnetic field. The magnetic potential energy of the electron spin is 
given by 

Inasmuch as a force is juat the negative space derivative of the corre- 
aponding energy,t the magnetic force acting on the dipole is given by 

where the Z direction is the symmetry direction of the inhomogeneoua 
magnetic field of gradient aB/az a E  well as the direction of space quantiza- 
tion of the electron spin. 

Consider now the arrangement of the original Stern-Gerlach experi- 
ment, shown in Fig. 7-23. Silver atoms leave an wen at relatively high 
speeds, are collimated by alits, pass through an inhomogeneous magnetic 
field, and fall upon a photographic plate, where their h a 1  location is 
recorded. The electron spins are spacequantized in the magnetic fieId 
into such orientations that the component of the electron-spin angular 
momentum is ++?i or -+h for an m, or ++ or -+, respectively. For 
ma = ++ the atoms are deflected downward; for m, = -4  they are 
deflected upward. On the photographic plate there is, then, not a con- 
tinuow epread in the positions of the arriving atoms, as would be 
expected if space quantization had not occurred; rather, two distinct 
lines, corresponding t o  the silver atoms in the two allowed spin orienta- 
tions, are observed. In general, for an atom" total angular-momentum 

FIG. 7-22. ~ W C ~ S  On S rnSgtPl?fic 
dipole In an i n h o m o g ~ u ~  
magmetic field fur ~ w w  
rrrientstions. 

- 
f See W e i t h a  and Sells, Elementmy ChashI  PhyBiCB, 2nd ed.. Eq. (101). 
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FIG. 7-23, SchI#Y#tf~ / 8 p -  

sentation of the Stom-Gwtach 
experiment. 

quantum number J the number of lines appearing on the plate is W I- 1 ; 
thus atomic beams may be wed for evaluating angulmmomentum 
quantum numbem. 

7-8 THE PAYCl EXCLUSIOH PAIHCrPLE AND THE PERIODIC TABLE 

To specify the state of an electron in an atom is, in the quantum 
theory, to specify the values of each of the fout quantum numbers n, 2, 
m,, and m, (the number s need not be indicated, for there is no other 
possible value than f). By the procedures of the quantum mechanics it is 
possible to compute an atom's energy in the absence or presence of an 
external magnetic field,  it^ angular momentum, ita magnetic moment, 
and other of ib measurable characteristics. Indeed, it is possible, at 
least in principle, to predict all properties of the chemical elements. En 
practice such a program cannot easiIy be carried out, because f o d -  
able mathematical difficulties arise with ayatsms having many component 
particles. In fact, only the problem of the simpIest atom, hydrogen, has 
been solved completely by relativiatic quantum theory. Work on this 
atom h e  shown essentially perfect agreement between experiment and 
theory. 

Even though solutions far the other atomic elements are not known 
exactly, the quantum theory does provide a wealth of information 
concerning their chemical and physicd propehes. One of ita greatest 
achievements is a basis for understanding the ordering of the chemical 
elements as they appear in the periodic tabIe (it should be recalled that 
the periodic table W a s  &st constructed merely by listing elements in 
the order of their atomic weights, and it was found that remarkable 
peridicities in the properties of the elements were thereby revealed). 
We ehall discuss the means by which this ordering may be understood in 
bmm of the quantum theory. The key is a principle proposed by W. Pauli 
in 1924, the Pauli exclusion principle. This principle together with the 
quantum theory can be used to  predict many of the known chemical and 
physicd properties of atome. 

Consider again the energy levels available to the ~ingle electmn in 
the hydrogen atom. These energy levda are shown mhematically (but 
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2 J  FIG. 7-24. Repra88ntstion of rhe 
energy mms avuilabfe to rhe 
elecrmn in llre hydrogen etom 
(not to wele). There ere two 
states for each horizontal line, 
corfesponding to the two 
electron -spin orientations. 

not to scde) in Fig. 7-24. Each horizontal line corresponds to a particular 
m b I e  get of valuea for the quantum numbers n, 1, and m,. For each line 
there are two possible values of the electron-spin quantum number, 
m, = +. 4. The occupancy of an available state by an electron is indicated 
by an arrow, whose direction indicates the electron-spin orientation, up 
for m, = -t + and down for na, = - 3. For brevity only the energy levels 
with principal quantum numbem 1,2, and 3 are shown. For a given value 
of n the S atates are lowest, the P statea next lowest, etc. For a given 
vdue of the orbital angular-momentum quantum number 1 the possible 
values of the orbital magnetic quantum number m, are 8hown hori- 
zontally arranged. Every one of the etates (two for each dash) is available 
to the electron in the hydrogen atom. Some of the states are degenerate, 
having the same total energy; they are, nevertheless, distinguighable 
when a strong magnetic field or other external influence is applied to the 
atom. 

Let ua review the rula governing the possible values of the quantum 
numbers: 

For a given n: 1 = 0, 2 ,  . , n - 1 (n pmsibilitietl) 

Foragivenm,: rn, = +$. -3 (2 powibilities) 

When the hydrogen atom is in ita loweat, or ground, state, the aingle 
electron ia in the &ate in which n = 1, I = 0, ml = 0, and m, = - +. The 
ground state of the hydrogen atom is thue 12S1,2r where, as before, the 
first numeral is the value of n, the preliuperscript fives 2a + I = 2 with 
s = +, the symbol S denotes the atom's orbital quantum number (L = 01, 
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FIG. 7-25. Hydmgen stom b 
its ground sere (1s) #nd in a 

3D state. 

and the postsubscript givee the atom's hta l  angular-momentum quantum 
number J = +. Excitation of the hydrogen atom may promote the elec- 
tron to any of the higher-lying available states, fmm which the atom can 
then decay to the ground state by downward tramitions with the emis- 
sion of one or more photons. Figure 7-25 depieta a hydrogen atom in i b  
ground statea and in an excited 3 0  state. 

Consider next the element helium, ,He. This atom hm two electrom 
to be arranged among the levels shown In Fig. 7-24. The sepamtion 
between the levele is, however, not the aame ae in hydmgen. because the 
nuclear charge, +a, is different, and deo because there are three 
interacting partides rather than two. Nevertheleas, the order of the 
states ia  the same. When the helium atom is in its ground state, both 
electrons are in the 1S state, with n = 1, 1 = 0, and mt = 0. Then for 
each electron two values of m, are m i b l e ,  + and -+. 

The possible values of m, fox each of the two electrons in helium are 
found in a study of ita spectrum. When the retrious stat- of the helium 
atom are inferred from its spectrun, it is found that there is no 13S1 
state, although there is a llSo date. A 13S, date would represent that 
situation in which both electron spins had the same m value, yielding the 
atomic total spin quantum number S = I. But only the IiSo staQ is 
found in helium. a state in which the total spin quantum number S is 
zero and the two elements have diffeent m,  value^. Therefore, in the 
ground state the two electrons, which have identical values of n, 1, and 
m,, must have spin magnetic quantum numbers m, = 3 and m, = -), 
respectively. We can interpret the nonoccurrence of the 13S, state in 
helium in the following way: Two electrons in a helium atom cannot 
have the same set of four quantum numbers; that is, the two electxons 
cannot exist in the same state. 

Spectroecopic evidence from all elements is similar; it ~hows that 
atom simply never occur in nature with two electrons occupying the 
aame state. The Pauli exclusion principle formalizes this experimental 
fact: 

No two ektrons in an adorn mn haw ib same set of qucrntum 
numbers n. I ,  m,, om? m,; or no two sktrons in an atom can exist 
in the same state. 

1.7 statc 

) 

3 D  state 

( h )  
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Exceptions to the exclusion principle, which applies also to systems 
other than atoms and to particles other than electrons, have never 
been found. The Pauli principle is analogous, but not equivalent, to the 
classical assertion that no two particles can be in the same place at the 
same time (the particles being regarded as impenetrable). 

Thus, the two electrons in helium in the normal state occupy the 
two lowest available states indicated in Fig. 7-24. No more electrons 
can be added to the n = 1, or K, shell; in helium the K shell is filled, or 
closed. The electron spins being oppositely aligned in the llSo state, the 
helium atom has no magnetic moment and no angular momentum, either 
orbital or spin. Furthermore, the two electrons are tightly bound to the 
nucleus, and a considerable amount of energy is required to excite one 
of them to a higher energy state. It is primarily for these reasons that 
helium is chemically inactive. 

When the values of the quantum numbers of each and every electron 
in an atom are known, the electron configuration of the atom is given. A 
simple convention is used for specifying an electron configuration, which 
we illustrate with an example. When a helium atom is in its ground 
state, the two electrons each have n = 1 and 1 = 0, and their configura- 
tion is represented by Is2. The leading number specifies the n value, 
the lowercase letter s designates the orbital quantum number I of in- 
dividual electrons, and the postsuperscript gives the number of electrons 
having the particular values of n and 1. An energy-level diagram of 
neutral helium is shown in Fig. 7-26. The energy levels are segregated 
according to whether they are singlets or triplets, that is, whether the 
two electron spins are antialigned or aligned, respectively. Note that 
the 13S state does not exist. When the atom is in an excited state, one of 
the electrons may remain a 1s electron in the K shell and the second 
electron occupy any of the higher excited levels. For example, the electron 
configuration of the first excited state in helium is ls12s1. Typically, 
transitions occur only between singlet statesor only betweentriplet states. 

The element with the next lowest atomic number, Z = 3, is lithium, 
,Li. Of the three electrons in this atom the f i s t  two occupy the two 
available n = 1 states. Therefore, as the exclusion principle requires, 
when lithium is in its ground state, the third electron goes to the lowest 
of the remaining available levels. The next lowest available level after 
the K shell is n = 2 and 1 = 0. Then the ground-state configuration of 
the electrons in lithium is ls22s1, indicating two electrons in the closed 
K shell and one electron in the incomplete I = 0 subshell of the L shell; 
see Fig. 7-27. 

Proceeding in this fashion-adding one electron as the nuclear 
charge or atomic number is increased by one unit, but always with the 
restriction that no two electrons within the atom can have the same set of 
quantum numbers-we can find the ground-state electron configurations 
of other atoms. We see from Fig. 7-24 that two electrons can be accom- 
modated in the s subshell of the L shell and six electrons in the p sub- 
shell, after which the L shell is completely occupied, holding its full 
quota of eight electrons. Table 7-2 gives the electron configurations of 
the elements from beryllium to sodium. 
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FIG. 7-26. Energy-level 
dimram of helium. showing 

some possible transitions. ~o'or;? 
thet &% I ~ S ,  stare daes not exist. W e  ishaIl shortly note the chemical properties of a number of the 

elemenb listed in Table 7-2 with respect to their electron configurations 
and the occurrence of c l o d  ~hells,and subahells, but first we shall note 
eome of the propertiee of sodium that are directly related to itp eteetron 
configuration, ls22s22p63s1. A ~ingfe valence electron is outside the 
closed L shell, and the lowest state available to this valence electron 
being the 3s state. In the inner, closed subshella the electrons' tdtal 
angular momentum and magnetic moment is zem,  both their 
orbital angular momenta and spin angular momenta are pmed off. Thme 
closed shells, Is2, 2s2, and 2p6, are chemically inert and correspond to the 
electron configuration of the inert gae neon. The reason that sodium 
behaves approximately as a hydrogen atom is clear: A single valence 
electron moves about inner, inert, closed electron shells. The optical 
spectrum of sdium originates h m  the change in the state of the 
valence electron, while the 10 electmne in the inner closed shells remain 
in their name dates. 
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h the atomic number increases, there ia a continuous filling of the 
~ublevela in the expected order Is, 2s, 2p, 38, and 3p, the last eIement be- 
ing argon, ,&, whom complete electron configuration in the ground 
state is lsa2822p63s23p6, or 3p6 for short. After the compIetion of the 3p 
subshell with argon we might expect that the eucceeding elements would 
ml, in Bequence, the 10 available states of the 3d ~ublevel. Spectroscopic 
and chemical evidence indicates, however, that the 4s subshell i~ filled 
&d., because its two electrons have a lower energy and are more tightly 
bound to the atom than 3d electrons. We can understand this apparent 
anomaly in the following way. The wave function of a 4s electron at the 
~ i t e  of the nucleus is greater than that of a 3d elxtron. Consequently, a 
4s electron ia more strongly attracted to the nucleus, and the atom's 
energy is lowered more by the addition of a 48 electron than by the 
addition of a 3d electron. For example, the electron configuration of the 
element potmsium, , ,K, is ls2%22p%23p64e1. Note that the last electron 
is a 48, not a 3d. Whereas in hydrogen the 3d state lies be10 w the 4s state, 
in potassium, with 19 electrons, the reverse is true. According to experi- 
mental evidence, the general order in which the electron subshells are 
filled as the atomic number increase8 is es foIlom: 

F1 G . 7 -27. EIacIron cotdigwmtiom 
d Iiahfurn in the ground state. 
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The periodic table of chemical elements is shown in Table 7-3. The 
electron configuration of the outer electrons in the free atom is given 
with the atomic number and chemical symbol of each element. The 
arrangement is such that any column typically contains elements with a 
common orbital state and also with the same number of electrons in 
this orbital state. For example, carbon, which has an outer electron 
configuration of 2pZ, is found above silicon, ,,Si, which has an outer 
electron configuration of 3pZ; both have two electrons in an incompletep 
subshell. The groups of elements corresponding to the filing of the 3d, 
4d, 4f, and 5d subshells are listed separately. It is clear why the main 
body of the periodic table has a periodicity of 8: The total number of 
electrons completing an s subshell (two) and a p subshell (six) is eight. 

The basis of the chemical properties of elements is the electron 
configurations of the atoms. Atoms with similar electron configurations 
show remarkably similar chemical behavior; the periodicity of chemical 
properties reflects the periodicity of the electron configurations. Let us 
consider some of these properties. 

The Rare Gases. The inert, or noble, rare gases are ,He, loNe, 1 8 h ,  
36Kr, ,,Xe, and 86Rn. We see from Table 7-3 that all these elements, 
except helium, have configurations in which the outermost electrons 
complete a p subshell. All rare gases have a ground state of 'So. The 
total angular momentum of the atom, from orbital motion and from 
electron spin, is zero; therefore, the total magnetic moment of the atom 
is zero. The atoms are chemically inert, or almost so, because there is 
no excess of electrons beyond a closed subshell and no deficiency of 
electrons in a subshell. Electrons within closed subshells are very 
strongly bound; thus, the ionization energies of elements in this group are 
particularly high. The atoms ordinarily fail to form chemical com- 
pounds, or nonmonatomic molecules. Furthermore, the rare gases have 
very low electrical conductivities and liquefaction (boiling) points. 

The Alkali Metals. The alkali metals, in the first column of the periodic 
table, are 3Li, ,,Na, 19K, 37Rb, ,,Cs, and *7fi. In every atom of an 
alkali metal there is a single electron outside a closed rare-gas subshell; 
in the ground state this electron is in an s subshell. The chemical activity 
of the elements may be attributed to this single electron, whose binding 
energy is relatively low, and which can be removed easily from the 
neutral atom to form a singly charged, positive ion. Alkali metals, then, 
have a valence of + 1. Clearly, they may be regarded as hydrogenlike, 
their spectra resembling the spectrum of hydrogen. 

The Alkaline Earths. The alkaline earths, in the second column of the 
periodic table, are ,Be, lzMg, 2oCa, 38Sr, ,,Ba, and ,*Ra. All have two s 
electrons outside a closed p subshell when in the normal state. The two 
electrons have a relatively small binding energy and are responsible for 
the valer~ce of +2. When the elements are singly ionized, they become 



TABLE 7-3 Periodic table of the chemical elements. The ground-state configuration for the outermost electron shell is given, except when an inner shell is 
incomplete, in which case both shell configurations are given. For example, the element 4 z M ~  has the complete electron configuration of lsz2.3z2p63sz3p6 
3d104sz4p65s14d5. 

(d) Actinides and transumnic elements: The 6d and 5 f  states follow the 7s states. 

3p 

4p 

5~ 

6p 

7 
2p3 
15 P 
3p3 
33 As 
4p3 
51 Sb 
5p3 
83 Bi 
6p3 

N 8 O 9  
2p4 
16 S 
3p4 
34 Se 
-- 4p4 
52 Sb 
5p4 
84 Po 
6p4 

13 A1 

Ga 
see (a) 4p1 

T1 

- - - - - - - 

(a) Transition elements: The ten 3d states follow the 4s states. 

3dZ 3d3 3d6 3d7 

(b) 4d elements: The ten 4d states follow the 5s states. 

6 C  
2pZ 
14 Si 
3pZ 
32 Ge 
4pZ 
50 Sn 
spz  
82 Pb 
6pz 

2p5 

48 Cd 
4d10 

39 Y 
4d1 

F 1 0 N e 2 p  
2p6 

(c) Rare enrths and 5d elements: The ten 5d states and fourteen 4 f  states follow the 6s states. 

40 Zr 
4dz 

17 C1 
3p5 
35 Br 
4p5 
53 I 
5p5 
85 At 
6p5 

18 Ar 
3p6 
36 Kr 
4p6 
54 Xe 
5p6 
86 Rn 
6p6 

41 Nb 
5s14d4 

42 Mo 
5s14d5 

43 Tc 
4d5 

44 Ru 
5s14d7 

47 Ag 
5s14d10 

45 Rh 
5s14d8 

46 Pd 
5s04d10 
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hydrogenlike, their spectra being are similar to those of the alkali 
metals. 

The Halogens. The halogen group consists of the elements in the 
seventh column of the periodic table: ,F, ,,Cl, 35Br, 531, and The 
atoms lack one electron for completing a closed p subshell; therefore, 
they have a valence of -1.  The halogen elements are highly active 
chemically and form stable compounds when combined with elements of 
the alkali-metal group; an example is the compound NaCl. When two 
respective atoms of these groups are in close proximity, the halogen 
atom, lacking one electron of a closed subshell, wants an additional 
electron to complete its p subshell, and the alkali-metal atom, having 
one electron outside a closed subshell, is ready to relinquish its last 
valence electron. When halogen and alkali-metal elements unite to form 
compounds, each atom increases the stability of its electron configura- 
tion. Formation of the molecule by such combination of ions is called 
ionic binding (Sec. 12-1). 

The Transition Group. The so-called transition group, in which the 3d 
subshell progressively is filled, contains ,Sc, zzTi, Z3V, &r, 25Mn, 26Fe, 
2 7 C ~ ,  28Ni, 2 9 C ~ ,  and 3,Zn. The electrons in the incomplete 3d subshell 
are responsible for some important properties of these elements. Many 
of these substances are either paramagnetic (weakly magnetic) or 
ferromagnetic (strongly magnetic) as elements or in compounds. Their 
magnetism has its origin in the incomplete 3d subshell, whose total 
magnetic moment is not zero. On the other hand, their chemical activity 
is primarily a result of the outer, the 4s, electrons. 

The Rare Earths. The atoms of the 14 rare earths &e to ,,Lu have 
incomplete 4f subshells. The 4f electrons are well shielded from the 6s 
valence electrons. Thus, the chemical properties of the rare earths result 
primarily from the 6s electrons, and for this reason the elements are 
nearly chemically indistinguishable. 

7-9 CHARACTERISTIC X-RAY SPECTRA 

When atoms are bombarded by electrons having only a few electron 
volts of kinetic energy, the resulting excitation or ionization involves a 
change in the state of one or more of the weakly bound, outer electrons. 
The optical emission spectrum is induced by such collisions, while the 
more tightly bound electrons in the inner closed shells remain in their 
initial states. An inner electron, however, also can be excited or re- 
moved, provided sufficiently great energy is added to the atom. In this 
section we shall discuss the spectrum produced when an inner electron 
is displaced: the characteristic x-ray spectrum. 

Consider the schematic diagram Fig. 7-28, which indicates the elec- 
tron configuration and energy levels of copper, 2 9 C ~ ,  in the ground state. 
Fine structure splittings are ignored. The K, L, and M shells are com- 
pletely filled with their respective quotas of electrons (2, 8, and 18), 
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Shell n 

R 3 3  1 
FIG. 7-28  Efeciron configrntion 
and emfgy levels aF 19Cu in the 
ground state. 

specifred by the exclusion principle. There i~i a single electron, the 
valence electron, in the N shell. Near the top of the diagram are the 
unfilled ~hells, or "optical" levels; tramitiom of the outer electron to 
these states give rise to the optical spectrum. The difference in energy 
between any of the unfilled levels and the onset of the continuum, 
E = 0. i~ very emall compared with that between the K shell md E = 0. 

Suppose that a very energetic electron strikes the atom, thereby 
moving  one of the two electrons in the K shell to an available higher 
energy level. The eIeetron cannot be accepted in the Wed L and M shells: 
it muat, then, either go to one af the unfilled energy states or go out of the 
atom completely, thereby ionizing the atom. In any event the removal of 
the electron from the K shell has increased the energy of the atom 
drastically (by well over 1,W em, and a vacancy exists in the K shell. 
The ''hole" thus created may be filled by a transition of one of the eight 
electrons from the L shell to the K shell, where it will then be more 
tightly bound. T h i ~  transition, which reducea the energy of the atom by 
more than 1,000 eV, gives rise to the emission of the e ~ a l l e d  K, x-ray 
line. Because the difference in energy is typically of the order of thou- 
sands of electron volts, the photon created in such a transition is an 
x-ray photen with a wavelength between 0.1 and 10 A, 

Still other transitions can occur. The vacancy in the K   hell can be 
Wed through a somewhat less probable transition, in which an electron 
in the M  hell jumps inward to the K shell; the corresponding emitted 
photon is labeled Kg. The transitions from successively higher energy 
states, all terminating ~t the K ahell, me identified in the x-ray notation 
by K,, KB, K,, K,, . . . , as shown in Fig. 7-29. This group of K x-ray lines 
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FIG, 7-29. Inner-ekwn 
tmmitbns giving rise lo 

cheracteristic x-ray lines. 

comprkw the K series. 
Other eerie8 of x-ray linea having smaller energies, or longer wave 

lengths, also mcur. When an L electron jumps to the K ahell to fill the 
vacancy created by the remwal of a K electron, a vacancy is created in 
the L shdl. This hole can be mled by electron transitions from still 
higher states, giving rise to the L series, La. Lb, q, La, . . . , the symbols 
again indicating transitom terminating in the L e h d  and originating in 
the respective higher energy statea. 

The minimum energy necessary to excite a K electron i s  close to the 
ionization energy for the K shell. The ionization energy far the K shell, 
E,, is the energy required to remove a K electron completely out of the 
atom, such that the freed electron and the atom remain at rest; the atom 
is then ionized. The energy EK is only slightly greater than the energy 
required to bring a X electron ta any of the unoccupied optical levels;. 

The energy required to produce x-ray ionization from the L shell is 
called EL. Becau~e Ex is ordinarily much greater than EL, the x-ray lines 
in the K series have appreciably shorter wavelengths than those in the 
L series (for Z greater than 30, linee in the K series have wavelength of 
lea@ than 1 A, and lines in the L series have wavelengths of Iess than 
10 A). Ordinaxily the lines originating in still higher transitions, in the 
M, N, . ,.. . , serim, are still weaker and of longer wavelength. 

The x-ray ionization energies EK, EL, . . . , are related in a simple way 
to the muenc ies  of the x-ray emiasion linee. Consider the Km line. If an 
energy EK removes a X electron, the atom then has an energy increased 
by the amount E,; similarly, if an eIectron is moved  from the L shell, 
the atom's energy is incremed by E,. Theae two conditions correspond, 



mqwctively, to the aituatiom before and after the emhion of the K, 
line. The energy of an emitted K, photon, hv, is simply Ell - EL. 
Therefore, 

hvK. = EX - EL 
K serie~: h ~ q  = EK - EM (7-23) 

hvEp = EK - EN 
....*.*...... ' .  

We can now interpret the charachhtic x-ray lines that appear when 
the target in an x-ray tube ie struck by eleetmna having energies of the 
order of thousands of electron volta. Figure 7-30 ehowa the measured 
intensity of emitted x-radiation from a molybdenum target. Thme i n  tt 
smoothly varying, continuous x-ray spectrum aridng from bremsstmh- 
lung coUiaiona of electrons with the target; the continuom spectrum 
bas a welldefined maximum frequency, determined solely by the acceler- 
ating potential ofthe x-ray tube (see Sec. 4-3). Superimposed on the x-ray 
continuum are sharp peaks in the intensity, characterietic of the x-ray 
~pectrum of molybdenum. Those peaks are identified ae the K, and Kp 
lines ; the lines of the L s e h ,  having much longer wavelength and Iower 
intensity, do not appear. 

The breaking down of an x-ray spectrum inta  it^ component wave 
lengths is typically made with an x-ray crystal spectrometer. A single 
mystaP having a known crystalline strudxre can be used to separate the 
various wavelengths, and the wavelength can be computed from the 
Bragg law (see Sec. 5-2). The intensity of the x-radiation can be meaaured 

Frequency u b 
FIG. 7-30. X-ray spsernrm of 
mo&bdenum. 
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- 
with a chamber which is sensitive to the ionization effects produced by 
x-rays passing through a gas (Sec. 8-2). 

The frequency or wavelength of the K, line can be calculated 
approximately on the basis of a rather simple theoretical analysis in- 
volving only the Bohr atomic theory. The wavelength I of lines emitted 
by one-electron, or hydrogenic, atoms, is given by the Rydherg formula, 

where R is the Rydberg constant, k2e4m/4ah3c, nu and n,  are the principal 
quantum numbers of the upper and lower states of the transition, 
respectively, and Z is the atomic number of the one-electron atom. When 
a K electron, nl = 1, has been removed from the atom of a heavy element, 
an electron in the L shell, n,  = 2, will "see" the nuclear electric charge 
Ze shielded by the charge - e of the one remaining K electron. Electrons 
in the M, N, and higher states do not penetrate appreciably the region 
between the K and L shells. Therefore, an L electron will approximate 
closely the single electron in a hydrogenic atom, moving in the electric 
field of the nucleus plus the K electron, which has an effective atomic 
number, Z - 1. Equation (7-25) then yields, for the frequency v,, of the 
K, line emitted when an L electron jumps to the hole in the K shell, 

3cR 
v,, = ---- (Z - 

4 

A plot of v,,"~ versus the atomic number Z of the emitting x-ray 
elements should, therefore, yield a straight line. The first comprehensive 
study of the characteristic x-ray frequencies was made by H. G. J. Moseley 
in 1913. Moseley found that (7-26) represented the data on the Klines very 
well. In fact, it was his measurements that first established clearly the 
values of the atomic numbers of the elements. If the chemical elements 
in the periodic table are listed in the order of their atomic weights, the 
resulting list is (with a few notable exceptions) identical with a listing by 
atomic number. One such exception is found in the ordering of the ele- 
ments cobalt and nickel. The work of Moseley established that, although 
,,Co has a greater atomic weight than 28Ni (58.93 as against 58.71), its 
atomic number. is smaller. 

Our discussion of atomic structure has heretofore been restricted to 
free atoms of a gas and not to atoms strongly interacting with one 
another, as in molecules, liquids, or solids. Why is it proper in the theory 
of x-ray emission to consider the atoms essentially free when actually 
x-ray target materials are in the form of solids? The answer is, of course, 
that x-ray transitions involve the innermost, tightly bound electrons, not 
the outer electrons, and that the latter have their configurations and 
energies changed when atoms are brought close together in a solid, 
while the inner, tightly bound electrons are hardly influenced by the 
state of the material, whether solid, liquid, or gas. 
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CON.STANT OF THE 
MOTION QUANTUM NUMRER ALLOIVED VALUES 

- - > - - - - - - - - - -- - - - - - - - - 

Energ: n (principal quantum En = - Z1E,/n2 
number) (for A s i n ~ l e  electron, 

j g n o r i n ~  spin-orbit 
interaction) 

M a m i t u d ~  of the orhital I (orbital anmlar- L = JII !  -+ ljh 
angular momentum momentum quantum 

number) 
I:omponent of the orbital m,  (orbitnl mametic L: = m,fi 

nnplor  momentum quantum number) Spnce quantization: 
along i! cos 11 = rn,/.'I(I + 3 

Mamitude of the spin s (electron-spin L, = %!s(s t l )h  
anruI~r momentum quantr~m number) = +. Xfi 

Component of the spin m, (spin mav-rretic t,,, = m,fi 
anwlar  momentum quantum number) Space qunntizntion: 
dong Z COI; 0 = m,/\'s(s + 1) 
- - - - - - - - -- - - - -- 

The Stern-G~rlach experiment, i n  which atoms with a net  electron 
spin pass through an inhamogeneous magnetic  ficld. s h o w  directly 
the phenomenon of space quantization. 

The fine structura of spectral l ines  has its oripjn in the interaction 
betwe~n I, and L,, spin-orhit interaction. 

T ~ P  spectroscopic nomenclatur~ for atnms having one or morc 
electrons is: 

Total orbital angular- L =  0 . 1 . 2 . 3 . 4  , . . .  
momentum quantum number S * P , D + F , G  , . . .  

Total spin ~ngular-momentum S = i (for one e l~c t ron)  
quantum number S = 0 or 1 (for two rlertrons) 

d r j = I - t - s . n r F - s  

The Pauli rzclusion principle.  thr hasis for u n d c r s t a n d i n ~  the 
prriodir tahIe nf chemical plements, sp~cifirs that nn two r l ~ c t s n n s  in 
the sRrnr2 atom can have the same set of t IIP four qunnturn numhrrs 
n ,  I ,  m, ,  m,. 

B I B L I O G R A P H Y  

m, W.: Wave M e c h b .  O d d :  C M w X % m ,  York: McGrew-Hill Book Campmy, 1989. me wave 
19%. The rulaa for angular-mmentum quantization functions of the hydrogen a b m  are derived in detail 
are developed in elementary faahion in Chap, 4. in Chap. 5; Chaps. 7 and 8 treat of  the peridic table 
LEIGASON, R. B.: Principles of M d r n  Physics. New and many-electron atomic Bkucture. 
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Problems 

distance r from a magnetic moment rr is 

7-1. Using the result for a classical particle subject 
to a central force (Fig. 7-3), show that t+e wave function 
is zero at the force center for an electron with an orbital 
angular-momentum quantum number greater than zero 
(see Fig. 7-7). (b) On the basis of the analogous classical 
situation show that a spherically symmetrical wave 
function corresponds to an S s t a t e a  state of zero 
orbital angular momentum. 
7-2. Which transition in the potassium atom has the 
shorter wavelength, 6 s  + 4P or 6D -+ 4P? Explain why. 
7-3. Calculate the approximate energy of photons 
emitted in radiation from triply ionized aluminum, 
,,AIZ+, for the transition 40 -+ 3P. 
7-4. List all possible downward transitions in sodium 
atoms initially in the 6 s  state (see Fig. 7-9). 
7-5. The sharp series of transitions in sodium is found 
to consist of a set of closely spaced pairs of spectral 
lines. What is the common characteristic of these 
pairs? Give your reply both in conceptual terms and 
quantitatively. 
7-6. In general, an atom initially in an excited state 
remains in that state for such a short time (about 1 0 - 5  
on the average) that the probability of its absorbing a 
photon and jumping to a still higher state is very small. 
Explain on this basis why only the P series (principal 
series) is ordinarily observed in the absorption spectrum 
of potassium. 
7-7. (a) Prove that an electron moving in a classical 
circular orbit of radius r has a magnetic moment whose 
magnitude is p = (ke4r/4rn)'12. (b) Show that the Bohr 
magneton efr/2rn is the orbital magnetic moment of the 
hydrogen atom in the first Bohr orbit. 
7-8. Show that the difference in frequency between 
adjacent magnetic sublevels in a normal Zeeman 
splitting is BBlh. 
7-9. A particle with a mass of kg moves in circle 
of radius m at a speed of m/s. (a) What is 
the orbital angular-momentum quantum number 1 of 
this particle? (b) What is the maximum angular differ- 
ence between the allowed orientations of the orbital 
angular-momentum vector? 
7-10. The magnetic moment of a proton is about 
lW38, where B is the Bohr magneton. The electron and 
proton of the hydrogen atom interact, giving rise to- 
two relative magnetic-moment orientations: electron 
and proton magpetic moments aligned and antialigned. 
For this reason the n = 1 state of hydrogen consists of 
two distinct, hyperfine energy levels separated in energy 
by an amount corresponding to a photon with a wave- 
length of 21 cm. (a) Given that the magnetic field at a 

compute the approximate energy difference for the two 
sublevels of hydrogen. (b) Show that the corresponding 
photon wavelength is of the order of 21 cm. 

There is appreciable 21-cm radiation from hydrogen 
atoms making transitions between the two hyperfine 
levels, fmm intergalactic hydrogen clouds and stellar 
sources. Indeed, the obsemation of the radiation is a 
principal basis of radio astronomy. One might expect 
inhabitants of other planets attempting communication 
with the earth to broadcast signals at 21-cm wavelength. 
7-11. A classical gyromagnet, an object with angular 
momentum L and magnetic moment p, is immersed in an 
external field B, as shown in Fig. P7-11. One may imagine 
the gyromagnet to consist of rotating charge particles 
with a magnetogyric ratio of p/L = e/2rn. The gyro- 
magnet is subject to a magnetic torque at right angles to 
its angular momentum in the same fashion that a spin- 
ning top is subject to a gravitational torque at right 
angles to ita angular momentum. (a) Show that the 
gyromagnet precesses about the direction of B at the 
angular frequency w = (p/L)B, the so-called Larmor 
precession frequency. (b) Show that the precession 
frequency of a claseical gyromagnet about an external 
field is the same as the difference in angular frequency 
between magnetic sublevels in the normal Zeeman 
effect. 

FIG. P7- 1 1 .  Classicel gyromagnet precessing about a 
magnetic field. 

7-12. Assume that an electron moves in a classical 
circular orbit with an angular velocity w,, under the 
influence of a force of magnitude rnwo2r directed 
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toward the center of the circle. A magnetic field B is 
then applied at right angles to the plane of the orbit. 
(a) Show that, if the radius r remains t$e same, the 
angular frequency of the particle's motion becomes 
w = [wO2 + (eB/2m)2]112 f eB/2m. (6) In all cases of 
interest, eB/2m << wo; using this approximation, show 
that v = vo + eB/4nm [comparing this result with 
Eq. (7-15), we see that the frequencies for the normal 
Zeeman effect can be accounted for by a classical 
calculation]. The change in frequency, eB/4nm, is 
known as the Larmor frequency. 
7-13. In the normal Zeeman effect the emitted light 
displays characteristic polarization properties. (a) On 
the basis of the classical theory show that light prop 
agated in the direction perpendicular to the external B 
field is linearly polarized as follows: (1) The component 
of unchanged frequency is linearly polarized in the 
direction parallel to B; (2) the two frequency-shifted 
components are linearly polarized in the direction 
perpendicular to B. (b) Show that all light propagated 
parallel to B is shifted in frequency and that it is 
circularly polarized. 
7-14. How large must be orbital angular-momentum 
quantum number I be for the fractional difference 
between the magnitude of the orbital angular momentum 
and its maximum component to be no more than 1 part 
in lo9? 
7-15. The separation between adjacent normal Zeeman 
components of radiation emitted at 6000 A is 0.2015 A 
when the atoms are in a magnetic field of 1.200 Wb/m2. 
What is the value of elm computed from these data? 
(The fact that the value of elm computed from Zeeman- 
effect experiments agreed with the value found inde- 
pendently from cathode-ray experiments indicated 
early in the development of atomic theory that the motion 
of electrons rather than of more massive particles in 
atoms was responsible for the radiation from atoms.) 
7-16. Draw an energy-level diagram and compute the 
energy difference (eV) between the adjacent normal 
Zeeman components for a transition between the 4 0  
and 3P states. The magnetic field is 1.0 Wb/m2. 
7-17. Suppose a certain spectrometer can resolve spec- 
tral lines in the visible region (say, 5000 A) that are 
separated by 0.05 A. Approximately what minimum 
magnetic field B is necessary to permit the resolution 
of the normal Zeeman effect? 

7-18. Show that the maximum component of the spin 
magnetic moment of the electron along the direction 
of the magnetic field is equal to the Bohr magneton. 

7-19. Assume the electron to be a spherical shell of 
radius 2.8 x lo-" m, whose mass and charge are 
uniformly distributed over its surface. (a) What must 

the angular velocity of the spinning electron be, if the 
magnitude of its spin angular momentum is 4 J3ti? 
(b) Compute the spin magnetic moment of the electron 
for this model (fictitious), and compare it with the 
correct value. 
7-20. A beam of free electrons passes perpendicularly 
into a uniform magnetic field B, whose magnitude is 
7.5 x 10-I Wb/m2. Calculate the difference in energy 
between electrons aligned and antialigned with the 
magnetic field. 
7-21. The spin angular momentum and spin magnetic 
moment of the nucleus of the atom can give rise to a 
hyperfine splitting of the emitted spectral lines. Taking a 
typical nuclear-spin magnetic moment to be approx- 
imately where 8 is the Bohr magneton of the 
electron, ,(a) show that the difference between energy 
levels, due to nuclear spin, is of the order to eV, 
and (b) show that the corresponding difference in 
wavelength of visible light is A1 % A. 
7-22. (a) Show that the difference in energy between 
the two allowed electron-spin orientations in a magnetic 
field B is given by 28B. (b) What is the frequency of 
radiation that can induce transitions (spin flips) between 
these two states when B = 0.30 Wb/m2? This effect, in 
which photons flip electron spins, and for which hv = 
28B, is called electron-spin resonance. 
7-23 Under certain circumstances transitions (mag- 
netic-dipole) can be induced between the fine-structure 
components arising from spin-orbit interaction by the 
absorption of radiation. Because the energy differences 
are very small, the corresponding frequencies are 
relatively low, and the direct study of fine structure and 
hyperfine structure from transitions between the 
multiplet components lies in the area of radiofrequency 
or microwave spectroscopy. What is the frequency of 
radiation that can induce transitions between the 
32P,12 and 32P312 states of sodium? The wavelengths of 
the sodium D lines are 5889.95 and 5895.92 A. 
7-24. An "antiatom" is one in which all of the ele- 
mentary particles are replaced with their corresponding 
antiparticles. Show that the lower energy state of a 
spin-orbit doublet is still j = 1 - s. (An "antiuniverse" 
cannot be distinguished from the universe simply by 
examining the electromagnetic radiation from it and 
inferring the energy levels of atoms.) 
7-25. Find the angle between the total and the orbital 
angular-momentum vectors for the 2P3]2 state. 
7-26. Show with a vector diagram that the vector sum 
of the orbital magnetic moment p, and spin magnetic 
moment p, does not lie along the same line as the sum 
of the orbital angular momentum L and spin angular 
momentum L.. 



7-27. Using the law of cosines, show that 7-31. Find the total angular momentum and total 

cos (1, 13 = 
j ( j  + 1) + l(1 + 1) + s(s 4- 1) 

2 4 1 m  4qFi j  

where cos (1,~) is the cosine of the angle between the 
orbital and total angular momenta. See Fig. 7-20. 
7-28. (a) Knowing that the orbital magnetic moment 
is p, = (efi/2m)[l(l + 1)]lI2 and the spin magnetic 
moment is a. = 2(efi/2m)[s(s + 1)]'12, show that the 
component of the total magnetic moment BJ along the 
direction of the total angular momentum PJ is given by 

See Prob. 7-27. (b) The quantity in the square brackets 
is called the Lande g factor. Show that the Lande g 
factor gives the magnetic moment, in units of the Bohr 
magneton, divided by the total angular momentum, 
in units of fi. 
7-29. Show that in order of magnitude the hyperfine 
splitting of atomic lines is comparable to the splitting 
of lines arising from the multiplicity of isotopes in atoms 
of moderate atomic weight. (See Probs. 6-39, 6-41, and 
6-42.) 
7-30. In a certain Stern-Gerlach experiment a beam of 
potassium atoms emerges from an oven at a temperature 
of 150°C. The atoms pass through an inhomogeneous 
magnetic field, whose gradient is 1.2 x lo4 (Wb/m2)/cm 
for a distance of 2.0 cm, and continue through field-free 
space for 10.0 cm before being deposited on a collector 
plate. What is the maximum distance between the two 
lines a t  the detector? 

magnetic moment of (a) ,B and (b) ,,Rb in their ground 
states. 
7-32. The ground-state electronic configuration of a 
divalent atom is 4P. What is the element? 
7-33. An atom of ,Li is in its ground state. (a) What are 
the four quantum numbers for each of the three elec- 
trons? (b) What are the quantum numbers of the third 
electron for the two lowest excited states of this atom? 
7-34. Show, in the fashion of Fig. 7-27, the occupied 
states of 17C1 in the ground state. What are the corre- 
sponding electron configurations? 
7-35. Which of the following elements can show a 
normal Zeeman effect; ,N, ,,C1, .Be? 
7-36. What is the approximate energy (kev) of the 
Ka x-ray photon emitted from looFm? 
7-37. Calculate the wavelength of the Ka line in 3oZn. 
7-38. (a) With what energy would a free ':,8U atom 
recoil upon emitting a K, photon? (b) What is the ratio 
of the kinetic energy of the recoiling atom to the energy 
of the emitted Ka photon? 
7-39. X-ray fluorescence is that process in which the 
absorption of a photon of relatively high energy in a 
material results in the emission of a number of x-ray 
photons of lower energy. Show that the complete x-ray 
fluorescence of a material can be produced only if the 
material is irradiated with characteristic x-rays pro- 
duced by a target of higher atomic number. 
7-40. The critical accelerating potential for excitation 
of all lines in the x-ray spectrum never exceeds by a large 
amount the Ka photon's energy divided by the electron's 
charge. Show that this is a good rule of thumb. 



Instruments and Accelerating 
Machines Used in Nuclear Physics 

Advances in atomic and nuclear physics have depended on the 
development of devices for studying submicroscopic phenomena. Our 
understanding of the structure of the atom, derived in large measure 
from the study of spectral lines, has depended as much on spectroscopic 
observations as on the development of the quantum theory. Nuclear 
physics had its origin in the discovery, made by H. Becquerel in 1896, 
that uranium salts can produce a darkening of photographic plates, but 
the development of a detailed, if still somewhat incomplete, knowledge 
of the nucleus-an object so minute that it is observed only indirectly- 
has come from a variety of experiments with instruments of which some 
are remarkably simple and others extraordinarily complex, subtle, 
ingenious, and costly. In this chapter we shall set forth the physical 
principles on which a number of important devices in nuclear physics 
operate: detectors of nuclear radiation, devices for measuring the mass, 
velocity, and momentum of charged particles, and high-energy particle 
accelerators. Our discussion will be confined to the physical laws 
underlying the operation of these devices; technical matters, however 
important they may be in the actual construction of the instruments, are 
beyond the scope of this book. 

The particles with whose detection, control, and acceleration we 
shall be concerned in this chapter are the proton, deuteron, a particle, 
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electron, and photon. The proton is, of course, the nucleus of an ordinary 
hydrogen atom. The deuteron is the nucleus of the deuterium atom, or 
heavy hydrogen atom; it consists of yproton and a neutron, so its 
charge is equal to that of the proton, but its mass is approximately twice 
that of the proton. The a particle has already been described as one of 
the particles emitted, typically with energies of a few million electron 
volts, from radioactive materials; it is the nucleus of the helium atom, 
having a double positive charge and a mass roughly four times that of the 
proton. f3 rays and y rays are emitted from the nuclei of radioactive 
materials. B particles are high-speed electrons or positrons with kinetic 
energies up to several million electron volts. y rays are photons emitted 
from nuclei with energies measured in thousands or millions of electron 
volts. The properties of radioactive nuclei and the characteristics of 
their nuclear radiation are treated in some detail in Chap. 9. 

We shall not discuss in this chapter the detection of the neutron, a 
constituent of atomic nuclei. The neutron has a zero electric charge and 
a mass nearly equal to that of the proton. Because it carries no charge 
and is incapable of producing ionization effects or of being deflected by 
electric or magnetic fields, it cannot be studied with the same directness 
as charged particles. For this reason we postpone discussion of neutron 
detection until Sec. 10-6, when the nuclear reactions in which it partic- 
ipates have been explored. 

The term nuclear radiation refers to the radiation of any type of 
particle, including the photons of electromagnetic radiation, emitted 
from the nuclei of atoms. Experiments in nuclear physics must deal with 
the measurement of such properties as the mass, energy, and momentum 
of particles of nuclear radiation. The particles generally have energies 
as great as several million electron volts, and since such energies are 
considerably greater than those encountered in atomic physics, which are 
never more than a few hundred thousand electron volts, the detection 
and measurement of nuclear radiation require special experimental 
techniques. 

8-1 IONIZATION AND ABSORPTION OF NUCLEAR RADIATION 

It is worth recognizing at the outset that the detection and control of 
nuclear particles pose diflicult experimental problems by virtue of the 
very minuteness of the particles. (An electron's mass is a mere 9.11 x 
lo-" kg and its electric charge only 1.60 x 10-l9 C.) None of the 
particles are "seen" directly and, moreover, their influence on instru- 
ments is usually an extremely subtle one. The chief problem of experi- 
mental atomic and nuclear physics is to infer the properties and structure 
of submicroscopic particles and to control the particles, all with macro- 
scopic apparatus. 

If a particle is identified and known to be at a certain place at a 
certain time, we can say that we have detected it. The problem of 
detecting a particle is, then, one of being able to establish that it is 
present or absent in some detecting device. What is required is that the 
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detecting instrume t be of such sensitivity that a minute change pro- ft duced by the particle's presence will influence a large-scale, easily 
observed characteristic of the instrument. We have an example of such a 
delicate measurement in the Millikan oil-drop experiment, in which the 
electron's charge was first directly determined. A tiny, uncharged oil 
drop, observed through a microscope, falls slowly under the influence of 
gravity and the retarding effects of the air. If it acquires any excess 
electrons and so becomes charged, an electric field, applied so as to pro- 
duce an upward electric force on the charge, can be made to balance out 
the downward gravitational force, and the entire drop can be brought to 
rest. By equating the two forces the electric charge on the drop can be 
computed. 

Detectors of such particles as electrons, protons, and a particles 
depend basically on the fact that these particles have electric charge. 
The photon has, of course, no electric charge, but it does interact strongly 
with charged particles, producing ionization, so that an instrument 
sensitive to the effect of electric charges can detect the presence of a 
photon if it responds to electrons produced by photons in the photo- 
electric effect, the Compton effect, or pair production (see Sec. 4-7). 

Consider the ionization effects produced by a moving charged par- 
ticle whose mass is large compared with that of the electron. The 
probability that such a particle will have a close encounter or collision 
with a nucleus in the material is very slight (see Sec. 6-I), and therefore 
its energy is influenced almost entirely by interactions with the electrons 
of the atom. For the most part a charged particle collides with and 
transfers some energy to electrons it encounters. Thus, an electron 
bound to an atom can be excited to a higher energy state or, if the 
energy gain is sufficiently great, it can even be removed from its parent 
atom, leaving behind an ion. Inasmuch as the massive particle does work 
on the electrons in exciting or removing them, its energy decreases, and 
it slows down. Its direction of travel is, however, not appreciably changed 
by the collisions, because its mass greatly exceeds that of an electron. 
As the particle continues through the material in a nearly straight line, 
it leaves a track of ionized atoms and fkeed electrons along its path. It 
finally comes to rest when all of its kinetic energy has been transferred 
to atoms of the material. The number of ion pairs (an ion plus the de- 
tached electron comprise one ion pair) produced by a massive particle 
increases greatly near the end of the path. This is because the ionizing 
particle is then moving slowly, and the time it spends in the vicinity 
of any one atom and its attached electrons increases correspondingly. 

When a charged particle is stopped through the process just de- 
scribed, we can say that it has been absorbed in the material. A mono- 
energetic beam of massive charged particles has a well-defined range of 
passage through a given absorbing material. This serves as a simple 
means of determining the initial energy of the particles composing the 
beam. As might be expected from the difference in density of the absorb- 
ing materials, the range of a massive particle of given energy is consider- 
ably greater in a gas than in a solid, since the particle encounters less 
atoms per unit length in a gas than in a solid. For example, an a particle 
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with an energy of several MeV is stopped by a few centimeters of air but 
by a fraction of a millimeter of an absorber of relatidely high density, 
such as aluminum. 

The ionization produced by a charged particle is related closely to 
the average energy required to produce an ion pair. For absorption in 
gases the mean loss of kinetic energy from the charged particle in pro- 
ducing an ion pair ranges from 25 to 40 eV, depending on the character- 
istics of the gas. This does not mean that the ionization potential for 
some one gas is, say, 25 eV; it means, rather, that an ionizing particle 
losea, on the average, that much energy in producing a single ion pair, 
whether in excitation or in ionization collisions. Because the number of 
ion pairs produced in a material is directly proportional, therefore, to the 
kinetic energy lost by the ionizing particle, a measurement of the total 
ionization leads, not only to a detection of the charged particle, but also 
to a measurement of its initial kinetic energy. 

The absorption of electrons in an absorbing material is more 
complicated than the absorption of massive charged particles, because the 
ionizing particle's mass now equals that of the particle to which its 
energy is imparted in collisions, the electron of the atom. An energetic 
electron is deflected appreciably in collisions, and its path through an 
absorbing material is not a straight line, and the various electrons of a 
monoenergetic beam may trace out quite different paths. Nevertheless, 
one can atribute a range to a collection of monoenergetic electrons, too; 
it is the thickness of the absorber required to stop essentially all elec- 
trons. The range of electrons is roughly inversely proportional to the 
density of the absorber (the number of atomic electrons per unit volume 
in any absorber is very closely proportional to the density of the ab- 
sorber). For a given kinetic energy and a given absorber the range of an 
electron is appreciably greater than that of a heavy charged particle. 

The processes by which photons are absorbed-the photoelectric 
effect, the Compton effect, and pair production-were discussed in 
Sec. 4-7. Recall that one cannot assign a precise range to a photon of a 
particular energy. The absorption of photons is characterized by the 
absorption coefficient p, whose reciprocal gives the thickness of absorber 
for which the number of photons in a beam is reduced to l /e of the 
initial number. The intensity of a photon beam is reduced by exponential 
attenuation according to I = Ioe-PX. Therefore, the intensity of the 
beam is truly zero, all photons having undergone collisions, only after 
the beam has passed through an infinite absorber thickness. 

Note the fundamental difference between the absorption of a 
photon beam and the absorption of charged particles. A photon loses all 
its energy in a single collision,t it always moves at speed c, and its 
absorption cannot be characterized by a range. A charged particle, on 
the other hand, loses its energy little by little in many collisions, its 
speed gradually decreases, and its absorption is characterized by a 
definite range. Photon absorption is accompanied by ionization effects, 

t In a Compton collision the incident photon is annihilated and the scattered photon is 
created. 



CHAP. 8 Instruments end Acceleroting Machines Used in Nuclear Physics 

which can be detected electrically. The electrons (and positrons, in pair 
production), to which energy is imparted in photon collisions, can 
themselves produce i d s  in the absorbing material. Photons are far more 
penetrating than electrons or heavy charged particles of the same energy. 

Table 8-1 gives the ranges for the absorption of a particles, protons, 
and electrons in air and in aluminum for certain kinetic energies. For 
comparison the table also gives that thickness of aluminum absorber, 
1/p, required to reduce the intensity of a photon beam to l/e of its initial 
intensity. It is seen that all types of nuclear radiation are more readily 
absorbed in a solid than in a gas, that y rays are more penetrating than 
/I rays, which are, in turn, more penetrating than protons or a rays, 
and that the penetration of charged particles increases with increasing 
energy. 

TABLE 8-1 Ranges, in centimeters, of a particles, protons, and electrons in air 
and in aluminum. The values listed for y-ray absorption in aluminum are the 
reciprocals of the absorption coefficients, I/@. 

RANGE 
a particle Proton Electron llr : 

ENERGY, Y RAY 
MeV Air Al Air Al Air Al INN 

8-2 DETECTORS 

Every detector of nuclear radiation, whether energetic charged 
particles or photons, ultimately yields an electric signal, or voltage 
pulse, to be fed into a counting circuit, which then registers the arrival 
of the particle in the detecting device. The medium in which the incident 
particles produce effects that may be converted finally to electric signals 
can be of various forms. In this section we describe briefly the most 
commonly used detectors for experiments in nuclear physics: gas-filled, 
semiconductor, scintillation, and Cerenkov detectors. 

Gas-filled Detectors. The simplest detector sensitive to the ionization 
effects of nuclear radiation through a gas is an electroscope. When an 
electroscope is charged, a gold leaf or some other light-weight conductor 
is displaced, by mutual electrical repulsion, from the fixed conductor to 
which it is attached, the displacement being a measure of the charge on 
the electroscope. Nuclear radiation passing through an initially charged 
electroscope ionizes the air, and the electroscope is discharged as ions 
collect on and neutralize it. Electroscopes are relatively insensitive, 
and they are not used as commonly as the gas-filled detectors, to which 



FIG.8-1. Elemsntsofsgas- 
riled dslector. 

we now turn. The three general cIaeses of gas-Wed detectors are the 
h n m o n  chamber, proportional Eounter, and Geiger counter. 

Caneider the device ahom in Fig. 81. The gas-filled chamber ha~l 
two electmdee, an outer cylinder and a thin wire along the cylinder &s. 
The wire is maintained at a high positive electric potential with respect 
to the cylinder. The d l  .of the chamber, whether of glass, metal, or 
mica, is sdciently thin to permit the entry of charged partides or pho- 
tom from the outaide. Various gases may be used in the chamber, and the 
preseure may range h m  a fraction of an atmosphere to several atmo- 
spheres. The electric field between the two dectrodes is highly inhomo- 
geneow and is very strong near the central wire. All ga9filled detectors; 
operate on the following principle: (1) Nuclear radiation ionizes some of 
the gas molecules within the chamber, (2) the electric field pulls the 
ionized particles to the electrodes, producing a current in the circuit, 
and (3) the resulting current through a resistor is measured by electrical 
instruments. 

A plot showing the number of ions collected as a function of the 
applied voltage in a typical gas-filled detector ie ehown in Fig. 82. The 
number of iona collected at any particular applied voltage d l  depend 
on the volume of the detector, and the details in the curve may differ 
according to the gas used. Two curves for the lower voltages are ahown, 
one far the ionization effects of K particles and one for the ionization 
effects of high-speed electrons, or B particles. The various t y p e  of gas- 
filled detector can be& be underahmi by considering separately each of 
the four regions A, B, C, a d  D of Fig. 82. 

In region A, where the applied voltage i~ relatively amall, ions 
created by the passage of charged particlee or photons within the 
detector are subject to a relatively weak electric field. Therefom, Borne 
of them recombine into neutrd atoms or molecuIea before they reach an 
electrode. In region A the current due to the colIection of the ions is so 
s d l  that a gas-filled detector cannot operate efficiently. 
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A gas-med detedor operated in region B L called an ionization 
chamber. In this region, where the applid voltage has been increased. 
practically all ions formed by the radiation are caIle&d on the dec- 
trodes before recombination can take place. Recall that the energy 
required to produce one ion pair in a gas is typically 26 to 40 eV. 

Ordinarily the ionization produced by the nuclear radiation is so 
small that the farmstion of a single ion pair and its attraction ta the 
electrdes cannot be detected as a single, abrupt change in the current 
through the circuit. Instead, the combined ionization effects of many 
nuclear particles produce a nearly constant current, which can be mea- 
sured as a voltage drop across the high resistance R by amplification in 
electmnic circuits. The current from the ionization chamber ia a direct 
measure of the intensity of the ionizing radiation; for this reamon ioniza- 
tion chambem are hquently med to measure the intensity of x-ray or 
pray photon beams, Another characteristic of an ionization chamber is 
that it can distingui~h between the ionization effects produced by a 
particles and B particles; we aee h m  Fig. 8 2  that an a partide produces 
many mom ion pairs than a B particle of the same energy. An ionization 
chamber does not, however, measure the energy of charged particles. 

The low-energy portion of region C is the h8is of operation of the 
proportional counter. The applied voltage and, therefore, also the electric 
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field are greater than in region B. In region C the multiplication of ions 
becomes evident. Thus, when an ion pair-usuaw an electron and 
positive ion-is produced by nuclear radiation through the gas, the 
electrons are strongly attracted to the wire in the center and the ions 
move toward the outer electrode. An electron can now gain enough 
kinetic energy, as it is accelerated toward the wire, to produce still 
more ions in its collisions with gas molecules. In fact, a single ion pair 
produced directly can, through the process of ion multiplication,increase 
the total number of ions by a factor of lo5 to lo6. This increase produces a 
markedly enhanced current or voltage pulse, and it is possible under 
such conditions to register incoming nuclear particles one by one, that 
is, to count pulses directly. The size of the pulse is directly proportional 
to the energy of the ionizing particle (that is how the counter gets its 
name). The pulses from a particles are considerably greater than those 
from 8 particles, and it is possible to arrange the circuitry of a propor- 
tional counter so that only they are registered. 

In region D the Geiger counter, sometimes called a G-M tube or 
Geiger-Miiller counter, operates. The behavior of the gas-filled detector 
at relatively high voltages (about 1,000 V) changes fundamentally. The 
applied voltage and the electric fields within the detector are now so 
high that any nuclear particle producing a single ion pair within the 
gas can initiate an avalanche of electrons by the multiplication of ions. 
The current pulses are now independent of the energy of the initiating 
particle. It is not possible to distinguish between various types of 
nuclear radiation with a Geiger counter, inasmuch as a, 8, and y rays 
produce similar electron avalanches (see Fig. 8-2). Geiger counters are 
used to count x-rays and /9 and y rays, but usually not a rays; /%ray 
counters must have relatively thin windows to permit the easily stopped 
electrons to enter the tube. A typical Geiger counter is filled with an 
inert gas, such as argon, to a pressure of about 10 cmHg; a small amount 
(0.1 percent) of halogen gas, such as bromine, is added to quench the 
discharge in the tube quickly after it has been registered. The duration of 
a pulse is about a millionth of a second. 

We see from Fig. 8-2 that when voltages greater than those in 
region D are applied to a gas-filled chamber, the gas is continuously 
conducting; spontaneous electric discharge takes place between the 
electrodes without ionizing radiation's entering the chamber. 

Semiconductor Detectors. Among the most useful, precise, and efficient 
of contemporary particle detectors is the semiconductor, or solid-state, 
detector. In its simplest form it consists of a solid, semiconducting 
material, such as germanium (usually with a lithium impurity), sand- 
wiched between two electrodes at which the output pulse appears. Where- 
as gas-filled detectors operate with ion pairs that consist each of a free 
electron and atomic ion, the semiconductor detector operates with "ion 
pairs" that consist each of an electron and a "hole." 

The conduction properties of semiconducting materials will be 
treated in some detail in Sec. 12-10. Suffice it to say here that the 
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electrons of a pure semiconducting or insulating material are ordinarily 
bound to their parent atoms and cannot wander through the solid as 
charge carriers. Inlsuch materials charge carriers are produced by 
thermal excitation, by appropriate impurity atoms, or, in detecting 
devices, by energetic particles passing through. If an incident charged 
particle or a photon gives sufficient energy to a bound electron, the elec- 
tron is freed to move. At the same time, the removal of a bound electron 
from the crystalline lattice results in a so-called hole, a place where an 
electron is misaing. The hole can be filled when a nearby electron shifts 
into it, in which case another hole appears where the shifted electron 
had originally been. The process may be repeated; it may be described 
as a hole moving through the material in a direction opposite from that 
of the motion of the electrons, much as if the hole were a positively 
charged particle, for which reason the electron-hole pair is called an 
"ion" pair. An electron-hole pair can be accelerated by an external 
electric field and so produce still more pairs, which finally register as 
measurably large pulses at the electrodes. 

The pulse size for a semiconductor counter is linearly related to the 
particle's energy over a wide range, and counters can be made.sensitive 
enough to count electrons with kinetic energies as small as 20 keV and 
heavy ions with kinetic energies as large as 200 MeV. The detectors' 
efficiency in registering particles traversing the sensitive region is 
nearly 100 percent and substantially greater than that of gas-filled 
detectors. The fast rise time of the pulses, of the order of 1 ns s), 
permits the counters to be used at high counting rates. 

Scintillation Detectors. The operation of the scintillation detector 
depends on the fact that certain materials, called phosphors, emit visible 
light when they are struck by particles or irradiated by ultraviolet light 
or x-rays. When a particle collides with a phosphor, it excites an electron 
into a higher energy state. The deexcitation of the phosphor and the 
return to the ground state is accompanied by the emission of photons 
lying in the visible region of the spectrum. 

A familiar example of scintillation, or phosphorescence, is found in 
the cathode-ray oscilloscope or television picture tube, in which high- 
speed electrons strike a phosphor and cause the emission of visible radia- 
tion. One of the earliest means of detecting the presence of a particles 
was through their scintillation effects on the phosphor zinc sulfide. In 
the original Rutherford scattering experiments a zinc sulfide screen was 
viewed through a microscope as an a-particle detector (see Sec. 6-1). The 
tedium and relative insensitivity of the method, in which the scintilla- 
tions are counted in direct visual observation of bright light flashes, are 
eliminated in modern scintillation detectors, which employ a remarkable 
electronic tube, the photomultiplier. 

Consider the schematic diagram, Fig. 8-3, of a scintillation detector 
with photomultiplier. The phosphor, a transparent material, may be 
sodium iodide with a trace of thallium (for y rays), an organic substance, 
such as anthracene (for electrons), or zinc sulfide with a trace of silver 
(for massive charged particles, such as a particles). The phosphor 



Second arv 
Ionizinp particle Dynocle electron 

Second arv 
Ionizinp p a r t ~ r l e  Dynocle electron 

PhospZior ' \ Photoelectron 

Transparent 
photo call~orle 

pmducea light &&es after their atom are excited by coUisions with 
particlea or photone. The phosphor is sealed in a light-tight envelope, and 
photona reach the photocathode of the photomultiplier tube, pomibly 
after reflections within the phoephm. A photon ~triking the cathode 
undergoes a photoelectric collision, and one electron is dislodged from 
the cathode aurface. T h i ~  p h o ~ l ~ 1 ~  is accelerated by a potential 
difference of about 100 V to the 6ret dyllode of the photomultiplier tube. 
When it collides with eurface of the dynode, now with kinetic energy of at 
least 100 eV, secondary electron emission occum, and two or more 
eled*ong are released from the eurface by the kinetic energy they gain 
fiom the initid electron. The secondary eleetmne are then accelerated 
to the mmnd dynode, through another 1OO-V potential difference, and 
there multiplication of the electrons by secondary emission again occurs. 
A typical photomultiplier tube has 10 dyndea, or 10 atages of eIectmn 
mplifwation. The original photoelectron can produce at the find 
dynode a readily measured pulse of current due to the arrival of ae many 
as a d l i o n  electrone. 

An important feature of the ~cintillation detector ia that the output 
voltage pulse h m  the photomultiplier tube is very nearly proportional 
to the energy of the particle or photon that initiatee ecintillation in the 
gbo~phor; then not only can particlee be detected with a wintiflation 
detector, but also their em& can be measured. Scintillation detectors 
have other advantages ; they are capable of handling vwy high counting 
rates, with pulse durations as short rn I m (lO-' s), and their e5ciency in 
counting y rays k nearly 100 percent. 

A scintillation detector together with a pdse-height analyzer, an 
eledronic device that aorta the output pdms from a photomultiplier 
according to their size, constitute a scintilhtwn spectmmter, by which 
the energiee of monochromatic y rays in particular may be measured 
straightforwardy with high precision. The voltage of the output pulse is 
directly proportional to the kinetic energy of the electrons produced by 
the three processee of the photoeIectric effect, the Compton effect, and 
electron-positran pair production (Chap. 4, in which y rays interact with 

FIG. 0-3. Schematie diagrwm d 
8 scintitMan d o w m  with 
phatomwHipIler tube. 
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the wintillation material. 
Consider the pulse-height Wbutiw, or epectrum, shown in 

Fig. 84. The number of detected pulma for a given pulse height ia dis- 
pIayed a8 a function of the pulse height, which ia mamured in volts but 
shown here as kinetic energy of the electrons in MeV. The mono- 
chromatic pray source in this case c o n a h  of radioactive '% atom, 
each one of which emita a photon of 1.48 MeV aa the unstable nucIeua 
decays. 

The peak of highe~t enenergy originat- from the photoelectric effect. 
S h e  the binding energy of atomic electrons is only a few electron 
volts, small cornpaxed with the photons' energy, and consequently the 
photoelectrem have essentially the entire photon energy, the energy at 
the no-called "photopeak" ia almost exactly the same aa the y-ray energy. 
The mcond peak a r k s  h m  the Compton effect. When a I.48MeV 
photon collides head on with an eesentially &e atomic electron, the 
Compton electron recoils in the forward direction with a kinetic energy 
of 1.26 MeV [computed from Eq. (4-1711, while the scstted photon travels 
in the reverae direction with the remaining energy, 1.48 - 1.26, or 
0.22 MeV. Compton cdlieions that are not head on produce lew energetic 
electrons and more energetic scattered photona. Therefore, the Compton 
peak has a relatively sharply defined high-energy edge, in the w e  
correapoading to 1.26 MeV; it trade off gradually on the lowenergy side 
because of the Compton collieions producing electrons with less than the; 
maximum kinetic energy. The third peak in the mintillation 
originate8 fiom electron-positron pair produdion. Since the reat energy 
of an electron or positron irr 0.51 MeV, a totaE of 1.02 MeV im needed to 
bring a pair into existence. The difference in energy, 1.m - 1.02 = 
0.46 MeV, is the eum of the kinetic energiea of the electron and positron 
(see Sec. 4 5 )  ; this total kinetic energy, after exciting ecintillator elec- 
trons, produces the pulees at the pair-production peak. 

Photo peak 

/' 
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The relative sizes of the three peaks described depend on the energy 
of the photons and the size, shape, and identity of the scintillation mater- 
ial. Still other peaks may be found. For example, y rays with an energy 
above the threshold energy of 1.02 MeV for pair production will produce 
positrons, and if the positrons are annihilated with electrons before 
leaving the scintillator, annihilation photons of 0.51 MeV are produced 
(Sec. 4-5), and these photons also can give rise to photoelectric and 
Compton peaks. 

The Cerenkov Detector. Visible light is emitted when a charged 
particle travels through a transparent medium at  a speed that exceeds 
the speed of light in that medium; such light is called Cerenkov radiation, 
after its discoverer. An energetic charged particle traveling in a straight 
line through the medium may be thought of as displacing from their 
equilibrium positions one by one a series of atomic electrons lying 
along its path. The radiation fields from the displaced electrons com- 
bine to form a strong outgoing electromagnetic wave, in the same fashion 
that a shock wave is produced in an elastic medium by an object traveling 
through it at a speed greater than that of the speed of sound in the 
medium.? 

The speed of a charged particle through the medium is v,; the speed 
of light (the group velocity) through the medium is cln, where n is the 
index of refraction in the medium. Then, when the p rticle has advanced 
a distance vpt past some one displaced atomic elect 4" on, the electron has 
emitted light that has traveled a distance (c/n)t; see Fig. 8-5. The 
Cerenkov emission, on the expanding cone of a "shock wave," is radiated 
at the angle 8 with respect to the particle velocity v,. From the geometry 
of the figure we see that its propagation direction is given by 

Note that no radiation is produced unless v, > cln. 
A Cerenkov counter typically contains a transparent plastic block 

(refractive index 1.5) and a photomultiplier tube that registers the 
radiation. If, in addition, the angle of emission 8 is measured, the 
detector serves to determine the particle's speed. In Lucite the particle's 
speed must be a t  least c11.5 = 2 x 10' mls, for the counter to discrim- 
inate effectively against low-speed particles. 

8-3 TRACK-RECORDING DEVICES 

Whereas the detectors described in the foregoing section will 
register a count that indicates that a charged particle or photon has 
passed somewhere within the detector's active material, they do not 
yield a detailed record of the particle's path. Among the devices by 

t See Weidner and Sells, Elementury Classical Physics, 2nd ed., Sec. 17-12. 
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which it ia b b I e  to photograph in three dimemiom or othembe 
record the trail of ions produced by a charged particle traveming a 
medium are the c b u d  chamber, bubble ehomber, spark chrnber, and 
nrsckar photographic emulsions. 

Before turning to theae devieee we camider how two or more 
single demons, each capable of defining the position of the detected 
particle within aome limited r e ~ o n  of space, may be uaed in combination 
to register, at lea& approximately, the path of a particle through space. 
Consider the BO-called counter telescope in Fig. 8-6; two separated 
detectore A and B are so connected that a count is registered only if both 
produce eignal  pulse^ simultaneoueIy. Suppose that a high+@ charged 
particle produces ions in A and then, esaentidy in coincidence, alao in B. 
The coincidence circuit to which detectors A and B are connected wiI1, 
in recording the event, imply that the particle's path is like that shown in 
the figure. We may ensure that the particle fimt goes through detector A, 
then goes through detector B, and then stops in an absorber, rather than 
the reverse, with the w e  of a third detector C in anticoincidence with A 
and B; that is, an event ja rmorded only if A and 3 register counts in 
coincidence while C registem no wunt. To account for the finite travel 
time between the two or more detedore, the detectors may be operated 
in delayed coincidence, the event now being registered only if the se- 
quence of the pulses in time satisfies pmmribed intervals. 

FIG. 8-8. S h p k h f m o f a  
counter islescope. 
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The Cloud Chamber. The cloud chamk, invented by C. T. R. Wihon 
in 1907, i the earliest of the track-recording devices. Ite operation 
depends on the beba~or of a supmaturated vapor. When a vapor ie in 
thermal equilibrium with a liquid, itm pressure is the ~aturated-vapor 
preesure. Typically, the saturated-vapor preeaure incre-s as the 
temperature of the liquid rises. Suppose a saturated vapor is euddenly 
expanded adiabatically, so that no thermal energy leavea or enters it. 
Its temperature falls, but its preseure is now too high for the reduced 
temperature and, if dust particles or ions are present, it will condense 
around them, so as to keep ita presme equal to the saturated-vapor 
preeeure. If the vapor is f i e  from dust and ione, however, the liquid 
draplete cannot form, and the adiabatic expansion produces a super- 
saturated vapor ; an ionizing particle passing through the supersaturated 
vapor leavea a trail of ions, about which condensation can take place, 
and the tracka of the liquid droplets, about lo-' m in radius, may easily 
be seen or, better still, photographed. 

The elemen* of a cloud chamber are shown in Fig. &7. The chamber, 
whose volume may be as large as a cubic foot, operates with such 
mixtures aa ~ i r  and water vapor or argon gas and dcohol. To produce 
the supersaturated vapor, the piston is suddenly retracted when s 
counter telescope placed near the chamber signal8 the approach or 
paasage of particlee. A track of dropleta definee a pming charged pat- 
tide's path, At this instant the chamber is illuminated, and a camera 
photographs the track. U ~ i n g  two or more cameras for stemphotog- 
raphy permits the paths to be analyzed in three dimensions. 

The path of rt eingle particle is of limited internet. Of Ear more 
importance are nuclear eventm, in which an incident particle colides 
with particlea within the chmber, poesibly creating new pastidea, or in 
which an unable  incident particle decape, or explodes, in flight into 
other partidea. Thus, a nuclear event ia typicalIy one in which the 
tracks of both incident and emerging particIee appear (a photon or 
electrically neutral particle leaves no tracks, of course). By meas- 
the momenta of the particles (by measuring their cumafme r in a mag- 
netic field B through the relation p = rnn = QrB and the relative 
directions of the tracks) and by applying the laws of energy and mc- 
mentum c o m a t i o n ,  one may analyze the event in detail ; Fig. 421 ia a 
cloud-chamber photograph. 

Cloud chambere have serioue ahorteominga. The d d t y  of a ges is 
BO low that the probability that an incident particle will collide and 
interad with parkicles within the gas ia low. The recycling time is 
long; after an expansion one mwt wait as long as a minute for iom 
to be cleared by an electric field and the chamber readied for the next 

Glass 
plat c 

@if-/ Expansion 

piston 

FIG. 8-7. Simpla ekmmts d 6 
cloud chamber. 

The diffueion type of cloud chamber operates continuouab, homer, 
without expansion. The bottom i~ maintained ett a comidembly lower 
temperature than the top, a heavy gas fills the chamber, and a Iight 
vapor ie i n t d u d  at the tap. Ae the vapor d i m  downward, i t  cools 
and becornea supemturated; the chamber is at all times sensitive in the 
region of the supematuratd vapor. 
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Thtl Bubble Chamber. The shortcomings of the cloud chamhr are 
largely overcome in the bubble chamber, invented by D. A. Glaaer in 1962. 
It has replaced the cloud chamber in most contemporary experiments in 
high-energy physics. 

Since it operates with a superheated liquid rather than a super- 
saturated gae, the density of the active material in a bubble chamber is 
substantially greater than that of a cloud chamber, and the probability 
of finding interesting events increases correspondingly. A bubble cham- 
ber is, in one sense, a cloud chamber turned insic'e out: It utilizes vapor 
droplets formed in a Iiquid rather than liquid droplets formed in a 
vapor. See Fig. 8-8. A typical bubble chamber uses liquid hydrogen, 
which h i l e  at 20 K at atmospheric pressure. When the pres8ure i~ in- 
creased to 5 atm, the temperature of the liquid ri~es to 27 K. Then, if the 
pressure is suddenly reduced, the liquid becomes suflrheated. its 
temperature being momentarily greater than the boiling point. 

Triggering devicea, particularly countem in coincidence, may be 
used with bubble chambers to ensure Wlat photographs are taken when 
interesting events may be occurring. The dimensions of bubble chambers 
may be of the order of meters. The chambera are always operated with 
externaI magnetic fields to separate positively and negatively charged 
particIea and to measure the momentum of the particles. 

The Sperk Chamhr. In the photographic type af spark chamber the 
path of a charged particle is registered by a series of sparks, which can be 
photographed. In its simplest form a spark detectar operates as folEom. 
A high potential difference is applied acrose a pair of electrodes im- 
mereed in an inert gas. A charged particle passea through the region, 
forming ions, and the ions multiply thmugh intermolecular collisionn 
under the iduence of the accelerating electric field, until a vhible spark 
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flash between the electrodes. Residual iona then are  wept away by a 
clearing electric field, and the apark counter ia ready to register again. 

A spark chamber is mereIy a colIection of spark countera. Parallel 
platea separated by several millimetere are immersed in an inert gas 
such as neon; gee Fig. 89. The region between the plaw i~ viewed edge 
on by a camera. After the particle whose track is to be photagraphed has 
passed tranwersely through the platea, as signalled by separate countere, 
an electric potential of tena of kilovolb is applied to alternate elec- 
trodes, the ions initially formed by the pasaing charged particle multiply, 
sparks form in the gape between adjacent plates, and a photograph ie 
taken. Ae Fig. &10 shorn, two or more tracka may be registered simuI- 
taneoualy in a npark chamber. Although lacking the very hgh spatial 
remlution of the bubble chamber, the special advantage of the spark 
chamber is its very short insensitive time interval between successive 
firings, or dead time (as short as 10 p ~ ) ,  and the coneequent high ratio of 
intereeting events to background evenb available horn high-intensity 
beame. 

FIG. 8-9. Schemd'c dhgmrn of 
s spnrk chamher. 
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A more eaphihcated device ia the wire gpork chamber, in which the 
uniform electrode plates of the photographic sprvk chamber are replaced 
with 1- of uniformly apaced parallel wirea. W i m  in layem 
are p d e l  and connected to a high potential, with the mend set of 
wires at right anglea to the fwd, which ia connected to ground. When a 
 park initiated by the paesage of a chargd particle jumps between two 
wires in adjacent layers, dectrie signah travel at constant speed along 
the two wires, and the respective times of arrival at the wire ends of the 
two signals, typically indicated by a magnetic effect, correspond ta the 
reapective distances of the  park h m  the wire en&; see Fig. &11. 
Indeed, a series of spark resulting from the pmage of a particle through 
the ~everal layers of the   park chamber produce campondirtg ~gnals 
in still other wires. The identity of the wire8 carrying eignals and the 
timee of arrival of the ~ i&a  may then be fed into a computer, which can 
recomtnrct the path of the particle in three dimensions. Since the wire 
#park chamber irs compIetely electranic, there is no delay ari~ing from the 
development of a photographic record, md the system may be triggered to 
record events aa frequently a~ 100 times a seaond. 

Muchar 'Emulaisns. A photographic emuhion wed to record the 
tracks of c h q e d  particles ie called a nuclear emulsion; twe Fig. 912. 
The emulsion, uaually thicker and more mwitive than emulaions used in 
ordinary photographyt rendem the trail of ions vieible upon development, 
because a latent image can be produced by the track of a charged particle 
traversing the sensitive volume, A particle'a range in a nuclear emulaion 
depends on its energy, grid the measurement of the range may be used to 
determine the particle'a energy. For example, in a typical emulsion a 
proton of 10 MeV produces a track 0.5 mm long, whereas one of 20 MeV 
produces a track 2.0 mm long. The m a s  of the particle is related to the 
deneity of graina of the emulsion along the track; moreaver, the number 
of grains increases as any one particle alows d o .  Like cloud and bubble 
chambers, a nuclear emulsion permita colliaione and nuclear reactions to 
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be a d y d  through the meaFRwment of the energies, maesm, and 
dative dhwtiona of the participating particlea. Although the micro- 
goope examination of emulsions for particle tracka is relatively tedious, 
these track-recording devices have the advanbges of mall size, light 
weight, and rrimplicity. Moreover, a nuclear emuleion ia continuously 
sensitive. 

8-4 D M C E S  FOR MEASURING VELOCiW. MOMENTUM. AND 
MASS 

It is pmsible t~ determine such chara&ri&ic% of a partide as its 
identity and energy from its absorption in matmidm or h m  ita ioniza- 
tion effhzta in detecting inetmments. All such meaaurementa are, how- 
ever, of rather Limited precision. In this section we discuss the phyaical 
principles of htmmente with which the velocity, momentum, maaa, 
and energy of charged particles can be m e a e d  with very great 
precision. 
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FIG. 8-1 3. A vebdy sekretor, 
oonsi$ting of crossed slecYie #nd 

magnetic fields. 

292 

A charged particle can be appreciably influenced in itis motion 
through a vacuum only by an electric force F = Q 8  and a magnetic 
force F = Qv x B arising from external electric and magnetic fielde. 
All devieea for rneaeuring velocity, momentum, and mass involve merely 
the use of electric and magnetic fields, eingly 'or in combination, to 
determine the path of a charged particle. Each imtntment consists of 
three parts: a soutce or beam of charged partidea, a region in which 
electsic or magnetic fielde act on the particles, and a detector for regis- 
tering their arrival. What is done in every instrument is to set up, so to 
speak, an abetacle come for the charged particles in such a way that, 
if the particles succeed in moving from the aource to the dekctar, one 
can infer h m  a knowledge of the electric or magnetic fields acting on the 
particle some quantity of intereat, such ae the velocity of the particle. 

The Velocity Sslectar. Consider f i a t  a velocity selector; 6ee Fig. 8-13. 
A narrow beam of charged particles is projected into a region of space 
where a uniform eIectric field 8 acts to the left, and BimdtaneattsIy a 
uniform magnetic field B ie applied in the direction out of the paper. The 
incident beam is composed of partides which may have a variety of 
masses, chargee (magnitude and sign), and velocities. A particle af 
mass rn and charge + Q entering the region of the crossed electric and 
magnetic fielda d and B at right anglee- to them is acted on by an eI&c 
force Qd' to the left and a magnetic force QvB to the right, where v is the 
speed of the particle: If the particle is to travel through the selector 
undeflected, the net force on it muet be zero; that is, 

Thus, only those particIa with speeds equal to the ratio blB will emerge 
from the selector without having been deflected to the left or right; when 
d and B are known, so too is the velocity of particles in the emerging 
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beam. Note that all particles with a velocity of magnitude &/B, despite 
differences in mass or in sign or magnitude of electric charge, paas 
through ~ndeviated. 

The Momentum Selector. Now consider a device for measuting the 
momentum of a charged particle. Only a uniform magnetic field is 
required. Thia field is directed into the paper in Fig. 814 and negatively 
charged particles move at right anglea to the magnetic field lines. The 
magnetic force acts at right anglee to the velocity, ddeding the particle 
into a circular path of radiue r, where 

mu = QBr (3-9, w) 
The momentum p is directly proportional to the radius r; al l  pm-kicles 
hawing the aame charge Q and momentum nav will move i n  paths having 
the same radius of curvature. It should be recalled that the mass rn 
appearing in (Xi) is the reIcrtiuistic maas and, therefore, mu is the 
relativistic momentum (eee Sec. 3-1). The q~antUDl Br, to which the 
relativistic momentum i~ proportional for particlee of a'given charge Q, 
is sometimes called the m a p t i e  rigidity. 

If a charged particle'e identity-its charge Q, rest mass mo (or rest 
energy E+is known, then a determination of its momentum p = QBr 
through a measurement of ita curvature r in a known magnetic field B 
permits the particle's relativistic kinetic energy E, = E - Eo = 
E - rnd2 ta be computed directly. We we the general relativistic 
relation between energy and momentum: 

Thw, the measurement of the m a t u r e  of trackm in a bubb1e-chamber 
photograph mte the particles' energiea to be computed from (84). 
The density of a track, determined by the rate dEldx at which a chaFged 
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particle losea energy in paaaing through e given medium, is uniquely 
related te the particle's mass, and the particle's identity is thereby 
established. 

Magnetic-momentum mdyzem are usually designed to accept 
particles traveling a variety of path from source to h d  detector; see 
Fig. 815. Particles diverge from a wnd1 m m e ,  traveI in circular arcs 
through a uniform magnetic field, and then converge to a smdl region at 
the detector. The beam of particla may be thought to be focused, as well 
as deflectpd, by the magnetic field, and the nource and detedor may be 
thought of as equivalent to an opticd point object and point image. 
The obvioua advantage of such an arrangement is that more particles 
can be accepted h m  the Bourne and focused on the detectur, thereby 
improving the sensitivity of the magnetic analyzer. 

One form of magnetic spectrograph is the & m y  spe~hme&r. It 
may be used to measure the momentum of eIectmns emitted from nuclei 
with energiee up to a few MeV or t~ memure the momentum of electrons 
released in photoelectric or Compton collisione of x-rays and y rays. 

The kinetic energy of a particle of high energy is moat easily deter- 
mined by measuring ita momentum with a magnetic field. In principle 
one could meaeure the energy of electrons of 1 MeV by finding that they 
were brought to rent by a retarding potential of 1 million volts. Thie is, 
of course, impossible in practice, and one must resort to the indirect 
determination of the energy of a very-high-speed particle by a meamre 
ment, of  it^ momentum, 

The Moss Spectrometer. A device for meamring the mass of an ionized 
atom is a mass spectrometer. We shaIl see that it is of great importance 
in nucIear physics to know the masses of atoms to an accuracy of a few 
parts in a hundred thousand; such high precieion can be achieved in mass 
spectrometry. Although mass ~ipectrometers can take on a variety of 
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f m ,  we shall d i m s  only one of the simpler types. 
Inasmuch aa a particle's linear momentum p is mu, it is obviom 

that a maas eel&, or maea ~pectrometer, can be cunatructed by 
combining a velocity selector and a momentum eelectm. Consider the 
device shown schematicdly in Fig. 8-16. Ions from a source pass through 
a slit Si and are accelerated through tr potential difference V. Mter 
pas~ing through dit S,, they enter a velocity wlector. Only thoae ions 
moving with a velocity BIBf emerge through alit  S3, where dP ie the 
uniform electric field between vertical plates and Bi i~ the uniform 
magnetic field, directed out of the paper, which is confined tu the region 
of the velocity selector. The sunriving ions leaving S3 enter a second 
unXom magnetic field B,, d i r d  out of the paper, and are deflected 
so aa to move in a circle of radius r. We have, from (&2) and (83) ,  

Bzr m = B , r = -  
Q v BIBt FIG. 8-, 6. simpls famrp O ~ M  

spectrometer, consi-hg of a 
from which the maseh&tzrge ratio, m/Q, can be computed ~ E y .  

; ~ ~ t ; ~ ~ ; ~ ' J ~ e d ~ ~ ~  If the charge of the ion is known {for a eingly ionized atom, Q = e), the 
maas itself can be evaluated. The mass rn is directly proportional to tlie 
radius r. Note that the maea of an electrically charged ion ia directly 
measured, but if one corrects for the deficiency of electrom, the maw of 
the neutral atom can be determined. When ions d various massea fat1 on 
a photographic plate (mass spectrograph), the maas spectnm of the ions is 
recorded. Alternatively, if the ions are collected in a detector located 
behind a dit at a fixed dishnce, 2r, from the entrance slit S3, a plot of 
collector m e n t  vs. variable magnetic fidd Ba yields the mass spectrum. 

AII types of maas spectrometers, although differing in certain 
features, include an electric field and a magnetic field, either simul- 
taneously or in eucceesion. The first mass spectrometer was developed 
by J. J. Thornson in 1912; he found that any given chemical element may 
consist of atoms having severd discrete values of atomic mass. Such 
atoms, which have the same atomic number Z and are therefore 
chemically indistinguishable, but which have different values of atomic 
mass, are known as isotogws. 

Coneider for example, the dement chlorine, *,CI, whose chemicd 
atamic weight, as found in nature, is 35.453. Mase spectrometry ehowa 
that chlorine has two isotopes with the atomic massea 34.969 and 
36.966 u. By dehition, the mas8 of one neutral atom of the carhn - -- , I 

isotope "C i~ exactly 12 u. Natural chlorine, a mixture of the two iso- C 1 3 ~  

topea, has a maes of36.463, not at all close to an integer, whereas the two 
separate isatopes, 35C1 and 37Cl, with relative abundancea of 75.53 and 
24.47 percent, respectively, have atomic maseea that are wry cloae to C I ~ '  

the integers 35 md 37, the so-calIed mass numbers; the mase ~pectswn 
of chlorine, as measured by a mass spectrometer, is ahown in Fig. 8-17, 
Every chemical element is found to conabt of one or more isotope, 3.1 35 3 6  37 2s 

whose masses in atomic units are very close, but not equal, to integers. 
These alight deparLurea of the atomic massee fiom integral values yield 8-1 7. Mess spectrum 
valuable infomation on the &ructure of nuclei. natural atemic chlwine. 
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8-5 HIGH-ENERGY ACCELERATORS 

Our understanding of the structure of matter has always advanced 
hand in hand with the development of machines capable of accelerating 
charged particles to increasingly higher energies. We have already seen 
that the bombardment of atoms by electrons accelerated to several elec- 
tron volts can excite or ionize their outer, weakly bound electrons and 
induce optical photon emission; from such experiments the excitation and 
ionization energies of atoms can be determined and the outer-electron 
structure of the atom deduced. When atoms are bombarded with 
electrons accelerated to energies of lo3 or lo4 eV, their innermost, 
tightly bound electrons can be dislodged, and x-ray photon emission can 
be induced; from such experiments the inner-electron structures of atoms 
can be determined. In all these experiments the nucleus of the atom 
behaves as a positively charged, but otherwise inert, point mass having 
no internal structure. This is not to say that the atomic nucleus is 
truly a simple point charge and point mass but, rather, that the bom- 
bardment of the atom by particles having energies no greater than 
several thousand electron volts produces no perceptible changes in any 
internal structure the nucleus may possess. 

As we shall see in Chap. 9, the constituent particles of the nucleus 
are bound together with energies of several million electron volts; 
therefore, if the internal structure and arrangement of the nuclear 
constituents is to be altered, so that the structure of the nucleus may be 
studied, the nucleus must be given energies of the order of millions of 
electron volts. The most direct means of altering the structure of nuclei 
is to bombard targets containing atoms (and therefore also nuclei) with 
particles that have been accelerated to very high energies. Progress in 
nuclear physics and in the physics of elementary particles has, therefore, 
depended upon the invention and design of machines that can accelerate 
charged particles to kinetic energies measured in MeV or even in several 
hundred, GeV. 

The principal motivation for constructing such very-high-energy 
accelerators is that the particles may be used to create unstable particles 
not easily found in nature, and these may be studied. For example, 
antiprotons are created by protons of 6 GeV striking protons at rest. 
Moreover, as a particle's energy and momentum are increased, its 
wavelength IZ = h/p is reduced, so that, for example, an electron of 
20 GeV has a wavelength of less than 10-l6 m, whereas a typical nuclear 
size is about 10-l4 m. Indeed, high-energy electrons may be used to 
probe the distribution of electric charge within a nucleus or even within 
a proton. 

An ideal accelerating machine produces a beam of charged particles 
with a well-defined high energy and with a high beam intensity, or large 
number of particles. The beam energy must be high, because only then 
can the nuclear structure be appreciably changed by particles colliding 
with target nuclei or creating new particles; the beam intensity should, 
ideally, be high, because the probability of a collision between an in- 
coming particle and a target nucleus is very small by virtue of the 
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extremely small target area. 
All charged-particle accelerators are based on the fact that a charged 

particle has its energy changed when it is acted on by an electric field. A 
constant magnetic field does no work on a moving particle and cannot 
change its energy; on the other hand, a changing magnetic field produces 
an electric field, which in turn can accelerate a charged particle. There- 
fore, all high-energy accelerators change the energy of charged particles 
by subjecting them to an electric field derived either directly from 1 

charged particles or indirectly from a changing magnetic fie1d.t 
Before describing the basic types of accelerators, we point out two 

formidable technical problems that must be solved in the design of any of 
them. They are the maintenance of a very high vacuum in the interior of 
the machine and the focusing of the beam of accelerated particles by 
electric or magnetic fields. A high vacuum reduces the probability of 
collisions with gas molecules and the consequent loss of useful beam 
intensity. Focusing ensuresthat those accelerated particles which deviate 
slightly from the ideal design path (which may be as long as many miles 
between the ion source and the target) will be returned to the path and so 
kept in the useful beam. Although high-vacuum and focusing problems 
are crucial in the design of all accelerators, we shall concern ourselves 
only with the basic principles underlying the acceleration of particles 
(some aspects of focusing are dealt with in Probs. 8-33 to 836). 

The two general classes of charged-particre accelerators are the 
linear accelerators, in which the charged particles move along a straight 
line, and the cyclic accelerators, in which the charged particles move in 
curved paths and are recycled. The linear accelerators described herein 
are the Van de Graaff generator and the drift-tube accelerator; the cyclic 
accelerators described are the cyclotron, the synchrocyclotron, and the 
synchrotron. 

Linear Accelerator. A number of relatively low-energy accelerating 
machines (accelerating particles to energies no greater than 1 MeV) are 
based on such conventional devices as step-up transformers, or capacitors 
charged in parallel and then connected in series, to achieve high voltages. 
All such machines are, however, ultimately limited-by electrical 
discharge--to approximately 1 million volts. 

Linear accelerators are colloquially called "linacs." 

The most successful machine for accelerating charged particles 
along a straight line by applying a single large potential difference is the 
Van & Graufelectrostatic genetator, invented by R. J. Van de Graaff in 
1931. It can accelerate singly charged particles to energies of about 
30 MeV. Its chief virtue is a large beam intensity (a few milliamperes) 

t An accelerating machine that utilizes a changing magnetic field to produce an electric 
field is the betatron, an accelerator of highenergy electrons. See Weidner and Sells, 
Elementary Classical Phyaics, 2nd ed., Sec. 31-6, for the basis of its operation. We omit 
discussion of its features here, inasmuch as the betatron is no longer used primarily as a 
remarch tool in nuclear ~hysics; it is more frequently used to produce x-rays with high- 
speed electrons. 
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and a precisely controlled energy (to within 0.1 percent). 
The physical principle on which the machine is based ia that electric 

charge placed within a holIow metal conduetor must alwaye move to the 
outer eurface, irrespective of the quantity of charge already residing on 
that 8urface.t We concentrate here on the recentIy developed tondem 
Van de Graaff accelerator, in which is used a single high electric po- 
tential difference to  accelemte particles twice by chmging the sign of the 
particle's charge midway through the acceleration m e s s .  Figure S W  
is a diagram of the principal parts of the tandem machine, and Fig. Bf 9 
ahows a tandem machine with ita d a t d  instruments. A charging 
belt carries electrons away &om a terminal at the center of the machine; 
thie terminal ie a hollow conductor whoee poeitive potential may reach 
10 MV. An ion source pmducea negative iona of hydrogen, H-, each 
consisting of a proton and two bound electrons. The negative iona 
enter the acceleration chamber at ground potential, acquire a high 
kinetic energy, and finally arrive at the positively charged central 
terminal. Inside this terminal they pass through a thin foil or a gas 
{the stripper) and lose their two electsom, te emergem positively charged 
bare protons. The protone are then accelerated a second time ae they 
go from the high potential to the exit of the accelemtor at g m m d  p 
tential. Thus, a terminal potential of 10 million volta pduces  pmtons 
of 20 MeV. The charged particles then pase through a magnet, which 
deflects them and also focuaes them into a beam of monoenergetic 
particles, which then  trike a target. 

A Van de Graaff accelerator can produce a continurn, high- 
inteneity beam of positive iona wi th  energies aa great aa 30 MeV. It 
can serve also aa an x-ray generator by accelerating eIectmna, and bring- 
ing them to rest at the target. The voltage difference and, therefore, the 
particle energy in this accelerator can be precisely controlled by adjuab 
ing the leakage of charge h m  the poaitive terminal ; the h u m  par- 
ticle energy, however, is limited M y  by the unavoidable leakage of 
charge. 

The two general types of linear aderator in which charged par- 
ticlea are accelerated eeveral times dong a Btraight line are the drift-tuk 
mcelerntor (R. Widede. 1929) and the zuuwguirle accelerator (D. W. Fry, 
19-47}. In the drift-tube machine the partid- are repea- accelemted 

7 sea Weidn6r and sue, ChWSeal P m ,  2nd ed* Sec. -7. 



by an e1ectx-i~ field between inadated conductors; in the waveguide 
machine they are mcelerated by an electric field guided through a 
hollow conducbr. W e  shall discws only the fmt type in detail. 

Charged partidea enter a long, straight, evacuated tube within 
which are a number of hollow conducting cylinders ofincreaeing length; 
mee Fig. 820. The cylindere are connected alternately to the opposite 
texminals of a radiofresuency generator; thua a sinueoidally varying 
electric field egists in the region between any two adjacent cylinders. 
Suppose that positive iona drift through the h t  cyIinder at a constant 
velocity. When they prtas into the gap betmen the &st two cylinders 
during that part of the cycle in whch the w a n d  cylinder is negative 
with respect to the first, they are accelerated forward by the electric 
field there. They then enter and pass through the second cylinder at a 
constant but higher velocity. The length of the second cylinder is BO 

chosen that by the time the ions have emerged from it the polarity of the 
cylinders has reversed-that is, the time of travel through the cylinder 
ie exactly one hdf-cycl-d again the elmtric field accelerates the 
particlee forwad to the next cylinder. 

Whenever a charged particle is in the interior of a cylinder, it is 
~hielded from the electric field. Because the frequency of the alternating 
voltage applied to the drift tube is constant, it ia nemwary that the 
partides spend the same amount of time drifting through each tube, BO 

that they may arrive at the spaces between the tubes at juat the right 

Hiph--AtE.knt~rr . SEC. 8-6 

FIG. 8-19. A W e m  Wanda 
Efaafl0cc8htw and &S 
sssoci8md deflecting, ennlyrnp, 
and focusing msgnets. (Courtesy 
#urgers News Service.) 

FIG. 8-20. Simple form of 
drift-tuba //fh¶8? eccelaralw. 
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FIG. 8-21 a. ?he 20-GsV 
Stanford aactron t i m  

~cmtefam 
The mt aten et the end of 
the two-ml-long sccelersror 
where ehctrons era deflected 

rind magmticaIiy analyred and 
we directed Io such devices as 

spsrk and bubbfe chambers. 

moment to be further acxeIerated. For this mmon the t u b  me made 
pmgmsively longer. 

The h d  energy of the partidea depends on the energy gained at 
each gap and on the number of gape and, therefore, on the o v d  length 
of the accelerator. The ham striking the target conaiste of pulsea of 
particles; the number of auch pulses arriving at the target dmhg each 
second is equal to the frequency of the alternating voltage applied to the 
drift tubes. In linam of the drift-tube type protons can be accelerated to 
kinetic energies approaching 100 MeV. 

The $100 million electron linac at the Stanford Linear Accelerator 

FIG.8-216. The20-GeV 
Stanford etectmn linear 

uccehrator: 
At the m e t  #feu en 

&GeV magnetic specwometer 
in ihe f ~ m r ~ o ~ n d  end 8 20- G8V 

spwfrometer in the rear. 
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FIG. 8-27 C. The 20-GOY 
StrrnTwd electron f i m r  
B C C E I W ~ ~ O I :  
lnt~rior view d h sub- 
surface accelerator hou~tng . 
(Courtesy SZadord Linear 
A~~e/8fff t0r  Center, Stanfwd 
Univmity.) 

Center L the large& of the waveguide type. It prdtreea electram of 
20 GeV with a beam current of 30 mA. See Fig. &21. Very-high-frequency 
electromagnetic m v m  are guided down a tube, and electrons may be 
thought of ae riding on them, while an electric field steadily increases 
their kinetic energy. In the Stanford machine, 2 mi in overall Iength, the 
accelerating eIectromagnetic wave is produced by 245 Hyetron micro- 
wave oscillatom, each with a power output of 24 MW at a frequency of 
2.9 GHz (2,900 megacycles per wcond). The eIectrons enter the main 
accelerating tube after preliminary acceleration, k t  to 80 keV and then 
ta 30 MeV. After leaving the main accelerator, they enter a beam switch- 
yard and magnetic spectrometer (one with 1,700 tom of iron), from which 
they can p d u c e  interactiom at a variety of targets, including spark and 
bubble chambers. 

Cyclic Acealeratorr. The dam of accelerators known am cyclic accele- 
mtam includes the ~yclotmn, eymhmxyelotron, and synchmtmn. In these 
machines multiple acceleratione are given to charged part ic l~  that are 
restricted to motion in circular arcs by a magnetic field. 

The basic reIatim for a particle of relativistic mass m and charge Q 
moving at right angles to a magnetic field B in a circular arc ofradius r is 

The  particle'^ an- velocity a, i~ given by 

and the frequency f = 42s of the motion, the number of revolutions per 
unit- time, i~ given by 
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The kquency given by thia equation ie Emown as the cyclotron fmqwnq; 
the expremion appliee to dl cyclic aece lemb~ .  Note that f depends on 
the charge-to-mass ratio and the magnitude of the magnetic field, but not 
on the particle's speed or the radius of its circular path. Thus, all par- 
ticles of a given type circle the magnetic field linea at the same fbquency, 
quite apart h m  differencee in their speeds or energiea. StrictIg, the 
cyclotron frequency is independent of a particle's kinetic energy only 

7' if the relativistic mas8 m does not differ appreciably &om the rest 
mans mo. 

c ' The simpleet cyclic machine Ts the ~lyebtmn. 
The cyclotron was invented by E. 0, Lawrence and M. S. Livinmton 

in 1932. In thia accelerator a charged particle is subjected to a constant 
magnetic field, which bends it into a circular path, while it is accderated 
each half-cycle by an electric fie1d.t 

Positive ions, euch aa pmtona, deuteMm, and ~r particles, are in- 
FIG. 8-22. Cyclotmn 

-,eret or: hp view; jected into the central region, point C of Fig. &22, between two flat, 
(b) aide view. D-shaped, hollow metal conductors {called "dees"). An alternating high- 

frequency voltage is applied ta the dee~,  producing an alternating 
electric field in the region between them. During the time that the left 
dee is positive and the right dea is negative the ions are aocelemted to the 
right by the electric field between the deee. Upon entering the interior 
of the right dee they are eIectricaIly shieIded from any electric field and 
therefore move in a semicircIe at a constant epeed under the influence 
of the constant magnetic fieId. When they emerge h m  the right dee, 
they are further accelerated across the gap, if the left dee is now negative. 
This requires that the fiequenc y of the alternating voltage applied to the 
dees be equal to the orbital, or cyclotron, frequency of the ions, given by 
(8-6). During each acceleration the ions gain energy, move at a higher 
@peed, and travel in semicircles of larger radii. AB the ions s p i d  out- 
ward in the deea they remain in resonance with the ac aource of constant 
frequency, inasmuch as the time for an ion to move through 180" is 
independent of  it^   peed or radius, provided only that its mass m in (8-6) 
remain essentially equal to the reat maas. When the accelerated particles 
reach the perimeters of the dees, they are d d e d e d  by the electric field 
of an ejector plate E and  trike the target T. Their h a l  kinetic energy E, 
(for E, much less than Eo the rest energy) ie 

We me that the final kinetic energy of the particle depends on the 
square of the radius of the dees and on the equare of the magnetic &ld B. 
To achieve the greatest poaaible energiea, the quantities B and r,,, are 
made as large as possible. When the m a h a t  posaible magnetic field 
(about 2 Wblm2) is used, the frequency f, by means of (8-6), is of the order 
- 

t Eke W&er and SeIL. E h e n m  CI&l Phyeks, 2nd wl.. Sec. 2WS. 
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of megahertz (radiofrequencies). The diameter of the dees, which is also 
the diameter of the electromagnet's pole faces, may be as large as 8 ft; 
this is enormous (400 tons of iron) and expensive. A typical alternating 
voltage across the dees is 200 kV. 

Massive particles-protons, deuterons, and a particles--can be 
accelerated in a cyclotron to energies of about 25 MeV. The final kinetic 
energies of all such ions are much less than their rest energies (a proton's 
final energy is about 1 GeV). Therefore, the mass does not increase 
appreciably, and the particles, if protons, can remain in synchronism 
with the alternating voltage up to about 12 MeV and, if deuterons, to 
about 25 MeV. Electrons can be rather easily accelerated to relativistic 
speeds (their rest energy is only 0.5 MeV); such light particles cannot be 
synchronized with the applied voltage and therefore cannot be acceler- 
ated to high energies by a cyclotron. 

We now consider the synchrocyclotron. 
An ordinary fixed-frequency cyclotron will work only if the acceler- 

ated particle's kinetic energy remains small compared with its rest 
energy. The cyclotron frequency f = (Q/2am)B of the orbiting particles 
is constant and in resonance with the alternating electric field between 
the dees, only if the relativistic mass m appearing in (8-6) is always 
essentially equal to the rest mass mo. As a particle's speed and kinetic 
energy increase, the relativistic mass increases, and its cyclotron fre- 
quency in a constant magnetic field decreases. Therefore, as particles 
spiral outward in a cyclotron with fixed magnetic field and frequency, 
they fall increasingly behind the applied frequency and finally arrive at 
the gap between the dees so late that they are no longer accelerated by 
the electric field. This limitation is overcome in the synchrocyclotron; a 
photograph of a synchrocyclotron is shown in Fig. 8-23. 

In this accelerating machine, too, the particles (ions) start at the 
center of an electromagnet producing a constant magnetic field but, as 
they move to increasingly larger radii, the applied frequency is decreased 
continuously in such a way as to compensate for the decrease in the 
particles' cyclotron frequency with increased speed. The particles can 
then remain in synchronism with the alternating electric field. Because 
the frequency is changed as the ions are accelerated and move in in- 
creasingly larger radii, this type of machine is sometimes referred to as an 
FM, or frequency-modulated, cyclotron. 

The success of synchrocyclotrons in accelerating particles to kinetic 
energies (for example, 700 MeV for protons) comparable to the rest energy 
is crucially dependent upon the phenomenon of phase focusing. In order 
that particles may be accelerated continuously in a machine whose 
accelerating electric field changes frequency, they must always arrive at 
the gap precisely when the phase of the alternating electric field is 
proper. Or so it might seem; actually, particles that arrive late a t  
the accelerating gap receive a somewhat greater acceleration, so that 
they tend to make up the lost time and arrive more nearly on time at the 
next gap crossing, whereas particles that arrive early receive a lesser 
acceleration and also tend to arrive on time at the next gap crossing. 
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FIG. 8-23. A f84-in (dte 
diam&r) svnehmcyclorron 

capable of scmkw8tfng protons 
to 0.7 GeV. The lower pole of 
the cyclotron magnet is  below 

the floor and not visible. 
(Cowresy Lawrence Radiation 

Laboretury. University of 
California, Berkele y.J 

Through this phasefoewing effect, first introduced by V. Veksler and 
E, M. McMillm, the bunch- of accelerated particlea are kept in the 
useful beam during the acceleration cycle; this consideration is im- 
portant, becauw the number of particlm that ~urvive the entire accelera- 
tion eycle--a very long trip with appearances required at check pointa on 
schedule-i~ tm amall under the most favorable circumstances that the 
many partidea that inevitably fail to follow the ideal mute must be 
restored by correction (or focusing) procedures. 

Although a eynchrocyclotron can accelerate partides to much 
higher energies than a cyclotron, ite output beam ~urrwt is much less, 
because only one pulse of particles can be accelerated in the machine at  
one time. Theoretically there is no limit an the size md, therefore, the 
energy of a synchrocyclotron, but it becornea economically prohibitive 
to build machines of this design fur accelerating particles to energies of 
more than about I GeV. 

W e  M y  consider the aymhmtron. 
To increaae a particle's final kinetic energy in a cyclic accelerating 

machine, one must increase its final relativiatic momentum p = QBr. 
There is a limit on the magnitude of the magnetic field B attainable over 
mcderately large region~i of space; because of the pmpertiea of magnetic 
materials, 3 cannot exceed about 2 Wb/m2. Thw, the only way to increase 
substantially a particle's momentum and thereby its kinetic energy in a 
cyclic machine is to make theLfmal orbital radius large. In a synehm- 
cyclotron the particles &art at the center of the electromagnet and 
apird outward to  the find radius; the electromagnet produces a magnetic 
field over this entire region. So, if a particle's final energy in a ayn- 
chrocyclotron is to be increased, the radius of the fmal orbit and, 
consequently, the radius of the electromagnet must be increased w m  
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FIG. 8-24. S&ORI& df- 
of 8 synchmmn. 

spomhgly. A machine acderating protone t9 about 0.7 GeV has a dee 
diameter of about 6 m; t9 pxoduce a large magnetic field over the entirs 
inner region requires an electromagnet of about 4,000 tom. StilI larger 
sizea and energies become economically unfeasible. Therefore, the 
synchrotron, which utilizes magnetic fielda only at one orbital mdiue, 
hae been devised, 

Particlm, preaocelemted ta a fairly high kinetic energy, ere injected 
into the aynchotmn and thereafter move in an orbit of f i x d  radiue. 
The basic relations governing the particle motion are 

Since the radius r in (83) is fixed, the partide momentum p will increase 
only if the magnetic field 3 increases. Equation (&6), however, shows 
that i f B  changee, go too mu&. the frequency f of the accelerating eIectric 
field with which the orbiting partides are to remain in synchronism. 
Thuq in the synehrokDn acoele-r both the magnetic field and the 
fresuency of the accelerating eIectric field inereme with time as the 
accelerated particle, moving in a 6xed circle, gains kinetic energy. 

Figure 824 shows schematically the principal part~l of a proton 
synchrotron, and Fig. 8-26 is a photograph of one. Protons k t  are 
accelerated ta an energy ofseveral MeV by a linac serving as aninjection 
accelerator (either a Van de Graaff machine or s resonant l i n w  acceler- 
ator), ae ~hown in Fig. 8-26, Then they enter a doughnut-shaped, 



CHAP. a ~~ *nd Accehunlng -m U&ln Nu- Phydca 

FIG. 8-25. A d d  view of tha 
33-GsV ahemam madient 

.synchpoBan at Brookheven 
National Laboratory. Tha 

eccelereting tunnel undw- 
ground has a dinmeter of 

840 ft. The building at '3 
o'dock," the service, tsrget, 8nd 

experimenret buildings, wmd at 
"9 o'clock" e 10-ton spark 

chamber. (Courtesy Brookhaven 
N8liot~8l L eboretory.) 

FIG. 8-26. ?he conjunctron of 
the lineur accelerator and 

a)rmhmtmn magnet ring inside 
Ihe tunnsl o f  the synchrotron 

shown in Fjg. 8-25. The 
60-MeV proton beam Ieaves the 

linec behind the shielding well 
(Fef rear) end lrsvels along the 

4-b pipe to the k w w  right 
while psssing through a series of 

focusing lenses end steering 
magnets onto the orbit of the 

main synchrorron magnet ring. 
The pipe extending lo the left is 

used to determine Ihe energy 
spraed of protons leaving the 
linac. (Courtesy Brookheven 

National Laboratory.) 

warmated tube, not mare than about 1 m in baneveme dim~naionr, which 
i s  contained within an electromagnet producing a deflecting magnetic 
field at and near the tube but not at interior points. Energy is aupplied 
to the particles once in each revolution by an alternating eleckic 
potential difference supplied by a variable radiohquency rrource. h 
the particles acquire speed, momentum, and kinetic energy in successive 
orbits, the magnitude of the ddecting magnetic field and the fsequency 



of the accelerating electric field M h  increase with time, no h t  the 
partides continue to travel in a path of conetant radius and also arrive 
at the enwgizing gap at the right time for further acceleration. Aftw 
the magnetic field has reached its h u m  magnitude and the particlea 
their maximum kinetic energy, the partielm are deflected and strike 
an external target. A plan of the 400 GeV (and Iater, with additional 
magnets, 500 GeV) synchrotron constructed at the National Accelerator 
Laboratory, Batavia. III., is shown in Fig. 8-27. 

The d e  and mmtmction of synchrotrons capable of aecelmting 
pmtons ta h a 1  energies of tens and, eventually, bun* of GeV involve 
very precise foaming of the beam. We can appreciate the impartmce of 
focusing by noting that in a synchrotron designed for 30-GeV protons 
with an orbital diameter of 0.2 km the particles travel a total dktance of 
ahut 10' km while confined within a vacuum chamber whose traneverse 
dimension is as small ae 0.1 m. Clearly, particles that depart from the 
ideal path must be returned to, or focused toward, the center Q£ the 
vacuum chamber, if the number murviving the entire trip is to be adequate. 
The strong focusing is achievd by mema of alternating-gradient mag- 
nets: The particles paas through nonuniform magnetic deflecting fields 
that alternate in asymmetry (see Prob. E-35). The principle of alternule- 
@knb focusing was introduced in 1962 by E. Courant, M. S. Livingsten, 
and H. Snyder and, independently, by N. Christoflos. 

The remarks above apply primarily to synchrotrons for accelerating 

FIG. 8-27. Aerinl view of m h  
a~&mtO? 8t hbtf0IYd 
Acce/8raPor Laboratory, B8hWh, 
Illinois. The synchrotmn hes a 
diameter of 7.24 mi and 
accelerates protons lo 400 
Ge V. (Courtesy National 
Accelerator Laboratory.) 
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massive partidea, such as p.rotona. SyncBm-ns can, however, be 
designed for accelerating electrons to energies of a few GeV, The 
radiation losaw aridng from the accderation (bremhhlung)  of 
electrons traveling in a circular path preclude e t a  higher enexgies; 
hence, the use of linac machines for electrons with energies of hundred8 
a:! GeV. An electron aynchtron firat acceleratee the particlea according 
to the betatron principlean electric field produced by a changing mag- 
netic flux-and then, the partides traveling at essentially the a p e d  c, 
it acceIeratee them by the process described ahve .  If the magnetic field 
is increased with time to cornpermate for the increase in the dmztrons' 
relativistic momentum, the particle's conatant orbital Muency can be 
kept in resonance with an oecillator of constant frequency. 

S U M M A R Y  

Nudear detectors are devices which are sensitive to  the passage of 
nuclear radiation (charged particIes and photons) through the 
detector. C h a r g d  particles lose about 30 eV in creatina a s i n ~ l e  
ion pair in ri gas. Nuclear radiation has the following general 
properties: It is more readily absorbed in a solid or liquid than in a 
gas; the d e v e e  of penetration decreases, for a given energy, in the 
order y rays, p rays, and a rays, and the range of charged particles 
increases with increasing energy. 

Types of chrned-particle detectors are listed in Table 8-2. 

TABLE &2 Detectors of ch-d particles and photons 
. - - -  -- -- 

TYPE REACTING MEDIUM SPECIAL CHARACTERISTICS 

Cloud chamber Supi-saturated vapor Particle tmcks 
Bubble chamber Superheated liquid Particle tmch ( h i ~ h  demity of 

ahsorher) 
Spark chamber Gas Fast recycIiw 
Nuclear emulsion Photographic Particle tmcb (continueusly 

emuI~ion sensitive) 
Ionization chamber Gas Ionization proportional lo 

radinfion intensity 
Proportional Gas Pulse size proportional to mmdi- 

counter ation intensity 
Geiger counter Gas Sump s i zepuls~  inittated hy any 

type of ionizing radiation 
Scintilf ation Solid (or liquid) Very shaH rpsolution time 

counter 
Semiconductor Semimnducfor ISner~y.pulse lirreclrity, high 

(solid-state) efficiency 
detector 

Cerenkov detector Tramprent solid or Sensitiw tol t i~h-spedprf ic l t -s  
liquid on1.v 



Measuring devices and selectors are the velocity selector (crossed 
electric and magnetic fields, LI = R/B), the momentum selector 
(uniform magnetic field, mu = QRr), and the mass spectrometer 
(at least one electric ~ lnd  one magnetic field, in its simplest form a 
combination of a momentum selector and s v~locity  s~lector). 

Charged-particle acceler~tors, all of which energize particIes by 
electric fieldn, are of two claeses: linacs, which include the Van de 
Graaff, drift-tube, and traveling-wave resonant linear accelerators, 
and cyclic accelerators, which include the cyclotron (fixed frequency, 
fixed magnetic field, increasin~ particle radius), the ~ynchrocyclotron 
(decreasing frequency, fixed magnetic field, increasing particle radius), 
and the synchrotron (incre~lsing frequency, increasing magnetic 
field, fixed particle radius). 
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&I. The average energy required to produce one ion charge were ~ 0 1 1 4  on opposite platei Bf a capadtor 
pair in air at 8TP ia 36 eV. (a) How many ion pah  are with a capacitance of 1.5 x lo-" F, by how much muld 
produd by one 1S.@MeV proton absarbed in air? the potential diffe~ence betweem the plata change? 
(b) What Q the magnituda of totd charge of either 
sign produced by the proton? (c) If the two kinds of 8-2. An &MeV a partide is atripped in a gae in which 
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the mean energy for the production of an ion pair is 
25 eV. Suppose that all ions of one sign are collected by 
electrodes having a capacitance of 50 pF. What is the 
change in potential across the electrodes? 
8-3. The thickness of an  absorber, or the range of a 
particle in an absorber, is often expressed in terms of 
the areal density, the product of the actual absorber 
thickness t and the absorber density p. The range of 
10-MeV protons in a copper absorber is 0.21 g/cm2, 
and that of 100-MeV protons is 12 g/cm2. What thickness 
of copper (in centimeters) will stop protons of (a) 10 MeV 
and (b) 100 MeV? The density of copper is 8.9 g/cm3. 
8-4. The roentgen, the practical unit of radiation 
dosage, is defined in terms of ionization effects: 1 roent- 
gen produces 1 statcoulomb of ions of either sign in 
1 cm3 of dry air under standard conditions (273", 1 atm). 
The mean energy needed to produce a pair of ions in 
air is 35 eV. The statcoulomb is the unit for electric 
charge in the gaussian, or esu, system of units, in which 
1 statcoulomb = 1/(3 x lo9) coulomb. Show that a 
dosage of 1 roentgen is equal to an  energy of 1.2 x 

J absorbed in 1 cm3 of air. 
8-5. A pocket dosimeter is a small, well-insulated, air- 
filled electroscope, whose discharge through the ionizing 
effects of nuclear radiation can be used to measure 
radiation dosage. One such dosimeter, having a capac- 
itance of 0.50 pF and an effective sensitive volume of 
1.2 cm3, is charged initially to a potential difference of 
180 V. What potential difference will be read after the 
dosimeter has been exposed to a radiation dose of 
100 mR? (See Prob. 8 4  for the definition of the roentgen.) 
8-6. Radioactive 24Na decays by the emission of 
1.38- and 2.76-MeV y rays. When y rays of these two 
energies are studied with a scintillation spectrometer, 
what six peak (electron) energies are expected in the 
pulse-height distribution? 
8-7. Monochromatic photons with an energy of 
3.10 MeV are detected with a scintillation spectrometer. 
Assuming that a pulse height of 100 V corresponds to an 
electron energy of 1.00 MeV, a t  what voltage in the 
pulse-height distribution would one expect to find (a) the 
photopeak, (b) the Compton edge, and (c) the pair- 
production peak? 
8-8. A typical photomultiplier tube has 10 dynodes 
with a potential difference of 110 V across each pair 
of adjoining dynodes, approximately 1.0 cm apart. What 
is the total time interval between the arrival of electrons 
at  the first dynode and the appearance of a pulse at  the 
last dynode, assuming that secondary electrons are 
released instantaneously and with negligible energy? 
8-9. (a) Show that a Cerenkov counter made of Lucite 
(refractive index, 1.5) can register only those electrons 
whose kinetic energy exceeds 0.17 MeV. (b) What is the 

threshold kinetic energy of a Lucite Cerenkov counter 
for protons? 
8-10. Protons traveling through Lucite (refractive 
index, 1.5) produce strong Cerenkov radiation at  an 
angle of 45" with respect to the beam direction. What 
is their kinetic energy? 
8-11. A counter telescope consisting of two counters is 
to register 3.0-MeV protons. The two detectors are 
separated by 1.0 m and operated in a coincidence 
circuit. What is the minimum duration of the signal 
pulses from each of the two detectors needed to obviate 
delayed coincidence counting? 
8-12. A scintillation crystal 5 cm in diameter is 
mounted 30 cm from the point where a 10-MeV deuteron 
beam strikes a gold foil 1 pm thick. The crystal is 
mounted to record deuterons scattered through 90" 
with respect to the forward direction. What is the 
counting rate if the crystal records 100 percent of the 
deuterons incident on it? The beam current is 1 PA. 
8-13. Show that the kinetic energy Ek of a particle 
can be written as 

where p and Eo are the momentum and rest energy, 
respectively. (b) Show that this equation reduces to 
the classical formulation when B = v/c << 1. 
8-14. Particles with a rest energy Eo, kinetic energy 
Ek, and charge e move at  right angles to the magnetic 
field lines of the magnetic field B. Show that the 
particles' radius of curvature in meters is given by 
r = [Ek(Ek + 2Eo)]'/2/300B, where the energies Ek and 
Eo are measured in MeV and the field B is given in 
Wb/m2. 
8-15. Show that the radius of curvature, in centi- 
meters, of a particle with charge z (in multiples of the 
electronic charge e) and with a momentum P (in MeV/c), 
when traveling a t  right angles to a magnetic field B 
(in gauss), is given by r = (3.33 x 103)P/zB. 
8-16. A particle with charge Q is in a cyclotron orbit 
a t  a frequency f i n  a magnetic field B. Show that the 
kinetic energy Ek of the particle is given by 

where Eo is the rest energy of the particle. 
8-17. A particle of charge Q and rest mass Mo is in a 
cyclotron orbit at  a frequency f i n  a magnetic field B. 
Show that the speed of the particle is given by 



Problems 

where v = Bc. (Use the results of Prob. 8-16.) 

8-18. Find (a) the kinetic energy, (6) the momentum, 
and (c) the speed of a deuteron which is moving in a 
magnetic field of 2.0 Wb/m2 with a cyclotron frequency 
of 10 MHz. (d) What is the radius of the orbit? 
8-19. (a) Show that in a magnetic field B the radius of 
curvature of a charged particle, whose kinetic energy 
E, is much less than its rest energy Eo, is given by r = 
(2EkEo)112/QBc. (b) Show that the radius of curvature of 
a particle whose kinetic energy greatly exceeds its 
rest energy is given by r = Ek/QBc. 
8-20. What are the radii of curvature in a magnetic 
field of 2.0 Wb/m2 of (a) 10-keV electrons, (b) 10-GeV 
electrons, (c) 10-keV protons, and (d) 10-GeV protons?. 

8-21. A proton is in a circular orbit of 1-krn radius in a 
magnetic field of 1 Wb/m2 normal to the orbit plane. 
Find the (a) speed, (b) momentum, and (c) kinetic 
energy of the proton. 

8-22. What is the kinetic energy Ek for a proton which 
circles the earth if the component of the earth's magnetic 
field normal to the orbit is 0.34 G? 

8-23. Cosmic-ray protons may have energies as high as 
101lEo z loz0 eV, where Eo is the proton rest energy. 
(a) Evaluate 1 - v/c for such a proton. (b) What would 
be the radius of the cyclotron orbit of such a particle in a 
magnetic field of 2.0 Wb/m2? 

8-24. In a velocity selector charged particles are sent 
through crossed electric and magnetic fields. What 
would be the path of a charged particle sent through 
(a) two crossed uniform electric fields and (b) two crossed 
uniform magnetic fields? 

8-25. A velocity selector contains a magnet with a 
field of 0.20 Wb/m2 and a parallel-plate capacitor with 
plates separated by 1.0 cm. What potential difference 
must be applied to the capacitor in order to select 
charged particles having a speed v/c = A? 
8-26. Suppose that a velocity selector is to be built 
with crossed electric and magnetic fields for use with 
charged particles having a kinetic energy equal in 
magnitude to their rest energy (Ek = 0.61 MeV for 
electrons, Ek = 0.94 GeV for protons, etc.). (a) Show 
that the required ratio of the electric field to the mag- 
netic field, BIB, is (J3/2)c. (b) Taking the magnetic 
field to be of magnitude 2.0 Wb/m2, the largest readily 
obtained over reasonable large regions of space, show 
that the required electric potential difference across 
parallel-plate electrodes separated by 2.0 cm is approx- 
imately lo7 V under these circumstances. The extremely 
high electric potential differences required for high- 
speed particles precludes the use of crossed-field velocity 
selectors. 

8-27. A magnetic spectrometer is to be used with singly 
charged particles having a momentum centered at 1.0 
GeV/c. It is to operate with a magnetic field of 
1.0 Wb/m2, detect particles after turning them through 
90°, and distinguish between particles differing in 
momentum by 1 percent by a spatial separation of 1.0 mm. 
What are the approximate overall dimensions of the 
spectrometer (taken to be equal to the diameter of the 
particles' radius of curvature)? 
8-28. What are the kinetic energies of (a) electrons and 
(b) protons that will be registered in a magnetic spectro- 
meter adjusted for a particle momentum of 10 MeV/c? 
8-29. A cloud-chamber photograph reveals the path of a 
charged particle before and after its passage through a 
thin lead plate located within the cloud chamber; see 
Fig. P8-29. From the density of the droplets it is estab- 
lished that the particle has the same mass as that of an 
electron. The radii of curvature of the particle above and 
below the lead plate are 7.0 and 10.0 cm, respectively. 
Assume that the particle is traveling perpendicularly 
to the constant magnetic field of 1.0 Wb/m2 directed 
into the paper. (a) In which direction is the particle 
moving? (b) Is the particle a positron or an electron? 
(c) How much energy was lost by the particle in tra- 
versing the lead plate? 

FIG. P8-29 

8-30. One simple form of a 8-ray spectrometer, a device 
for separating the high-speed electrons emitted from 
radioactive nuclei, is shown in Fig. P&30. Electrons with 
a variety of energies pass from a radioactive source 
through a slit into a uniform magnetic field perpen- 
dicular to the plane of the paper, and the electrons are 
bent into circular paths so as to strike a photographic 

FIG. P8-30 
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plate. Derive a relation giving the relativistic kinetic 
energy E, of an electron in t e r n  of the magnetic field B, 
electron charge e, electron rest energy Eo, and distance x 
from the slit to the point on the photographic plate 
where the electron strikes. 
8-81. In the 1955 experiments that first established the 
existence of antiprotons, the sign of the particle charge 
was determined by the direction of deflection" in a 
magnetic field, the mass was determined by simul- 
taneous measurements of the particle momentum mv 
(by deflection in a magnetic field) and particle speed v 
(with a Cerenkov detector), and the antiproton's speed 
was checked independently by measuring the particle's 
time of flight from one scintillation detector to another, 
the two separated by a known distance and operated in 
delayed coincidence. The antiprotons (rest energy, 
938 MeV) had a speed of v/c = 0.78. (a) What was the 
angle between the direction of propagation of the 
Cerenkov radiation and the particle path in the Cerenkov 
detector of Lucite (refractive index, 1.5)? (b) What was 
antiproton momentum (in MeV/c)? (c) What approximate 
size of the deflecting magnets (taken as the diameter of 
curvature) was needed for deflecting the antiprotons 
through 90' in a field of 1.5 Wb/mz? (d) If the scintilla- 
tion detectors were separated by 13 m, by what time 
interval was the signal from the first detector delayed 
so as to coincide in time with the signal from the 
second detector in the delayed-coincidence circuit? 
8-32. Carbon has two stable isotopes, 12C and 13C. The 
collector in a mass spectrometer registers peak currents 
of 197.8 and 2.2 PA, respectively, for the ions of the 
isotopes that reach it. (a) What is the relative abun- 
dance of the two isotopes? (b) Compute the chemical 
atomic weight of carbon. (Carbon in living organic mat- 
erial also contains 1 part in 10lZ of 14C, a radioactive 
isotope useful in dating dead organic materials; see 
Sec. 9-12.) 

Problems 8-33 to 8-36 deal with some simpler aspects 
of the focusing of beams of charged particles by electric 
and magnetic fields. 

8-33. A simple type of electrostatic focusing lens is 
shown in Fig. PB-33. It consists of a left cylindrical ring 
at electric potential Vt and a coaxial right cylindrical 
ring at a high potential V2. The electric field lines are as 
shown: essentially parallel to the axis of symmetry of 
the lens at its center and with sizable radial components 
at the ends. A positively charged particle entering the 
lens along the symmetry axis is undeflected, although 
it will be slowed in passing through the lens by an 
electric field whose direction is opposite to that of 
its velocity. A positively charged particle entering the 

lens above the axis is deflected upward by the radial 
component of the electric field as it enters the lens, 
slowed down as it passes through the central region of 
the lens, and finally deflected downward as it leaves the 
lens. (a) Show, on a qualitiative basis, that the net effect 
of the electric field is to bring the particle closer to the 
symmetry axis on its emergence from the lens; that is, 
show that the lens produces a net convergence on a 
beam of finite transverse dimensions incident upon the 
lens. (b) Suppose now that the electric potentials applied 
to the two elements of the electrostatic lens are re- 
versed, with the left element at a higher potential than 
the right one, so that the direction of the electric field is 
reversed; show that a beam of positively charged par- 
ticles is again made to converge in traversing the lens. 
(c) Suppose that the beam of positively charged particles 
is replaced with a beam of negatively charged particles; 
show that once again the lens is convergent for either 
polarity of the two lens elements. In short, an electro- 
static lens is always convergent. 

Vl v2 - FIG. P8-33. An electrostatic focusing lens. 

8-34. Consider Fig. P8-34, which shows the fringing 
magnetic field at the boundaries of the pole pieces of an 
electromagnet. Positively charged particles passing 
into the plane of the paper along the median plane travel 
at right angles to the magnetic field lines and are con- 
sequently affected by a magnetic force acting to the 
right. Show that particles that pass through the region 
of the fringing magnetic field above or below the 
median plane are focused; that is, show that a particle 
entering at point A above the median plane, where 
the magnetic field has a component to the right, is 
deflected downward toward the median plane and that a 
particle entering at point B below the median plane, 
where the magnetic field has a component to the left, is 
deflected upward toward the median plane. Since the 
magnitude of the magnetic field component parallel to 
the median plane increases with distance from the 
median plane, the deflection increases with the distance 
of a particle from the median plane, and a dispersed 
beam of particles is converged to a focus at the median 
plane. Actually, the beam is alternatively focused and 



d e f d  along the median plane, and the beam under- 
go- asdlatiom, &ce the particlm diverge after 
converging to a focus. 
8-36. Figura PB-35 shows the two north and two 
south magnetic polm of a magnetic quadrupole fens. 
The pole eurfacea being in the shape of rectangular 
hyperbolas (ry = comtant), it can be ~hown that the 
magnitude of B, the magnetic field mmponent along X, 
is proportional to the coordinate -y, while the mag. 
nitude of B,, the component along Y, ia proportional to 
the coordinate x. Under these mnditiom the magnitude 
of the magnetic field p r o d u d  by the lem js zero at 
peinta along the lens's symmehy axis (perpendicular 

FIG. P8-35. Magnetic qwdrupale lens. 

to the plane of the paper) and inmenma w i t h  increasing 
&tan- from the symmetry axis. (a) Suppm that a 
beam of poaitivelp charged particlm e n b  the magnetic 
lens, traveling into the plane of the figure. Show, by 
using the relation for the magnetic force on a charged 
particle, that particles entering the lena h m  off the 
symmetry axis along X are deflected toward the central 
region of the symmetry axis, while particles entering 
from off the &a along Y are deflected away from the 
central region of the symmetry axi~; that is, show that 
po~itively charged particles are focueed along X but 
defocused along Y. (b) Suppose that a beam of partickes 
pmes through a pair of coaxial magnetic quadruple 
lenses in tandem, the second quadrupole lenn rotated 
90" relative to the first. Show that dl perticlee of a 
beam entering the quadrupole pair are f d  and then 
defocsused, or conversely. The behavior is like that of a 
beam of light first pawing through a converging lena and 
then through a diverging lens of the anme focal length, 
or canvmely. (c) It can be ehom that, in general, a 
lens cambinatian consiting of a converging lens of 
focal length f followed by a diveaging lens of focal 
length - f  is always converging. Using thia result, 
show that a pair of identical coaxial quadrupole lenses 
appropriately mparated and with a relative angular 
displacement of 90" will act LIB a f-ing device for a 
beam of charged particlm. 
8-36, Particles of mass m and charge Q are accelerated 
from rest by an electric potential difference V and are 
fired along thedirection of thelines of a uniform magnetic 
field B (produced, for example, in the interior of a 
solenoid); see Fig. PE-36. Actudly, some particla enter 
the magnetic field at s p d  v at an angle aIightEy off the 
symmetry axis. These particles travel in a helical path; 
they c o a ~ t  along the direction of B at constant speed 
while moving at constant speed in rt circle at right anglea 
to B. Show that, if the angle 6 between the particle's 
direction of velocity v at point A and the direction of B 
is smalI, all particlm in the dightly diverging baam are 
bmught to a f o m  a distance d from point A along the 
symmetry axis, where d = ( ~ z / B ) ( Z ~ V / Q ) ' ' ~  and the 

- 

l-----d- 
FIG. Pa-36 
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particles are nonrelativistic. Note that the arrangement 
shown in Fig. PS36 permits the particle's mass m to be 
measured directly; it was first used by H. Busch in 
1922 in measuring the elm of an electron. 

8-37. Electrons of 2.0-MeV kinetic energy are directed 
into a linear accelerator composed of 200 drift tubes 
connected alternately to a 3-GHz oscillator. (a) If the 
electrons are to emerge with a h a l  energy of 60 MeV, 
what must be the lengths of the second and the last 
drift tube? (b) What would be the approximate overall 
length of the 100-MeV linear accelerator, assuming the 
spacing between adjacent drift tubes to be negligible? 

8-38. In the 20-GeV linear electron accelerator at 
Stanford University electrons are accelerated from 
30 to 20 GeV along the Zmi accelerating tube. (a) By 
what percentage is the final electron speed less than c? 
(b) What is the overall length of the accelerating tube as 
measured by an observer traveling with a 20-GeV 
electron? (c) The electron beam at the target has an 
electron current of 16 fiA and a power of 0.60 MW. 
What is the average number of electrone striking the 
target per second? 

8-39. (a) What is the design frequency for deuterons 
in a cyclotron with dees 1.0 m in diameter and a magnetic 
field of 1.0 Wb/ma? (b) What is the maximum kinetic 
energy attainable with such a cyclotron? 

8-40. A cyclotron is adjusted to accelerate deuterons. 
(a) Show that it can, with only a small change in fre- 
quency or magnetic field, also accelerate a particles. 
(b) Assuming the magnetic field to remain unchanged, 
by what approximate factor must the frequency be 
changed to accelerate protons? 

8-4. A cyclotron is adjusted to accelerate protons. 
(a) If the cyclotron frequency remains fixed, by what 
factor must the magnetic field be changed to permit the 
machine to accelerate deuterons? (b) What is the ratio 
of the maximum energy of the deuterons to that of 
protons (assume the deuteron mass to be twice that of 
the proton)? 

8-42. A cyclotron has an electromagnet 1.0 m in 
diameter producing a field of 2.0 Wb/m2. What is the 
oscillator frequency for accelerating (a) protons, 
(b) deuterons, and (c) a particles? What is the maximum 
energy of (d) protons, (el deuterons, and ( f )  a particles? 

8-43. A synchrocyclotron 4.0 m in diameter accelerates 
protons to 500 MeV. (a) What is the magnitude of the 
magnetic field? (b) What is the h a l  oscillator frequency? 

8-44. A synchrocyclotron having a magnetic field of 
2.0 Wb/mz accelerates 3-MeV protons to an energy of 
500 MeV. What are (a) the initial and (b) the final 
frequencies of the oscillator? 

8-45. In the Bevatron synchrotron accelerator at the 
University of California at Berkeley protons are in- 
jected with a kinetic energy of 9.8 MeV and achieve a 
final kinetic energy of 6.2 GeV. The orbit radius is 
16.2 m throughout. Compute the (a) initial and (b) h a l  
frequencies of the radio-frequency source. 

8-46. The alternating-gradient synchrotron (AGS) at 
Brookhaven National Laboratory employs a circular 
accelerating tunnel 840 ft in diameter and accelerates 
protons to a kinetic energy of 33 GeV. What is the 
magnitude of the final magnetic field in the acceleration 
cycle? 

8-47. Protons from a linear accelerator are injected at 
60 MeV into the synchrotron at CERN, the European 
nuclear research center near Geneva, Switzerland. The 
protons emerge with a kinetic energy of 30 GeV. By 
what percentage is a proton's speed increased by the 
synchrotron? 

8-48. Imagine that a proton synchrotron has a diam- 
eter that of the earth, 1.26 x lo4 km, and a maximum 
magnetic field of 1.6 Wb/m2; the field guides protons 
along a path circling the earth. (a) What is the maximum 
proton kinetic energy for this, the "ultimate" high- 
energy earth-bound particle accelerator (based on con- 
ventional design elements)? (b) The 600-GeV proton 
synchrotron at Batavia, Ill., cost about $a billion; assum- 
ing very conservatively for simplicity that the cost of an 
accelerator is proportional to the kinetic energy of the 
accelerated particles or, equivalently. to the radius of the 
orbit, compute the approximate cost of the "ultimate" 
accelerator in units of the 1970 U.S. Gross National Pro- 
duct (approximately $1 trillion). (c) At what approximate 
date might the maximum energy be achieved, according 
to extrapolation from the following facts: Starting with 
a machine for 1-MeV particles in 1932, the development of 
high-energy accelerators has advanced such that the 
maximum particle energy attainable has increased by a 
factor of 20 over a decade. 
8-49. When particles from an accelerator collide with 
target particles that are at rest and of the same rest mass, 
at least half of the kinetic energy is "wasted" because of 
the requirement of momentum conservation. (a) A 
classical particle collides completely inelastically with 
an identical particle initially at rest, and the two par- 
ticles may be imagined to stick together after colli- 
sion. What fraction of the initial kinetic energy is 
dissipated in the collision? (b) By what factor is the 
dissipated energy in part (a) increased if the particle 
initially in motion collides head on in completely in- 
elastic collision with a second identical particle moving 
in the opposite direction at the same speed? 

To achieve the maximum dissipation of energy in a 
collision between two particles--or, in t e r n  of high- 
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energy physics, to make available the maximum kinetic charged particles in two "storage rings," each consisting 
energy for the creation of particles-the collision must of a magnetic field guiding particles from an accelerator 
take place in the reference frame in which the system's in a fixed circular path, can be made to collide head on. 
center of mass is at rest and the total momentum of the (c) With what minimum kinetic energy must a protan 
system is zero before and after collision. This is most strike a target proton at rest to make the same energy 
readily accomplished by having the particles in two available as when oppositely directed protons, each of 
oppositely directed beams collide head on. For example, 25-GeV kinetic energy, collide head on? 



Nuclear Structure 

Insofar as atomic structure is concerned, the atomic nucleus may 
be regarded as a point mass and a point charge. The nucleus contains 
all the positive charge and nearly all the mass of the atom; it provides, 
therefore, the center about which electron motion takes place. Although 
the nucleus influences atomic structure primarily through its coulomb 
force of attraction with electrons, some rather subtle effects in atomic 
spectra can be attributed to the nucleus. We recall that the Rydberg 
constant for a particular element is changed slightly by differences in 
the mass of the isotopes. Furthermore, hyperfine structure, the very 
closely spaced spectral lines in atomic spectra, has its origin in the 
angular momentum and the very small magnetic moment of the nucleus. 

The fundamental a-particle scattering experiments of Rutherford 
established that for distances greater than 10-l4 m the nucleus interacts 
with other charged particles by the inversy-square coulomb force. It was 
found, however, that when the a particles approached the nuclear 
center closer than 10-l4 m, the distribution of the scattered particles 
could not be accounted for simply in terms of Coulomb's law. These 
experiments showed then that a totally new type of force, the nuclear 
force, acts at distances smaller than 10-l4 m. 

In this chapter we shall explore some of the simpler aspects of 
nuclear structure: the fundamental nuclear constituents, their inter- 
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actions, the properties of stable nuclei, and the properties and decay 
characteristics of unstable nuclei. We shall see that, apart from the 
tremendous difference in their relative sizes, lo-'' m for atoms but less 
than 10-l4 m for nuclei, nuclear structure is different from atomic 
structure in several significant respects. 

Whereas atoms can be excited so that they emit their optical or 
x-ray spectra through gaining an energy never greater than 100 keV, 
nuclei generally remain inert until they gain energies of the order of a 
few million electron volts. Some aspects of atomic structure can be 
understood on the basis of the Bohr model; no such simple model of 
nuclei exists. The primary force between the particles comprising the 
atom is the well-understood coulomb force; additional forces act between 
the constituents of nuclei and these forces araonly partially understood. 
An atom typically loses energy of excitation by emitting photons; an 
excited nucleus can lose its energy of excitation by emitting particles 
as well as by emitting photons. Despite these differences there are a 
number of fundamental laws that are found to apply equally well to 
atoms and to nuclei; these are the rules of the quantum theory and the 
laws of the conservation of mass-energy, linear momentum, angular 
momentum, and electric charge. 

9-1 THE NUCLEAR CONSTITUENTS 

The particles of which all nuclei are composed are the proton and the 
neutron. We shall describe here some fundamental properties-charge, 
mass, spin, and nuclear magnetic momentof these particles. 

Charge. The proton is the nucleus of the atom :H, the light isotope of 
hydrogen; it carries a single positive charge, equal in magnitude to the 
charge of the electron. 

The neutron is so named because it is electrically neutral. Because 
it carries no charge, it shows only a feeble interaction with electrons, it 
produces no direct ionization effects, and it is, therefore, detected and 
identified only by indirect means (see Sec. 10-6). The existence of the 
neutron was not clearly established until 1932, when J. Chadwick 
demonstrated its properties in a series of classic experiments, which will 
be discussed in Chap. 10. 

Mass. We list below the masses of the proton (the bare nucleus of the 
:H atom) and the neutron in unified atomic mass units (see Sec. 3-6), 
together with the rest energies of these particles in units of MeV. 

Proton rest mass = 1.00727663 + 0.00000008 u 
Proton rest energy = 938.256 f 0.005 MeV 
Neutron rest mass = 1.0086654 + 0.0000004 u 
Neutron rest energy = 939.550 f 0.005 MeV 

The proton and neutron have nearly the same mass, the neutron 
mass exceeding the proton mass by slightly less than 0.1 percent. Both 
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particles have rest energies of about 1 GeV. Becaw the proton carriea 
an electric charge, its mase can ke meaeured directly with high precision, 
by the methods of mans spectrometry; electric and magnetic fields have 
virtually no effect on a neutron, and  it^ mas8 is inferred indirectly from 
experiments to be described shortly. 

Spin. An important m y  of both the proton anrl the neutron ia the 
intrin~ic angular momentum, or the m-called nuclear spin. S h e  spin 
angular momentum i n  independent of orbital motion, the nuclear n pin 
can be visualized, as in the case of eledmn spin, in tern of the spinning 
of the particle as a whole about aome internal rotation as. The nuclear 
spin angular momentum L, corresponds to the nuclear win quantum 
number I; its magnitude is given by 

which ia andagous to  Eq. (7-16), giving the spin angular momentum of 
the electron. 

The nudear spin quantum numbers of b h  the proton and the 
neutron are f : 

Roton win : 
Neutron spin: 

The nudear-spin angular momentum is epaeequantized by an 
external magnetic field, the permitted mponente along the direction of 
the magnetic field being $3h and -+It, aa shown in Fig. 91. The 
magnitude ofthe spin angular momentum of a proton or neutron, as well 
aa the components of the angular momentum along the spacequantiza- 
tion direction, are precisely the same ae those for an electron. 

-- - - - Nuclear Magnetic Moment. The component of the magnetic moment 
mmciated with eIectron spin dong the direction of an external magnetic 

R field is one Bohr magneton (See. 7-61, B = eltl2m = 0.92732 x 
Jj(Wb/ma). Becatme the electron has a negative electric charge, the 

electron-spin magnetic moment points in the direction oppoeite to that 
of the electron-spin angular momentum. 

Now caneider the magnetic moment a d a t e d  with pmton spin. 
Nuclear magnetic moments are measured in unita of the nuckr magneton 
BI, which ia  defined as 

where M,, the proton m e ,  replam the electron mam m in the Bohr 
magneton. Since the proton mass is 1836.10 t h e  that of the electron, 
the nuclear magneton is gmdler than the Bohr magneton by this factor. 
The nuclear magnetic moment of the proton is found by experiment to be 

FIG. 9-1. Space quandiistion Pmton magnetic moment = +(2.79276 It: 0.00002)& 
of a proton spin or a neutron 

spind The plua sign indicates that the proton's magnetic moment pointa in the 



m e  diredion aa its nudear epin; the magnitude of the nudear moment 
gives the mmponent of the proton's magnetic moment along the space 
quantization M i o n  in unita of the nuclear magneton. It is aignScant 
that the size of the proton magnetic moment is not one nudear magneton, 
but is, instead, nearly tbree timee larger than what one might expect 
simply on the basis of the proton mass. 

Dapite the fact that the neutron as a whoIe carrlea no net electric 
charge, it does have a magnetic moment whose vdue is found to be 

Neutron magnetic moment = - 1.913168, 

The negative sign indicates that the neutron magnetic momme ia opposite 
to the direction of the neutron angular momentum, aa shown in Fig. 9-2. 

Because the proton moment is mt one BI and the neutron moment is 
not zero, the protan and neutron me mare complicated entities than the 
electron. The nonzero magnetic moment of the neutron imp lie^ that, 
although it has zero total charge, there is a nonunifom charge distribu- 
tion within the neutron. 

3-2 THE FORCES BHWEEN NUCLEONS 

AU nuclei consist d protons and neutrom bound together to form 
more or less stable systems; therefore, it ia important to have some 
knowledge of the forcee that act between these fundamental nuclear 
constituents. Coneider h t  the force between two protone. The moat 
direct way to examine this force is by means of a proton-proton ncatbring 
experiment. In such an experiment monoenergetic protons from a particle 
accelerator strike a target containing mostly hydrogen atoms and, 
therefore, protone. From the angular distribution of the scattered 
protons one can infer the force acting between the incident particles and 
the target particles-in t h i ~  instance, both protons. Proton-proton 
scattering experiments show that the farce can be represented 
approximately by the potential m v e  shown in Fig. 9-3. At large dis- 
tances of separation the protone repel one another by thecoulomb inverse- 
 quar re force. At a geparation dbtance of approximately 3 x lo-'' m 
there is a fairly sharp break in the potential cunre. It indicatee the onrret 
of the nuchr form between a pair of protons. The force is strongly 
attnu:#iw at smaller dietancea (although there in evidence of a xepulsive 
"core" at very amall distances). The "size" of the proton can be taken as 
the mnge, 3 x 10-l~ m, of the nuclear proton-proton force. The custom- 
ary unit for measuring nuclear dimensions is the fermi, where 

The force between a neutron and a proton can be investigated by 
neutron-proton w a t t k g  experiments. In theee experiments a mono- 
energetic neutron beam {neutrons h m  a nuclear reaction) bombards a 
target containing protons. Again the distribution of the mattered 
neutrons ie analyzed for the force acting between the neutron and the 
proton, or the potential whose (negative) derivative gives this force. 

Neutron 
spin 

Neutron 
rnapnelic 
moment 

FIG. 9-2. R-on of ths 
mIarlve whtutions of the 
n e v m  spin end magnetic 
moment 

r 
r 3 fermi 

FIG. 9-3. m - p ~ o m t ~  
potmtisl. 
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- ' The interaction htween a neutron and proton can be repreeented 
v approximately by the potential curve ~hown in Fig. 9-4. At Iarge dis- 

nP h c e s  of separation there is m force Between the two particles, but at a 
distance of about 2 femi the neutron and proton attract one another by a 
strong nuclear force having a fairly welldefined range, again with a 
repulsive inner core. Clearly, t b  nuclear attraction is in no way 

r dependent on electric charge, inasmuch as the neutron is a neutral 
part.icle. 

The n u d m  force between two neutrona cannot be inveetigated 
directly by a neutron-neutron wattering expwiment, because it is im- 
possible to prepare a target consisting of free neutme, but; a variety of 
indirect evidence indicates that the force between two neutmns is 
approximately equal to the force between a neutron and a proton and 

'IG, 9-4. NMmn--n alga to the nuclear force between a pair of protom. Became a neutron 
potentiuI- 

and a proton are nearly equivdent in their interactions (apart h m  the 
coulomb force between protons), it k cwhmary  to refer to a neutron or a 
proton as a nucleon. The term designate0 either a proton or a neutron 
when the distinction between them is of little importance. The inde 
pendence of the nudear force from the charge of the particular par- 
ticipating nucleons is known as the charge indepndem of the nucleat 
farce. More sophbticated treatments of the proton-neutron interactions 
show that it is possible to consider the proton and neutron as two 
different charge states of the scune particle. 

9-3 THE DEUTERON 

The eimpht nucleua wn-g more than one particle is the 
luteron,  the nucleus of the deuterium atom. The deuteron consinta 
of a proton and a mutmn bound together by the attractive nuclear force 
to form a stable system. The deuteron hae a eingle positive charge, +em 
Ita m w  is approximateIy twice that of the proton or neutron; more 
preci~ely, 

It must be emphasized that the deuteron masa given here is that of the 
bare deuterium nucleus ; the mass of the neutd deuterium atom ex& 
that of the deuteron by the mass of an eIectron, 0.000549 u, and is, there 
fore, 2.014102 u. 

It is interesting to campare the maes af the deuteron, M* with the 
sum of the massee of ita constituents, the proton and neutron, M, and 
M, : 

Md = 2.013653 u 

M* + Mn - Md (mass difference) = 0.002389 u 
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The total mass of the proton and neutron when separated exceeds the 
mass of the two particles when they are bound together to form a 
deuteron. This difference is easily interpreted on the basis of the 
relativistic conservation of mass energy (see Sec. 3-3). When any two 
particles attract one another, the sum of their separate masses exceeds 
that of the bound system, inasmuch as energy (or mass) must be added 
to the system to separate it into its component particles. The added 
energy is called the binding energy; its value can be computed from the 
mass difference by using the mass-energy conversion factor 

l u  = 
931.5 MeV 

c2 

Thus, the binding energy E, of the neutron-proton forming a deuteron is 
given by 

E = (M, + Mn - MJc2 

= (0.002389 u)(931.5 MeV/u-c2)c2 = 2.225 MeV 

If 2.225 MeV is added to a deuteron, the neutron and proton can be 
separated from one another, beyond the range of the nuclear force, both 
particles being left a t  rest and thus having no kinetic energy. 

A mass difference arises in any system of bound particles. For an 
atomic system such as the hydrogen atom the difference in mass between 
the atom and its separated parts is so small, 1 part in 100 million, that it 
cannot be measured directly. The binding energy is manifested as a 
measurable mass difference in nuclear systems because the nuclear force 
is very strong and the binding energy is very great. In fact, the nuclear 
binding energy, 2.225 MeV, of two nucleons forming a deuteron is roughly 
a million times greater than the electrostatic binding energy, 13.58 eV, of 
a proton and an electron forming a hydrogen atom. 

Recall that the binding energy of a hydrogen atom in its lowest, or 
ground, state (the ionization energy of the hydrogen atom), can be 
determined from the energy of the photon whose absorption in the 
photoelectric effect frees the bound electron from the hydrogen nucleus. 
A completely analogous measurement can be made of the deuteron bind- 
ing energy. Deuterium gas is irradiated with a beam of high-energy 
monoenergetic pray photons. If the energy of the photons is equal to the 
deuteron's binding energy, photon absorption will produce a free 
neutron and a proton. If it exceeds the binding energy, the deuteron will 
be dissociated into a neutron and proton, each particle having kinetic 
energy. This nuclear reaction may be written as follows: 

Mass-energy conservation requires that 
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where K, and K,, are the kinetic energies? of the freed proton and neutron, 
respectively. This process, in which the proton and neutron are detached 
from one another by the absorption of a photon, is a nuclear photo- 
electric effect, or a nuclear photodisintegration. The threshold for the 
reaction corresponds to K, = 0 and K,, = 0; then, 

hvo = (M, + M,, - Md)c2 = Eb 

That is, the energy of the photon is equal to the binding energy of the 
deuteron.: If the threshold photon energy hvo is measured, the values of 
M, and Md being known, the neutron mass can be computed from (9-6). 
This is one of several ways in which the neutron mass can be measured 
by applying energy conservation to nuclear reactions. 

The inverse reaction of the deuteron photodisintegration is this: A 
neutron and proton at rest combine to form a deuteron in an excited 
state which decays to the ground state with the emission of a photon, 
of 2.225 MeV, 

Note that this nuclear reaction is merely that of (9-4) with the arrow 
reversed. 

A nuclear energy-level diagram of the deuteron is shown in Fig. 9-5. 
Unlike all atoms and all other nuclei, the deuteron is found to have only 
one bound state; it can exist as a bound system only in this, the ground, 
state. In the continuum of unbound states the proton and neutron are 
free. The deuteron has no bound excited states. The rest masses and rest 
energies of the deuteron, proton, and neutron are also shown (but not to 
scale) in the diagram. It is useful to compare this diagram of the simplest 
of all bound nuclear systems with that of the simplest two-particle 
atomic system, the hydrogen atom. The simplified (and grossly exag- 
gerated) energy-level diagram of the bound proton-electron system is 
shown in Fig. 9-6, where the masses of the electron and proton are also 
displayed. 

The hydrogen atom has, of course, a whole series of possible excited 
states, which is to say that the rest mass of the bound electron-proton 
system can assume any one of a large number of possible quantized 
values (compare Fig. 9-6 with Fig. 3-8). Because the binding energy for 
any one of the possible energy states of the hydrogen atom is small (less 
than 13.58 eV), it is not possible in practice to determine the quantized 
energies of the hydrogen atom by measuring its mass, but the large bind- 
ing energies of nucleons in nuclear systems permit the binding energy of 
nuclei to be determined directly from the difference between the rest 

t Kinetic energy is denoted by K, rather than the conventional symbol E,, throughout 
this chapter to avoid double subscripts. 
$ Strictly, the photon threshold energy for the photodisintegration of a deuteron initially 
at rest slightly exceeds the deuteron binding energy because of the requirement of 
momentum conservation: The total momentum of proton and neutron out of the collision 
must equal the photon's momentum hvlc entering into the collision. A more detailed 
analysis (Sec. 10-3) shows that the photon threshold energy is hv = Eb/(l - Eb/M,+c2), 
greater than the deuteron binding energy by about 1 part in lo3. 
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E n e r ~ y  of 
deuteron 

O 7- 
2.225 MeV 

M,,c" 

Zero 
rest 

energy 

- of the constituent pnrkich and the maw of the bound nudew 
system. 

8-4 STABLE NUCLEI 

W e  now conrrider the h b l e  nuclei oontahing more than two 
nudmns. The number bf protom in a nucleum is repre8ented by the 

Energy of 
h ydtogen 

a tom 

(Proton rna.cs)c2 I 

[ (Hydrogen atom rnass)c 2 

(Electron rnass)r2 

Rest energy 

FIG. 9-6. E m y - l e v e l  dIagrm 
of the nemn-proton system, the 
deuteron. 

FIG. 8-6. Energy-level mrn 
d the electron -proton symm. rhe 
f H atom. 
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atomic number Z, the total number of nucleons is represented by the 
mass number A, and the number of neutrons is represented by N = 
A - 2. The term nuclide designates a particular species of nucleus 
having the same values of 2, N, or A. Species having the same proton 
number Z are nuclides known as isotopes, those having the same neutron 
number N are nuclides known as isotones, and those having the same 
nuclear number A are nuclides known as isobars. For example, :$C1, 
which has 17 protons, 20 neutrons, and 37 nucleons, is an isotope of 
::Cl, an isotone of :zK, and an isobar of ::Ar. 

The stable nuclides found in nature are plotted in Fig. 9-7, where 
neutron number N is plotted against proton number Z. Each point 
represents a particular stable nuclide, that is, a combination of protons 
and neutrons forming a stable bound system. If we concentrate on its 
overall features, we can see a number of interesting and significant 
regularities in this diagram. 

Only those combinations of protons and neutrons which appear as 
points in the figure are found in nature as stable nuclides in their ground 
states; all other possible combinations of nucleons are to some degree 
unstable in that they decay, or disintegrate, into other nuclei. For 
example, the nuclides 'go, '20, and '!0, all isotopes of oxygen, exist as 
stable nuclear systems, but the isotopes 'iO and 'iO are unstable. 

The location of the stable nuclides can be represented approximately 
by a stability line. Such a line does not, of course, pass through each 
point; rather, it indicates the general region in which the most stable 
nuclides fall. We see that at small values of N and Z the stable nuclides 
lie close to the N = Z line at 45". For example, 'go has N = Z = 8. 
The most stable light nuclides for a given mass number A are those whose 
number of protons is nearly equal to the number of neutrons. We might 
say that light nuclei prefer to have equal numbers of protons and 
neutrons because such aggregates are more stable than those in which 
there is a decided excess of protons or of neutrons. For the heavier 
nuclides the stability line bends increasingly away from the 45" line; that 
is, N > Z at large A. For example, the stable nuclide 'ZiPb has Z = 82 
and N = 126. Thus heavy nuclides show a decided preference for neu- 
trons over protons. 

The neutron excess can be accounted for through the repulsive 
coulomb force that acts between protons. If we start with a moderately 
heavy nucleus and attempt to construct from it a heavier nucleus by 
adding one nucleon, the binding of the additional neutron will usually 
be stronger than the binding of an additional proton. This follows from 
the fact that the neutron is only attracted by the nuclear force, whereas 
the proton is both attracted by the nuclear force and repelled by the 
coulomb repulsive forces of the protons already in the heavy nucleus. 
The repulsive coulomb effect competes noticeably with the strong nuclear 
attractive force only in heavy nuclides. One might say that, if protons 
had no electric charge but were otherwise distinguishable from neutrons, 
then the heavy, stable nuclides would have approximately equal numbers 
of protons and neutrons. 
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F1t.B-8. Scliematicmpw 
sentation of tha proton and 

neutron stated of !to. 

W e  can underatand the near equality of Z and N at amall A and the 
greater N than Z at large A by comidering how the Pauli exclusion 
principle (Sec. 74) operate in the building datable  nuclides. Both the 
proton and the neutron sepmtely follow th% principle: No two identical 
partides can be placed in the same quantum Btate in a nucleus. We need 
not concern oureelvee here with detaila of the quantum theory of nuclear 
s t r u c t w ,  but we shall  imply mgnize  that, if tmo protom are in a 
date having the eame three spatial quantum numhm (not necessarily 
the quantum numbera n, I ,  and m, appearing in atomic structure), then 
the protons must differ in their magnetic  pin quantum numbera. This 
impIiea that two protom can occupy the eame quantum &ate only if their 
nuclear spim are antialigned. The same rule appliea to neutrons: 
Only two neutrons, one with  pin up and one with apin down, can 
occupy a quantum d t e  that is identical in the three epatial quantum 
numbers. Apart from the coulomb interaction k t m n  protons, the 
states available to a pmton or a neutron are very nearly the same, since 
the proton and neutron are eaaentially equivalent in their nuclear 
interaction@. 

Conaider Rg. 98, which shows in a =hematic faahion the states 
available to protone and neutrons as they combine to form stable nuclei. 
For ~implicity the rrtatee are shown nearIy equally spaced and with one 
set of levels for protons and a second set for neutrons. The spacing 
between paton levels  increase^ as the levels, get higher, to to 
the coulomb force between protons. The neutron level8 are e q d l y  
spaced. W e  suppose that two protons, one with apin up and one with 
apin down, can be accommodated in each proton level and two neutrons 
in each neutron level. 

The h t  proton level and the h t  neutron level are Elled when a 
nucleus is formed of two protons and two neutrona. This corresponds to 
the very stable nuclide :He. With further nucleona forming stable 
nucliden of larger A we hould expect the proton and neutron levels to be 
nearly equally populated. Thus, at s m a l l  A the stable nudid@ will have 

Pro ton Neutron 
levels levels 
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Z z N, in accord with observation. As the number of nucleons increases, 
the most stable nuclides will again be formed when the lowest energy 
levels available to the protons and neutrons are filled first. This requires 
that there be a neutron excess, or N > Z, for large A. We see, then, 
that the general features of the stability line can be accounted for by 
applying the Pauli exclusion principle to the building up of stable 
nuclides. 

9-5 NUCLEAR RADII 

The radius of a nucleus can be defined and evaluated in a number of 
ways. A nuclear radius is given approximately by the results of a- 
particle scattering experiments. Although the distribution of the 
scattered particles is accounted for by the coulomb interaction alone for 
distances greater than 10-l4 m, deviations from Coulomb's law occur 
when the a particles come within approximately that distance from the 
nuclear center. A nuclear radius can be defined, then, as the distance 
from the nuclear center a t  which the nuclear force becomes important. 

The nuclear radius can, however, be inferred more directly and with 
higher precision from scattering experiments in which high-energy 
neutrons bombard target nuclei. Neutrons are not repelled by a coulomb 
force; they are deviated from their incident directions or absorbed by the 
target nucleus only when they come within the range of the nuclear force 
of the bombarded nuclei. We can define the nuclear-force radius as that 
distance from the center of the nucleus at which a neutron first feels the 
nuclear attractive force. Because the range of the nuclear force is quite 
definite, the nuclear interaction being effectively zero for greater 
separation distance, neutron scattering experiments do not have the 
complicating effect of the coulomb force, which must be subtracted out 
in an analysis of the scattering data. 

Like all particles, the neutron has a wavelength associated with it. 
Unless the neutron's wavelength is small enough for the neutron's 
position to be quite precisely specified with respect to nuclear dimensions, 
neutron scattering experiments cannot be interpreted simply. Neutrons 
of 100 MeV have a wavelength of about 1 fermi. Many experiments 
have been designed to measure the absorption of high-energy neutrons 
in a variety of targets. The results may be summarized by the following 
relation, in which the nuclear radius R is given as a function of the 
nuclear mass number A : 

R = roA113 (9-8) 

where ro = 1.4 fermi is the nuclear-force radius. The radius of any 
nucleus, defined in terms of its nuclear interaction with a neutron, can 
be computed from this equation. The radius R of even the most massive 
nuclei is found ho be no larger than about 10 fermi. 

The scattering of very high energy electrons provides another 
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FIG. 9-9. Nuchar electric- 
h r g 8  dens@ as a function of 

radisl distence for severml 
ahments, as determined from 

acunwiirg expefiments with 
783- MeV electrons. 

means of assigning a nuclear mdiw. An e1-n of 10 GeV hes a wave 
length of only 0.1 fermi, h than the a k  of even the BmaUest nuclew. 
Such a well-locaked particle is a euitabEe probe for atudying nuclear 
radii, and experiments with high-energy electrons have led to informa- 
tion cancerning the distribution of electric charge within a nucleus 
and even within a single proton. Whereas neutrom are mattered only 
by the nuclear force in nuclear interactions, electrons me 0cattmed only 
by the chargea within nuclei in electric interactions, not by the nuclear 
force. The reaulte of high-energy electron scattering experiments may be 
summarized by the relation 

which is precirrely the erne form as (9-8). Note, however, that the value 
of the charge, or electromagnetic, radius r, is somewhat smaller than 
the value of the nuclear-fore radiw ro. Figure 9-9 shorn the distribution 
af electric charge within nuclei as meeteured by the scattering of high- 
energy electrow. 

The relatiomhip for the nuclear radius leads to an im-t con- 
clusion concerning the denaity of nuclear material. Cubing (9-8) and 
multiplying by 4~13, we have 

The quantity 4nR313 is the volume of the nucleus, awumed to be a 
sphere, or a near sphere, and we can take 4 q 7 3  to be the volume of a 
single nucleon. Therefore, (9-10) beeornee 

Volume of the nuclew = volume of a nudeon x number of nucleona 

2 4 55 8 

Iiadial distance (fertni) 
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The total volume of a nucleus is merely the sum of the volumes of the 
several nucleons composing it. This relation holds for all nuclei. 
Moreover, all nucleons have nearly the same mass. Therefore, we con- 
clude that all nuclei have the same density of nuclear matter. It is easily 
found that the density of nuclear material is 2 x 10'' kg/m3, or about 
lo9 tons/in3 (this extraordinarily high density is, of course, consistent 
with the fact that the radii of atoms are approximately a hundred thou- 
sand times that of nuclei). 

We are now in a position to discuss a question that has not been 
raised so far, namely, why electrons are not constituents of nuclei. Before 
the discovery of the neutron in 1932 it was thought that nuclei consisted 
of protons and electrons and that, for example, a nucleus of ':N would 
consist of 14 protons and 7 electrons. The hypothesis that electrons 
existed in nuclei was strengthened by the observation that radioactive 
materials undergoing /I decay actually emit electrons from their nuclei. 

If an electron were confined and localized within a nuclear dimen- 
sion, say 1 fermi, then the wavelength of the electron could be no greater 
than this distance. Now, an electron of 1 GeV has approximately this 
wavelength. Therefore, if it were contained within a nucleus, it would 
have a kinetic energy of at least 1 GeV; however, an electron of that 
energy can be bound and have a negative total energy only if the potential 
energy is less than - 1 GeV. Thus, an attractive potential of at least that 
much must exist for electrons if they are to be bound within a nucleus. 
There is no evidence whatsoever of so strong an attractive force on an 
electron; we must, therefore, conclude that electrons cannot exist within 
a nucleus. We shall later discuss other equally compelling arguments 
against electrons as nuclear constituents. A nucleon can, however, be 
localized within a nuclear dimension when its kinetic energy is only a few 
MeV; for example, a nucleon of 10 MeV has a wavelength of about 1 fermi. 

9-6 THE BINDING ENERGY OF STABLE NUCLEI 

The nuclear force is so strong that the mass of a bound nuclear 
system is measurably smaller than the sum of the masses of its com- 
ponents. Thus, information on the binding energy of nuclear systems 
can be arrived at directly from a comparison of masses. 

The masses of atoms can be measured with considerable precision 
(better than 1 part in 10') by the methods of mass spectrometry (Sec. 8-4). 
Appendix I1 gives the masses of the neutral atoms in unified atomic 
mass units (u). All measured atomic masses are very close to the integral 
mass number A;  this is called the whole-number rule. An atom of '2C has 
a mass of precisely 12 u by definition. The mass of a nucleus is the 
atomic mass less Z electron masses (since the number of electrons 
equals the number of protons). Because the energy binding the atomic 
electrons to the nucleus is usually quite small compared with the 
atom's rest energy, we can take the neutral atom's mass to be the mass 
of the nucleus plus the masses of the electrons. 
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Consider the nucleus of 'iC, which has 6 protons and 6 neutrons. 
We wish to calculate the total binding energy; that is, the energy re- 
quired to separate a 'ZC nucleus into its 12 component nucleons, each 
nucleon being at rest and effectively out of the range of the forces of the 
other nucleons. In the following computation we shall use the mass of a 
neutml hydrogen atom, 1.007825 u, and the mass of an electron, 0.CKM49 u. 

6 protons = 6(1.007826 - 0.000549) u 
6 neutrons = q1.008666) u 

Total nucleon masses = 12.098940 - 6(0.000549) u 
'iC nuclear mass = 12.000000 - q0.000549) u 

Mass difference = 0.098940 u 
Total binding energy = 0.098940 u x 931.6 MeV/u = 92.16 MeV 

Note that, because the electron masses cancel out, we can use the 
masses of the neutml atoms of hydrogen and carbon 12 rather than the 
masses of the proton and the carbon 12 nucleus. 

We see that 92.16 MeV must be added to a carbon nucleus to separate 
it completely into its constituent particles; therefore, the 12 nucleons of 
the carbon atom are bound together with a total binding energy Eb = 
92.16 MeV to form the nucleus in its lowest energy state. The auemge 
binding energy per nucleon, Eb/A, is 92.16112, or 7.68 MeV; this is not the 
binding energy of every nucleon but is the average of the 12 binding 
energies. 

We can write a general relationship giving the total binding energy 
Eb of any nucleus having an atomic mass M and composed of Z protons 
of atomic mass MH and A - Z neutrons of mass M,,: 

Now, let us compute the energy needed to remove just one proton 
from 'gC, leaving a nucleus with 5 protons and 6 neutrons, namely, the 
nucleus of ':B. The energy binding the last proton to the remaining 
11 nucleons, the sepamtion energy, can likewise be computed by using 
the rest masses of the particles (again we use the masses of neutral 
atoms) : 

Mass of :H = 1.007825 u 
Mass of 'iB = 11.009305 u 

Mass of :H + ':B = 12.017130 u 
Mass of '2C = 12.000000 u 

Mass difference = 0.017130 u 
Separation energy = 0.017130 u x 931.6 MeV/u = 15.96 MeV 

We see that in 'gC the binding energy, 15.96 MeV, of one particular 
nucleon (the least tightly bound proton) is not the same as the auemge 
binding energy of a nucleon, 7.68 MeV, although they are of the same 
order of magnitude (the separation energy of the least tightly bound 
neutron in 'gC is 18.72 MeV). 



Removing the la& proton &om a nucleus correeponda, in atomic 
structure, ta removing the least tightly bound valence electron from an 
atom by ionization. We lmow that the ionization energy of an outer, 
valence eleckon in an atom is usually several orders of magnitude lese 
than that of an inner, tightly baund eIectron (viaibla light for the former 
x-raps for the latter); thus we that, unlike the caae of electrons 
bound by ele&ic interaction, the particles of a stable nucleus are all 
bound with at lemt approximately the same energy. 

The a v e q e  binding energy per nucleon, EJA, can be computed for 
any stable nuclew by using (9-11). When the computed d u e s  of EbIA 
are plotted against the c m p o n d i n g  values of the atomic mw A, 
we obtain the resulte &own in Fig. 9-10. The characteristics of the 
m e  may be .m d aa followe. Apart from sharp peake for the 
especially &able nuclide8 with groups of 2 pmtom and 2 neutrons, 
:He, "C, 1$0, the curve r i m  ~harpIy from the lighteet dable nuclides to 
values ofA w 20. At A > 20 the m e  rime alowly, reaches a maximum 
near the element :gFe, and then drope dowly toward the heaviest 
nuclides. It iis approximately horizontal h m  A = 20 onward, E,/A 
being roughl J mmbnt: 

For A z 20: 3 = 8 MeV/nudeon 
A (9-12) 

h n  and nuchh elom ta it repwent the most stable codguratiolls 
of nucleons found in nature; in all elementa lighter or heavier than iron 
the typical nucleon is bound with less energy. 

0 
0 50 100 150 200 FIG. 9-10. Ammga W n g  

A energy per nuetaon m a function 
of m a s  number, for h stub10 
nuclides. 
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9-7 NUCLEAR MODELS 

Because a nucleus consists of many particles all strongly inter- 
acting, no single theoretical model successfully describes all aspects of 
nuclear behavior, but a number of nuclear models that account for the 
nuclear properties have been found. We discuss here the liquid-drop 
model, the single-particle and shell models, and the collective model. 

Liquid-drop Model. Excluding for the moment the initial rise in the 
curve of Fig. 9-10, the value of Eb/A is nearly a constant. Therefore, 
the total binding energy E, is closely proportional to A, the total number 
of nucleons. This simple dependence of binding energy on number of 
bound particles finds a simple interpretation in the nuclear model 
known as the liquiddrop 4 1 ,  proposed by N. Bohr in 1936. In this 
model the binding between the nucleons in a nucleus is treated as 
similar to the binding of molecules in a liquid. We know that the total 
binding energy of a liquid is directly proportional to the mass of the 
liquid (for example, to boil 2 kg of water requires twice the energy 
needed to boil 1 kg) and if the density of a liquid is constant, the total 
binding energy of a liquid is also proportional to the volume of the 
liquid. Nuclei show the same behavior: The binding energy Eb and the 
nuclear volume 47rR3/3 are both directly proportional to the number of 
nucleons, A. This simple behavior is related to the forces between 
nucleons. 

Each nucleon interacts with other nucleons by a strong, short-range 
nuclear force; that is, any one nucleon interacts only with its immediate 
neighboring nucleons. The nuclear force shows saturation: After a 
nucleon is completely surrounded by a full complement of neighbors with 
which it interacts, it exerts no substantial force on other, more distant 
nucleons. At the surface of a nucleus, however, the force of a nucleon is 
unsaturated, since a surface nucleon is not completely surrounded. This 
corresponds to the phenomenon of surface tension in liquids. The 
surface effect is most marked among the lightest nuclides, for which 
many of the nucleons are at the surface; it is less marked among the 
heavy nuclides, for which a smaller fiaction of the nucleons are at the 
surface. 

Although the attractive nuclear force shows saturation, each 
nucleon interacting only with its immediate neighbors, this is not true 
of the repulsive coulomb force between protons in a nucleus. Each 
proton in a nucleus interacts with every other proton with a coulomb 
potential energy Ee given by 

where k = 1/4n&,,, e is the proton charge, and r is the distance between a 
pair of protons. Taking r to be 3 fermi as a typical, average distance 
between a pair, we find from this equation that Ee z 0.5 MeV. This 
energy is small compared with the value of Eb/A z 8 MeV; so the 
coulomb energy is not an important influence in the lightest nuclei. 



Among the heavy nuclides with large 2, the coulomb energy becomes 
&dieant .  Every pmton inkracta with ewv other proton in the 
nucleua, amording to (%la), 80 the tok l  coulomb energy depends on the 
number of proton paire, that is, the total number of protone taken two 
at a time, or Z(Z - 1)IZ. In a heavy nudeus the coulomb effect, which 
represents a tendency of the protons to disrupt the stable nucleon 
oodguration consequently varies approximately as Z2. 

According ta the liquid-drop model, the t o m  binding of nucleane in 
jn£luencd principally by the following three effscta: 

The volume e m :  EQlA w constant; therefore, the binding energy Eb is 
proportional to A and to the nuclear volume. 

The surface effect: The unbinding energy i 6  proportional to the surface 
area of the nucleus and therefore to Rz, or to A2f3. 

ceubnb effect: The unbinding energy is proportional to the total 
number of proton pairs, Z(Z - 1)/2, and invereely proportional ta the 
nuclear radius R; the total unbinding coulomb energy is, therefore, 
proportional to  Z2A-'I3. 

It is pwsible to fit fairly well the curve of Fig. 910 to the total of the 
volume. ~ d a c e .  and coulomtr effects. The volume effect makes a wsitive 
contribution to the total binding energy; the surface and coulomb effects 
make negatiw contributions. The three separate cuwes and their 
algebraic ~ u m  are nhown in Fig. 411. Became the liquiddrop model is 
capable of accounting so well for the principal feature8 of the curve of 
binding energy per nucleon, the assumptions contained in it must 
comespond, at least approximately, to the true nature of the interactions 

Volume energy 

, Total energy 

2 
Coulomh energy 

%surface energy 
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between nucleons. The liquid-drop model emphasizes the ways in which 
all nucleons are alike, inasmuch as it treats the proton and neutron as 
identical (apart from the coulomb force between protons). The model is 
not successful, however, in accounting for some of the h e r  details of 
nuclear structure. 

The Single-particle and Shell Models. With regard to atomic structure 
the quantum levels and chemical properties of a so-called one-electron 
atom, such as the sodium ion Na+ with one valence electron outside 
closed shells of inner electrons (in the electron configuratior, 
ls22s22p63s1), can be attributed primarily to this "last" valence electron. 
Similarly, with regard to nuclear structure such properties as the 
nucleus' angular momentum and magnetic moment can, under some 
circumstances, be accounted for primarily in terms of a "last" odd 
nucleon. To see how such a singlLParticle nuclear model accounts for 
nuclear properties, consider first how the stable (or very long-lived and 
nearly stable) nuclides are distributed among even-even, even-odd, 
odd-even, and odd-odd proton-neutron numbers, Z-N, as shown in 
Table 9-1. 

Almost 60 percent of the stable, or very nearly stable, nuclides have 
an even number of protons and of neutrons. Clearly, nuclei have a 
greater stability when both the proton and neutron levels are full 
(see Fig. 9-8) than when there is an odd number of protons or neutrons. 
In fact, the only examples of stable odd-odd nuclides are the lightest 
possible nuclides of this type, :H, :Li, '!B, and ':N, and all these have 
z = N. 

The shell model is fairly successful in predicting the total nuclear 
angular momentum of stable nuclides. The total angular momentum 
of any nucleus consists of contributions from three sources: the intrinsic 
angular momentum, or nuclear spin, of the protons in; the intrinsic 
angular momentum, or nuclear spin, of the neutrons in; and the 
orbital angular momentum of the nucleons arising from their motion 
in the nucleus. These three contributions are combined by rules of 
vector addition (see Fig. 7-20) to give the total, or resultant, nuclear 
angular momentum (misleadingly called the nuclear spin), represented 
by the symbol I. 

The nuclear spins of the four categories of stable nuclides are given 
in Table 9-2. 

NUMBER OF NUb¶BER OF 
NUCLIDE STABLE VERY LONG- 

TYPE,zN NUCLIDES LlVEDNUCLILlES 

Even-even 155 11 
Even-odd 53 3 
Odd-even 50 3 
Odd-odd 4 5 
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Even-even 0 

Odd-even 3 9  % 3, $9 

Odd-odd 1, 3 

The fact that all even-even nuclides have zero total nuclear angular 
momentum is interpreted as follows. The protons fill the available 
proton levels in pairs of antialigned proton spins; the contribution 
of proton-spin angular momentum, therefore; is zero. Similarly, the 
neutrons are antialigned in pairs, producing zero neutron-spin angular 
momentum. Finally, the angular orbital momentum of the protons 
and neutrons is zero, indicating that these nucleons are in closed 
shells analogous to the closed shells and subshells of atomic structure. 
Furthermore, all even-even nuclides have a zero nuclear magnetic mo- 
ment. Just as the zero angular momentum and magnetic moment of 
inerbgas atoms is attributed to the pairing off of electron spins and 
orbital momenta, so too the zero nuclear angular momentum and the 
zero nuclear magnetic moment of even-even nuclides is attributed to the 
pairing off of neutron spins and proton spins. 

In the even-odd or odd-even nuclides one odd nucleon combines its 
half-integral intrinsic spin with the integral orbital angular-momentum 
quantum number of the nucleus yielding half-integral I values. The 
nuclear magnetic moment of these nuclides is of the order of the nuclear 
magneton. This is the basis of another argument against electrons being 
nuclear constituents: If electrons were to exist in the nucleus, the mag- 
netic moment of the nucleus would be of the order of a Bohr magneton, 
roughly 1,000 times larger than the observed nuclear magnetic moments. 

The odd-odd nuclides have an odd proton and an odd neutron, each 
with spin 3; therefore, the total nuclear spin I i s  integral. It is interesting 
to consider what the nuclear spin of an odd-odd nuclide such as the 
deuteron, :H, would be if the nucleus consisted of protons and electrons. 
In the proton-electron nuclear model the deuteron would consist of two 
protons and one electron, each of the three particles with spin +. There- 
fore, this model predicts a half-integral value of I. On the other hand, the 
proton-neutron nuclear model, with two particles each of spin +, predicts 
that I be integral. The nuclear spin I of the deuteron is experimentally 
found to be 1. On this basis the proton-electron nuclear model is again 
untenable. 

The nuclear shell model of M. G. Mayer and J. H. Jensen, first 
introduced in 1948, accounts for the special stability of nuclides whose 
number of protons or neutrons equals 2, 8, 20, 28, 50, 82, and 126 (the 
"magic" numbers). The basic assumption is that single-particle quantum 
states are split appreciably by spin-orbit interaction (see Sec. 7-6). 
Thus, the six p states available to a proton or neutron are divided, 
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through the interaction of the orbital angular momentum and the 
intrinsic proton or neutron angular momentum, into two p,,, states and 
four ~ 3 , ~  states. (The letter indicates the orbital angular-momentum 
quantum number, and the subscript gives the total nuclear angular 
momentum; thus, pJ12 implies that the orbital angular-momentum quan- 
tum number is 1, the nuclear spin I is +, and the total number of available 
states is 21 + 1 = 23 + 1 = 4.) Table 9-3 lists nucleon configurations 
according to the shell model up to Zor N = 82. Groops of levels, or shells, 
between which there are sizable energy gaps, are bracketed, and the total 
number of nucleons producing closed shells are seen to be the magic 
numbers. 

Besides yielding the magic numbers, the shell model predicts nuclear 
spins. The observed spins of many nuclides, in both ground and excited 
states, are found to be in accord with the predicted values. 

The Collective Model. The collective nuclear model, suggested by 
A. Bohr and B. Mottelson in 1953, is intermediate between the nuclear- 
drop model, in which the nucleons are all taken to be equivalent, and 
the shell model, in which each nucleon is taken to be in a distinctive 
quantum state. This model emphasizes the collective motion of nuclear 
matter, particularly the vibrations and rotations, both quantized in 
energy, in which large groups of nucleons can participate. Even-even 
nuclides with proton or neutron numbers close to magic numbers are 
particularly stable configurations with nearly perfect spherical sym- 

TABLE 9-3 

NUCLEON NUCLEON TOTAL NUMBER 
CONFIGURATION NUMBERS OF NUCLEONS 
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metry; the excitation energies of the excited nuclear energy states may 
be ascribed to the vibration of the nucleus as a whole. On the other hand, 
even-even nuclides far from magic numbers depart substantially from 
spherical symmetry (they are said to have a large electric quadrupole 
moment); the excitation energies of their excited nuclear states may be 
ascribed to the rotation of the nucleus as a whole in quantized rotational 
energy states. 

9-8 THE DECAY OF UNSTABLE NUCLEI 

Thus far we have discussed only stable nuclei which, when left to 
themselves, will exist indefinitely without change. Just as an atom can 
exist in any one of a number of excited energy states, so too a nucleus 
has a set of discrete, quantized, excited nuclear energy states. Research 
in nuclear physics over the past years has yielded voluminous experi- 
mental data on the energy states and decay schemes of somewhat more 
than 1,200 nuclides, and although a complete theoretical understanding 
of nuclear structure is still wanting, many important aspects of it have 
been established through a study of unstable nuclei. 

In addition to the laws of conservation of mass energy, linear 
momentum, angular momentum, and charge, which hold for nuclear 
systems, there are other conservation laws that have been found to 
apply to nuclear transformations. The only one that will concern us at 
this time is the following: 

Law of conservation of nucleons: The total number of protons and 
neutrons entering a reaction must equal the total number of nucleons 
leaving the reaction. 

Therefore, the mass energy, linear momentum, angular momentum, 
electric charge, and number of nucleons before a reaction or decay must 
all be equal to the respective quantities after the reaction or decay. 

We shall see that there are several important differences between 
unstable nuclei and unstable atoms: 

The spacing of nuclear energy levels is much greater than that of atomic 
energy levels. 

The average time that an unstable nucleus spends in an excited state 
can range from 10-l4 8 to 10" yr, whereas atomic lifetimes are usually 
about s. 

Whereas excited atomic systems almost invariably emit photons upon 
deexcitation, and unstable nucleus may emit photons or particles of 
nonzero rest mass (for example, a particles or fl particles). 

Just as in the decay of excited atomic systems, all nuclear decays, 
whatever their differences in particles emitted or rates at which they 
take place, follow a single law: the law of radioactive &cay. We shall call 
the initial unstable nucleus the parent and the nucleus into which the 
parent decays the daughter. The death of the parent gives birth to the 
daughter. The probability that an unstable or excited nucleus will decay 
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spontaneously into one or more particles of lower energy is independent 
of the parent nucleus' past history, is the same for all nuclei of the same 
type, and is very nearly independent of external influences (temperature, 
pressure, etc.). 

There is no way of predicting the time that any one unstable nucleus 
will decay, its survival being subject to the laws of chance, but during 
an ifinitesimally small time interval dt the probability that it will 
decay is directly proportional to this time interval. Thus, 

Probability that nucleus decays in time dt = I dt 

where the proportionality constant I is called the decay constant or the 
disintegration constant. Since the total probability that a nucleus will 
either survive or decay in the time dt is 1 (100 percent), 

Probability that nucleus survives time dt = 1 - 1 dt 
Probability that nucleus survives time 2 dt 

= (1 - 1 dt)(l - I dt) = (1 - I dt)2 

Consider now the probability of the nucleus' surviving n time intervals, 
each of duration dt: 

Probability that nucleus survives time n dt = (1 - I dt)" (9-14) 

Then putting n dt = t, the total time elapsed, and noting that, as 
dt -+ 0, n = t/dt -+ a, we have 

Probability that nucleus survives timet = lim (1 - (916) 
11-41 

Now, the definition of e-%, where e is the base of the natural logarithms, 
is 

Comparing (9-15) and (9-16), we see that 

Probability that nucleus survives time t = e-At (9-17) 

This equation is the necessary consequence of the assumption that the 
decay of nuclei in unstable states is independent of the nucleus' present 
condition and past history. Although we cannot say precisely when a 
single nucleus will decay, we can predict the statistical decay of a large 
number of identical unstable nuclei. If there are initially No unstable 
nuclei undergoing a decay process characterized by the decay constant I, 
then the number N surviving a period of time t is merely No times the 
probability that any one nucleus will have survived. Therefore, from 
(9-17) we have 

This exponential decay law holds, not only for unstable nuclei, but also 
for any unstable system (such as atoms in excited states) that is subject 
to decay by chance. 



It is ~~ to meaaure the rapidity of decay in terme of the 
haw-life, Ti,2, which is defined as the time in whichone-half of the oxiginal 
unatable nuclei have decayed and onehalf s t a  aunive. Therefore, 
t = TI,, when 1V = +No, and (418) gives 

+No = Noe-aTln 

Thus, if a radioactive matwid decays with a h&-life of 3 a, after 3 s 
one-half of the initial nuclei remain, after 6 s ane-quarter of the initid 
nuclei remain, and after 9 a one-eighth of the initial nuclei remain. The 
decay constant R ha8 the units of reciprocal time (for example, a-I), 

which fotlowa h m  ita definition aa the probability per unit time for 
decay. 

The half-life ia not the aame at3 the awmge lifetime, or mean life T,, 
of an unstable nuclew; a straightfmard calculation (nee Prob. 419) 
B~OTRB that 

The decay of the parent nuclei and the m n c a m i ~ t  growth in the 
number of daughter nuclei with time are ~hown in Fig. 9-12. The 
numhx of daughter nuclei produced after a time 1 is No - 1V = 
No(l - e L 9 ,  where No is again the initial number of pmnt nuclei. 

Another useful quantity demzribing radioactive decay is the activity, 
which i8 d h e d  as the number of decays per second. It follow8 h m  
(9181 that 

The miaw sign appearing in th ia  equation indimtea that the number of 
e b l e  nuclei &reasas with time. The activity AN, originally ANo, falls 

Nn 
No - - - - - - - - - - - - - - - 

t~ 'cay or parent f 
No-A' --- 

J\'D a -I Growth of 
No /r ---- !? 

---; daughter 
I 1  

I ' ti FIG.9-j2. (e)DmwmZhs 

T, 1 IX  I T, l / h  
t n u m k  of d i ~ ~ ~ n i v e  pwent atoms 

- - end {h) growth in the numlvsr of 
2 2 lstsbla) dauphtcrr e l m ,  es 

function8 of time, 
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off ae a'**'. The activi* of mutable nuclei that radiate particles or 
 photon^, the d h c t i u i t y ,  can be m-ured with a nuclew-radiation 
counter over p e r i d  of time that are short compared with the ha-life of 
the decay. This provides, then, a simple and direct method of measuring L 
ar Ti,,. 

The common unit for measuring activity is the curie, which is defined 
as exactly 3.7 x 101° disintegrations p r  seaond; a related unit, the 
miilicurie, is 3.7 x 10' 8". Another tmit sometimes wed for activity ia 
the rutkgard, defined ma lo6 disintegratiom per second. 

%-B y DECAY 

All etable nuclides are ordinarily in their loweat, or ground, ahtee. 
If such nuclei are excited and gain energy by photon ar particle bom- 
bardment, they may exist in any one of a number of excited, quantized 
energy statee. Indeed, all radioactive nuclideu are initially in energy 
states from which they may decay with the emission of photons or 
particlea, We shall be concerned here with the decay of a nucleue from 
&n excited state by the emiwion of a photon. A photon emitted from a 
nucleue in an excited state is cdled a y ray. 

The nuclear energy levels of the radioactive element thallium, 
=!:Tl, are ehown in Fig. 9-13, where the energy of the nucleus in the 
ground state ie chosen ae zero. The figure also show the transitiom 
giving rise to y rays. The spacings of nuclear energy levela range fiom 
tens of thousaads of electron volts to a few million electron voIts, in 
contraat to the much smaller separations associated with atomic energy 
levels. The nuclear energy levels can be i n f d  h m  the y-ray spectrum 
emittd when excited nuclei make downward quantum jumps ta Iawer 
states. 

Several methode may be ueed in y-ray spedmsmpy to measure the 
energy of y rays; the  impl lest i~ the scintillation -meter (Sec. &2). 

0.492 McV I 

FIG. 9-1 3. N U C ~ H  m- 
Isvet diawm m d  y -my 

*ansitions of'ZT1. 
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Only those nuclear transitions occur in which the conservation laws 
are satisfied. In the downward transition from an upper nuclear energy 
state E, to a lower state E, through the emission of a y-ray photon of 
energy hv the conservation of energy requires that? 

hv = E,, - El (9-22) 

Conservation of linear momentum requires that the total linear mo- 
mentum following the y decay equal the linear momentum before the 
decay. If the decaying nucleus is originally at rest, it must recoil, when 
the photon is emitted, with a momentum equal to the momentum of the 
photon, hvlc. Thus, 

where mu is the momentum of the recoiling nucleus. 
In y decay the particle is created as the nucleus in the excited state, 

"Z*, decays to a lower state, say, the ground state AZ. We use here the 
conventional notation, in which a nucleus in an excited state is labeled 
with an asterisk. We can write symbolically 

The decay is consistent with the conservation of charge (Ze before = Ze 
after), and the conservation of nucleons (A before = A after).$ 

It is useful to have a criterion for judging the relative rapidity with 
which nuclear decays take place. For this purpose we may speak of a 
nuclear time tn as the time required for a typical nucleon, having an 
energy of several million electron volts and traveling at a speed z O.lc, 
to travel a nuclear distance, w 3 fermi. It follows that tn = (3 x 10-l5 m)/ 
(3 x lo7 m/s) w s. It is expected, then, that any rapid nuclear 
decay will have a half-life that is not more than a few orders of magnitude 
larger than s, an immeasurably short time. 

The half-life in a typical y decay is predicted by theory to be of the 
order of 10-l4 s; such a fast decay cannot be followed in time, but some 
y decays are so strongly forbidden that the half-life is greater than 

s, which can readily be measured. Such nuclides, having a measur- 
ably long half-life in y decay, are called isomers. An isomer is not chem- 
ically distinguishable from the lower-energy nucleus into which it slowly 
decays. An extreme example of isomerism is that of niobium, z:Nb, which 
undergoes y decay with a half-life of 60 days. 

The y decay of excited nuclei serves as a direct means of signaling the 
instability of the nuclei. An analysis of the y-ray energies allows nuclear 
energy-level diagrams, such as Fig. 9-13, to be constructed. Any success- 

? Equation (9-22) is approximate; see "The MOssbauer Effect" below for the rigorously 
correct relation. 

Another process that competes with y decay is internal conversion. In this process a 
nucleus in an excited state converts its excitation energy internally (within the atom) 
to one of the inner atomic electrons, bound with an energy Eb; therefore, E, - El = 
E, + K,, where K, is the kinetic energy of the freed electron. 
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ful nuclear theory must, of course, be capable of predicting in detail the 
energy levels of nuclei, and although no complete theory yet exists, the 
energy-level diagrams of many nuclides are at least partially understood 
on the basis of the quantum theory. 

The Mossbauer Effect. When a nucleus in an excited state and initially at 
rest decays with the emission of a photon, energy consewation yields 

where +mu2 = Ek is the kinetic energy of the recoiling nucleus. Because of 
momentum conservation we have p = mu = hv/c, and the kinetic energy of 
recoil may be written Ek = p2/2m = (h~)~/2mc? Then, the energy difference 
E. - E, between the upper and lower energy states becomes 

Consider an 57Fe* nucleus, which decays from an excited state with a 
mean life of 6.9 x s with the emission of a y ray of 14.4 keV. The nucleus, 
if free and initially at rest, recoils upon photon emission with a kinetic energy 
of 

Now suppose that the 14.4-keV photon is incident upon a second free 57Fe 
nucleus initially at rest and in ita nuclear ground state. Can it be absorbed 
by the second nucleus in the process of resonant absorption? That is, can 
de-excitation from an excited state to the ground state of one nucleus, with the 
emission of a photon, be followed by the excitation of a second nucleus, from 
the ground state to an excited state, by bombardment from the same photon? 
As the energy relation above shows, the answer is no, because the difference 
between the two quantized energy levels exceeds the photon energy by Ek = 
2.0 x lo-' eV. The photon can be resonantly absorbed only if the second 
nucleus is initially in motion toward the photon with a kinetic energy of 2.0 x 
lo-' eV. All told, the difference in energy between the emitting nucleus and 
absorbing nucleus is 2Ek. 

We have supposed implicitly that the upper and lower nuclear energy 
levels are infinitely sharp. Since the excited state of 57Fe has a finite average 
lifetime of 6.9 x s, the uncertainty relation requires that the quantized 
state's energy be indefinite by at least an amount A E  (the natural linewidth), 
where 

We see that the intrinsic "fuzziness" of the quantized energy levels, AE = 
1.0 x eV, is smaller than the recoil energy Ek = 2.0 x eV by a 
factor of 200,000. The failure of the photon energy to match exactly the energy- 
level difference by virtue of recoil is not compensated for by the indefiniteness 
of the participating energy levels. 

Nevertheless, R. L. MZissbauer found in 1968 that resonant absorption 
did occur between a source of 57Fe* nuclei in the crystalline Zattice of a solid 
and an absorber of 57Fe nuclei, also in a crystalline lattice. The explanation 
of this, the Miissbauer effect, lies in the phenomenon of recoilless emission of y 



rays. Since each nucleus in a solid is bound to a lattice of atoms, whose 
possible energies are determined by quantum conditions (Sec. 12-8), the 
recoil momentum of a nucleus emitting a photon is transmitted to the entire 
lattice of atoms. To put it differently, the recoil energy E* = (h~)~/2rnc~ is 
negligibly small, because the mass m is effectively that of the entire lattice 
of atoms, not merely one atom. The photon energy then matches exactly the 
quantized nuclear energy difference (within the linewidth AE); in other 
words the y-ray photons are limited in energy definition by the natural width 
A E  only, not by the recoil effect. Thus, the line of 14.4 keV for 57Fe*, with 
AE = 1.0 x eV, is extremely sharp, the spread AE/hv in pray energies 
being less than 1 part in 1012. 

Suppose that a photon emitter is in motion with speed v. Then, according 
to the Doppler effect? the photon frequency v is changed by an amount Av, 
where 

Av v - 
V C 

A photon absorber in motion follows the same rule. Taking v to be a mere 
3 cmls, we find that Avlv = v/c = lo-''. Thus, for this relatively low speed 
the fractional change in photon frequency is 10 times greater than the photon 
frequency resolution (1 part in lox2) achievable through the Miissbauer effect 
with a 57Fe* source. It is possible, then, by moving a y-ray source at a low 
speed, to measure extremely small changes in photon frequency or, 
equivalently, extremely small changes in nuclear energy levels. One note- 
worthy example is the experiment that R. V. Pound and G. A. Rebka, Jr., 
made in 1960: A change in photon frequency of 2 parts in 1015, arising when a 
photon interacts gravitationally with earth, as it falls 20 m, was confirmed 
(see Prob. 9-29). 

9-10 a DECAY 

y decay clearly demonstrates that excited nuclear energy states are 
discrete. Another decay mode of unstable nuclei, also verifying the 
discreteness of nuclear energy states, is a decay. Certain radioactive 
nuclei, those for which Z > 82, spontaneously decay into a daughter 
nucleus and a helium nucleus. Since the a particle has a very stable 
configuration of nucleons, it is perhaps not surprising that such a group 
of particles might exist within the parent nucleus prior to a decay. 

The laws of conservation of charge and of nucleons require that 

a decay: qP + ;::D + :a (9-24) 

where P and D refer to the parent and daughter nuclei, respectively. The 
subscripts and superscripts give the electric charge in units of e and 
nucleon numbers, respectively; the conservation laws require that the 
sums on both sides of the reaction equation be equal. For example, 
bismuth 212 decays by a emission to thallium 208: 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 17-11. 
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Ifthe radioactive parent is taken to be initially at rest, the conserva- 
tion laws of energy and of linear momentum yield 

where the M's are the atomic rest masses of the parent, daughter, and 
a particle, and the K's and v's are the kinetic energies and velocities of 
the daughter and a particle. Nonrelativistic expressions for kinetic 
energy and momentum may be used in these equations because the 
energy released in a decay is never greater than 10 MeV, whereas the 
a-particle rest energy is about 4 GeV. 

Obviously, the kinetic energies KD and K, can never be negative; 
therefore, a decay is energetically possible, (9-26), only if 

If this inequality is not satisfied, a decay simply cannot occur. 
The energy released in the decay, KD + K,, is called the disintegra- 

tion energy and is represented by the symbol Q. Using (9-26), we can 
write 

Decay is energetically possible only for Q > 0. 
When one observes an a decay, it is the energy of the a particle K, 

that is usually measured; this can be done, for instance, by finding the 
range of the particle or by measuring its radius of curvature in a mag- 
netic field. Let us see how this measured energy K, is related to the total 
energy Q released in the decay. Squaring (9-27) and multiplying by + 
gives 

In atomic mass units the daughter and a masses are approximately 
A - 4 and 4 u, respectively. Then this equation becomes 

but 

therefore 

This equation shows that in two-partick emission from an initially 
unstable nucleus at rest the a particle emerges with a precisely defined 
energy: Since Q has a precise value, so doe K,. The energy spectrum of 
the a particles emitted from a radioactive substance in a simple a decay 
is shown in Fig. 9-14. The a particles are monoenergetic. 



Radioactive matetiah mtable to a decay are heavy elements with 
A >> 4. Equation (9-31) ~howa that K, is only dightly lese than Q; for 
thia reasen nearly all the energy r e l e a d  in the decay ig carried away 
aa kinetic energy by the light particle. 

Most ar emitters show a group of discrete a-particle energies, rather 
tban a single energy. This is easily undemtood in terms of a nuclear 
energy-level diagram, much as Fig. 916 for the decay of bismuth 212 
[see (9-26)). The parent nucleus can decay by a erninsion to a number of 
energy statee, the ground state and excited states. The most energetic 
a partic1- carrespend to those transitions involving decay to the ground 
etate of the daughter; the Q wed in our analyei~ is defined for j u s t  thie 
case, in that the mass of the daughter was taken to be its mams in the 
ground atate. 

A decay to an excited state ofa daughter is followed by one or more 
y emiwione leading to the ground &ate, Becauae the hau-life for y decay 
is usually extremely short, the r says appear to be coincident in time with 
the a decays. The energies of the y rays are fauna to be mmpletely 
cansietent with the differences in the energies of the emitted a particles. 

About 160 a emittere have been identified, The e m i d  a particlea 
have diecmte energies ranging from about 4 to 10 MeV, a factor of 2, 
but half-lives ranging &om lop6 s ta 10la yr, a factor of loz3. Short-lived 
a emitters have the highest enema, and conversely, a0 indicated by 
the examples in Table 9-4. 

FIG.9-14. Energy spechm of 
u pawtielea From e redimerive 
subsrsnce. 

FIG.9-75. NucJewrmergy-level 
diagram showing the decay of 
bismuth 212 by a emission to t h  
ground and excited states of 
thallium 208. 
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Theory Q+ a Dmcmy. We wish to  examine some of the detaile of the 
decay of uranium 238 to thorium 2-34 by a emiseion. Consider Fig. 9-16, 
which shows the potential energy of the daughter as seen by an 
a particle. M e n  the a particle is at a greater di~ltunce &om the center of 
the nuclm than R, the range of the nuclear force (about 10-l4 m), the 
force between the particles L given by Coulomb's Iaw. W is establiled 
by a-particle scattering experimente, in which a particles having energiee 
as great am 8 MeV are scattered from the thorium nuclei by the mulomh 
repulsive force. At distances lese than R an a particle ia subject to a 
strong attractive force that holds it to the thorium nucleus. But thia 
bound ay~tem, composed of the daughter nucleus 22m and an a partide, 
iB just the parent nucleua, 'z;U. It ie ad, therefore, that two 
protone and two neutrons unite to form an a particle within the parent, 
which exists for a time that is long compared with the nuclear time, 

8. 

It ia known &om experiment that uranium 238 emits a particlea with 
a kinetic energy of 4.19 MeV; nee Fig. 9-16. Since the potentid energy is 
zero when the a particle is very far from the daughter nudeus, this kin* 
i c  energy also represents the total energy of the particle at any distance 
h m  the nuclw. Within the nucleus the total energy of the a particle ia 
again 4.19 MeV, the algebraic sum of the potential energy (negative) and 
the kinetic energy (poeitive). Claesically, if the a particle is conhed 
within nuclear "walle," it movee back and forth between them inde- 
finitely, striking them roughly lo2' time8 per w n d ;  it cannot penetrate 

11.19 MeV 

FIG.9-t6. PotudaIerrsrgy 
of the n u c h  J thmium 234 

R 
as seen by en a patti'cle. 



the walk- and escape, for it capnot have a negative kinetie energy. On 
this bmihl, i t  w d d  be impossible for a decay to take place! 

Becauae a decay doe- indeed occur, the clwical argument is in- 
applicabIe; however, a decay is readily underetd in terms of the wave- 
mechanical phenomenon known as the tunnel effect (See. 6-10), h t  
propo~d by G. Gamow (1928) and R. W. Gurney and E. U. Condon (1928). 

In wave mechanics the probability of locating an a particle is related 
to ita wave function ~ ( r ) .  The wave function for the potential of Fig. 9-16 
ia that shown in Fig. 9-17: oscillatory within the attractive potential- 
energy well, draaticalIy attenuated through the potential barrier, and 
again oscillatory ouhide the nucleus, with a mall, but finite, amplitude. 
This means that there is a very small, but finite, probability that an a 
particle originally within the nucleue will be at some time outside the 
nucIeus. The probability of tunneling through the barrier is strongly 
dependent on the height md thickness of the barrier, being greater the 
greater the parkiele'e energy. 

One way wayof visualizing the decay i~ to imagine the particle ae bomc- 
ing between the nucIear walle until it &ally escapes by penebating the 
potential-energy barrier. Let ue compute the number of triea the particle 
must make before it breaks through the potentid barrier. The half-life of 
uranium298 is about 1017 a; on the average then, an a particle muet make 
102' tries per amond for 10" B, or lo3' tries altogether, before it eacapee. 

9-11 fl  DECAY 

& decay may be d h e d  aa that radioactive decay procm in WE& 
the chsrge of a nuclew is changed without a change in the number of 
nucleons. 

For an example d B  htmbility comider the three nuclides boron 12, 
carbon 12, and nitrogen 12, whom proton and neutron occupation leveIs 
are shown achemgticalfgr in Fig. 9-18. These three nuclides are isobars, 
all having 12 nucleons, but differing in the proton and neutron numbera 

FIG. 9-1 7. Wave f u d m  
r cwmspondlng to the psnst~ation 

of an K pwtktle M u g h  a 
n u c h  barrier. 
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Z and N. M y  the carbon nuclew, wi th  6 protons and 6 neutronar, in 
stable. Evidently the boron nucleue hae too many neutrons, and the 
nitrogen nucleus too many protons, to be atable. The unstable boron 
nuclew decaye to a lower energy &ate by changing one of its nucleons 
horn a neutron into a pmton, the last neutron jumping, ae it were, to the 
lowest available proton level. In this procesa the '$B nudeus has h 
transformed into the  table "C nuclew, and to calmewe eIectric chargs 
one unit of negative charge must be created. We know that an deGtron 
cannot exist within the nucleue; therefore, the created electron, or 

particle, must be emitted h m  the decaying nucleus, amording to the 
traneformation 

where the minus eign indicates the negative chmge. 
The decay of nitrogen 12 ia analogous. This isotope of nitmgen has 

too many protom and too few neutmns to be stable. Therefore, it decaye 
to a lower energy state by converting one of ita nucleons from a proton 
jnta a neutron, the last proton jumping to the lowest available neutron 
level. In t h i ~  decay the unstable '(N nuclew ia  transformed into the 
stable nucleus, and charge is co& by the creation of a positive 
beta parbide, the positron. Because n positron cannot exist within a 
nucleus, it must be emitted. The decay may be sham as 

These decay prmwee sre also shown in Fig. 9-19 on a plot of N versw 2, 
The carbon nuclew lies on the stabiIitg line; the boron lies above it and 
the nitrogen beIow it. The wecay transformations occur dong an iso- 
baric ( - 46")ine in such a way as to bring the unatabIe nuclides closer 
to the atability line. 

Another type of p decay ia ekctron cupturn. Zn el-n capture an 
atomic orbital electron combines with a proton of the nucleua to change 
it into a neutron. Again the number of nucleona is unchanged, but a 
proton is converted into a neutron, aa in f l+  decay. The electrons of the 
atom have a finite probability of being at the nucleus (nee Fig. 7-3, and 
one of the innermost, or K, electrons haa the highest probability of being 
captured within the nucleus. f i  decay remlting from the nuclear capture 
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of a K-shell electron ii3 aften referred to aa K mptum 
No charged particle is emitted in the decay by electron capture. 

The absorption and amihdation of a partide is equivalent ta the crea- 
tion and emission of its antiparticle; in K capture an electron ia abaorbea2, 
but in B+ decay an electron antiparticle, or positron, is emitted. Both 
prmeaseti change a proton into a neutron. An example of electron 
capture is the decay of unstable beryllium 7 to lithium 7: 

Eledrw capture cannot, of course, be identified by an emitted 
charged particle. It may be i n f d  from the change in the chemical 
identity of the element undergoing the deeay, or it may be detected by 
observing the x-myphaotons emitted when the decay takes place. When a 
K electron is ahorbed into the nucleus there im a hole, or vacancy, in the 
K ahell; thia vacancy is Wed aa electrons in outer shells make quantum 
jumps to inner vacancies, thereby emitting characteristic x-ray spectra. 
Because the x-ray emissionmwt take place after the Kvacancy is created, 
that ie, after the nuclear decay haa occurred, the x-rays are characteristic 
of the daughter element, not the parent. 

Many hundreds of nuclides are known to decay by emitting an 
electron or a positron or by capturing an orbital electron. In fact, nearly 
all unstable nuclidm with ZIess than 82 decay by at least one of the three 
processes. B decay diffem h m  a and y decay in several reepts: 

FIG.9-19, The#+ decayof 
nivogen 72 md the b- decay of 
boron 12 lo carbon 12. 

The parent and daughter have the same number of nue1eons. 
Unlike a emi~ion, the electron or poeitron ia created at the time it is 

emitted. 
Whereas pray photons and a partiderr are emitted with a dinerete 

spectrum of energies, b particles have a continuous energy spectrum. 
The half-lives in B decay are never less than about 10" B, in contrast to 



CHAP. 9 Nuclear Structure 

y decay (as small as 10-l7 s) and a decay (as small as s). 

/?- Decay. Let us consider 8- decay in somewhat more detail. By the 
conservation of electric charge and the conservation of nucleons, the 
decay of a parent nucleus P into the daughter D may be represented by 

For example, boron 12 decays into carbon 12 and an electron with a 
half-life of 2.0 x s. ' 

':B -, 'iC + -ye 

Mass-energy conservation requires that the rest mass of the parent 
nucleus, Mp - Zm,, exceed the rest masses of the daughter nucleus, 
MD - (Z + l)me, and the electron me, where Mp and MD are the neutral 
atomic masses of the parent and daughter, respectively. Any excess 
energy 9, that is, energy released in the decay, appears as kinetic energy 
of the particles emerging fkom the decay. Therefore, 

or, for B- decay, 

Equation (9-33) shows that 8-  decay is energetically possible when- 
ever Mp > MD, that is, mass of the parent atom exceeds the mass of the 
daughter atom. Moreover, it is found that when p- decay is energetically 
possible, it does occur, although the probability may be small and the 
half-life extremely long. 

Conservation of linear momentum requires that the vector sum of 
the linear momenta of the particles emerging hom the decay be zero if the 
decaying nucleus is initially at rest. Recall this implies that a decay, 
the a particle and the daughter nucleus leave the site of the decay in 
opposite directions, the energy Q being shared between the two particles 
in such a way that they each have the same magnitude of linear momen- 
tum. Thus they each have precisely defined and discrete energies. 

Now, if p- decay really were similar to a decay in that the parent 
nucleus did decay into just two particles, as we have assumed so far, then 
their energies would both be precisely defined, with meve = MDvD and 
Q = Ke + KD. Because the mass of the electron is at least several 
thousand times smaller than that of the daughter nucleus, essentially 
all the released energy would be carried by the electron, and the kinetic 
energy of the recoiling daughter nucleus would be negligible by com- 
parison (the magnitudes of the momenta of the two particles would, of 
course, be equal). This implies that if 8- decay were altogether anal- 
ogous to a decay, one heavy and one light particle being produced by an 
initially unstable nucleus, the electron would have a precisely defined 
kinetic energy, approximately equal to Q. With MD >> me we have 
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W e  caa compute Q for the 8-  decay of boron 12 to carlmn 12 directly 
from aEomic masses by using ($33): 

Mae@ ':B = 12.014354 u 
Maas ':C = 12.000000 u 
Mp - MD = 0.014354 u 

Q = 0.014354 u x 931.6 MeVlu = 13.37 MeV 

We might expect, then, to h d  ad1 electrons emitted with a kinetic 
energy K, z Q = 13.37 MeV. Ia this what is obaervea? 

The &~kihtion in energy 0f the emitted p- p&iclee h m  any 
particular radioactive element can be measured with a magnetic 
-meter (see Sm. 8.4). The rmult for boron 12 decay ia  shown in 
Fig. 9-20. The emitted electronm are not monoenergetic ! Instead, there 
is a distribution of eledron energies h m  zero up to the maximum, 
K-; = 15.37 MeV. The very few electrone having this maximum 
energy, and only those electrons, carry the kinetic energy expected on the 
basis of a two-particle decay; that is, the measurements  how that 

All other electro-and this m e w  almost dl the emitted electr~nn- 
aeem to have too little kinetic energy. In ~hort, there is an apparent 
violation of the coneemation of energy! Furthennore, obeervations of 
individual 8- decays show that the electron and daughter do not neces- 
sarily leave the ~ i t e  of the dintegration in opposite directions. There is 
an apparent violation of the conservation of linear momentum! In 
addition, the angular momentum of the parent nucleua (intend spin, 
since A i~ even) mnnob equal the sum of the angular momenta of the 
daughter (integral spin) and the electron (half-integral spin). There ia 
an apparent violation of the conmmtion of angular momentum! 

We hasten to assure the reader that the fundamental laws of the 
coneemtion of energy, linear momentum, and angular momentum are, 

I 
I 

R" 
R m a ~  = Q FIG. 9-20. DWbbmion in ~nevgy  

of emitled b- pamkhs in hen 12 
d#C8~.  
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in fact, not violated in B- decay. This is so because of the neutrino 
("little neutral one"), also emitted in decay, which we discuss next. 
The existence of the neutrino was first suggested by W. Pauli in 1930 
as an alternative to abandoning the conservation principles; its existence 
was directly confirmed by experiment in 1956. It is now known that a 
radioactive nucleus decays in 8- emission to three particles: the daughter 
nucleus, the electron, and the neutrino. We shall see that all the 
di5culties we have mentioned above disappear by virtue of the neutrino's 
participation in B- decay. 

The Neutrino. The neutrino has electric charge 0, rest mass 0, linear 
momentum, p with total relativistic energy E = pc, and intrinsic 
angular momentum +lI. 

The neutrino has zero electric charge; charge is conserved in 8- 
decay without the neutrino. The neutrino cannot interact with matter 
by producing ionization. It interacts very, very weakly with nuclei, 
and is virtually undetectable.? 

As we have seen, energy is conserved for those very few electrons in 
B- decay which are emitted with the maximum kinetic energy K,,, = Q. 
Therefore, the neutrino mass must be very small compared with the 
electron mass, and there are good theoretical reasons for taking it to be 
exactly zero. Since the neutrino has a zero rest mass and rest energy, it 
must, like a photon, always travel at the speed of light. Therefore, a 
neutrino's total relativistic energy E is related to its relativistic momen- 
tum p by E = pc [see Eq. (3-15)l. 

Consider again the conservation of energy and of linear momentum 
in 8- decay, assuming now that a neutrino, as well as an electron, is 
created in the decay and carries away energy and momentum. The 
conservation of energy requires that 

Note that the kinetic energy of a neutrino, Kv, is also its total energy: 
Ev = Kv. The conservation of linear momentum requires that the total 
vector momentum of the three particles add up to zero, as shown in 
Fig. 9-21. If three particles are emitted in the decay process, it is no 
longer necessary that they leave the site of the decay along the same 
straight line; now there are a variety of ways in which the separate 
momentum vectors can be arranged to add up to zero, satisfying (9-35) in 
every instance. The electron and daughter nucleus will usually not 
move along the same straight line in opposite directions, but if they do, the 
neutrino momentum and energy can be zero and from (9-35) we will have 
Ke = K,, = Q, in agreement with observation for the most energetic 
electrons. In all other decays the virtually unabsorbable neutrino will 
carry energy and momentum, and the electron will necessarily have a 
kinetic energy less than K,,. In two-particle decay the emerging par- 
ticles are monoenergetic; in three -particle decay they are polyenergetic. 

t Strictly, the massless particle emitted in 8- decay is the antineutrino, whereas the 
massless particle emitted in B+ decay is the neutrino. 



FIG.9-21. LhM--tum 
vectom of the daughter nucleus, 
elactrun, end neutrino b f i -  decay. 

Consider M y  the angular momentum, or spin, of the neutrino. ID 
h in units of A. In the &- decay of ':I3 to ':C, the parent and daughter 
nuclei both have integral nuclear spim; the electron hae a  pin of 3. 
Therefore, when the neuttino'~ angular momentum is included, total 
angular momentum is conserved in B- decay. 

b+ Decay. The general relation giving the j!+ decay ia 

fP + .-fD + +:e + v (9-36) 

A neutrino is emitted in B' decay as well as in $- decay. Poeitron decay 
can occur only ifmaas-enezgy ie conserved. This means that the reet mass 
of the parent nacckue muat exceed the 0um of the rest masses of the 
daughter nucleus and the positron (the neutrino r e a t  masa is zero). Any 
excess energy appears aa the kinetic energy of the three particles emerg- 
ing hm the decay. Therefore, 

or, for B+ decay, 

where Mp and MD are the neuttal atomic masses of the parent and daugh- 
ter, respectively, me ia the rest maw of the positron (ox electron), and the 
energy Q ia the energy released in the decay and shared by the positron, 
daughter nuclm, and neutrino. We see from this equation that 8+ 
decay is energetically poseible (Q ia greater than zerc11 only if 

Mp > MD + 2mb ($38) 
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Positron decay is possible, then, only if the mass of the parent atom 
exceeds the mass of the daughter atom by at least two electron masses, 
2(0.000549) u or its energy equivalent, 1.02 MeV (there ia nothing eape- 
cially significant in the appearance here of the two electron masses; it 
merely reflects the fact that neutral atomic masses rather than nuclear 
11188888 are used). 

Let us compute the Q of the.positron decay of nitrogen 12 (half-life 
0.0110 s) to carbon 12: 

Mass ':N = 12.018641 
Mass ' iC  = 12.000000 
Mp - MD = 0.018641 

2me = 0.001097 

- - 0.017544 u 
cZ 

Q = 0.017544 u x 931.5 MeV/u = 16.34 MeV 

This energy, 16.34 MeV, is shared among the decay products, the 
positron, neutrino, and carbon nucleus. When positron energies are 
measured with a &ray spectrometer, it is found that there is a distribu- 
tion of energies up to a maximum, in agreement with the mass differences. 

In actuality the masses of short-lived radioactive electron or positron 
emitters cannot be easily measured; it is possible $0 compute the mass of a 
radioactive element by measuring the maximum energy of the emitted 
beta particle. The j?+ decay can be readily identified, because an emitted 
positron will undergo annihilation with an electron and produce two 
annihilation photons, each with an energy of 0.51 MeV, the rest energy 
of an electron (or positron). Thus, 8+ decay is always characterized by 
the appearance of annihilation quanta of 0.51 MeV. 

Electron Capture. The general relation for electron capture is written 

which shows that an orbital electron is captured by the parent nucleus 
$P, and the products of decay are the daughter nucleus .-fD and a 
neutrino. 

Mass energy is conserved when the energy Q released in the decay is 
equal to the sum of the rest masses entering the reaction less the sum of 
the rest masses leaving the reaction. Therefore, 

or, for electron capture, 

where Mp and MD are again the neutral atomic masses of the parent and 
daughter, respectively. This equation shows that electron capture is 



energetidy pomible if the atomic masa of the parent exceeds that of the 
daughter. 

Consider our earlier example of the decay af beryllium 7 (hdf-life 63 
days) to lithium 7 through electron capture: 

Q = 0.000926 u x 931.6 MeViu = 0.86l MeV 

(Note that $+ decay by :Be is energetically forbidden.) In this decay 
am1 MeVia d e w m i  Where d m  it go? Unlike l3+ and P- decay, eIectrorr 
capture produces only two particles. By the coneervation of momentum 
these two prticlw, the neutrino and the daughter nuclew, must move in 
o-ite directions with the same momentum magnitude, the s u m  of 
their kinetie energiee being the disintegration energy Q = 0,861 MeV. 
Because only two particlea appear in electron capture, they each have 
precisely d&ed energiw. The neutrino's rest mass is zero; therefore, 
almost all the energy ie carried by a virtually unolmmabIe neutrino, 
and the nucleus recoils mith an energy of only mvwd electron volta. 
Neverthelm, eame very delicate exprimente hare w h e d  that the 
m i l i n g  nuclei are monoenergetic and that their energy ia precisely the 
amount required to gatisfy the law of momentum and energy conserva- 
tion. Without the accompanying neutrino in electron capture this decay 
p r o m  is completely inexplicable. 

Figure 9-22 irs an enerm-level diagram of the decay of boron 12 ancE 
nitrogen 12 to the stable nuclide carbon 12. By convention a nuclide 

FIG. 9-22. E-kW diagmm 
showing the dam y d b m n  12 
and ntagen 12 to carbon 1.2. 
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undergoing jT' d ~ a y  is shown to the left ofthe daughter, and the nuclide 
undergoing j?+ decay or electron capture ia shown to the right (Z 
increasw toward the right). We see that the decay of the boron c o m ~  
of electron erniaeion to two atates of the carbon, the ground &ate and an 
excited state 4.433 MeV above the ground &ate. Decay from the excited 
atate to the ground state by the eminsion of a pray photon is ensentially 
simultaneous with the corresponding 8 - decay. This near coincidence of 
the electron and photon emission can be verilied experimentally by 
wing two detectors, one for electrons and one for photons, and by 
noting that the pule- in the two detecting ~ y s t e m e  are coincident in 
time (within the resolving time of the detecting instruments). 

An energy-level diagram of the radioactive element cupper 64, which 
h a y e  by B- erniaaion to zinc 64 m d  also by B+ emiwion and electron 
capture to nickel 64, is ahom in Fig. 9-23. 

Note a general r d e  that appliee to any two isobaric nuelidea that 
differ in Z by 1. Clearly, the atomic mas8 of ane nuelide must exceed that 
of the other. Therefore, the nucleus of the more massive atom can 
decay to the nucleus of the lighter atom either by I -  decay or by electron 
capture. It follows that no two neighboring isobars can both be stable 
againat $ decay, and this indeed is in acwrd with observation of the 
known nuclides (see Fig. 9-7). 

The four basic reactiom associated with B decay are the following: 

B-decay:n+p  + t l +  v 
8'decay:p 4 n f 6 -t- v 

Electmn capture: e -F p -, n + v (941) 

Neutrino absorption: F + p 4 n f t 

The w b o l  e reprmenM the electron (charge, - I), e'reprwents the mi- 
tron (charge, + l), the electron's antiparticle, v represents a neutrino, and 
F represents an antineutrino. 

f IG. 9-23. Energy-/eve! 
d;apmrn showing the decay d 

copper 64 by p- emission, 
@+ mission, and electron 

capture, 

Z c u  

EC (0.34 MeV) fl- (0.573 MeV) 

fl* (0.66 MeV)  

~i 
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Up to this point we have recognized only one type of neutrino; there 
are in reality two, one the antiparticle of the other.7 This distincton 
may seem to be completely formal, but it is not. It has been confirmed in 
subtle experiments that the antineutrino, the neutrino's antiparticle, 
has the direction of its spin, or intrinsic angular momentum, along the 
direction of its linear momentum. For an antineutrino the sense of its 
spin is clockwise, when viewed from behind, giving it a "right-handed" 
helicity, or spimlity. On the other hand, the neutrino's angular momen- 
tum and linear momentum are in opposite directions, giving it a left- 
handed helicity. The sense of its spin is counterclockwise when viewed 
from behind. Nature thus distinguishes between the neutrino and 
antineutrino. This lack of symmetry-the neutrino is only left-handed 
and the antineutrino is only right-handed-is a manifestation of the 
nonconservation of parity, predicted by C. N. Yang and T. D. Lee, and 
experimentally confirmed in 1957 by C. S. Wu et al. The principle that 
nature does not distinguish between left and right, the conservation of 
parity, is violated in B decay. (See Sec. 11-4.) 

The basic process of B- decay, the decay of the neutron into a 
proton, electron, and antineutrino, given by (9-41), occurs in a free 
neutron, not merely a neutron bound within a nucleus. The decay is 
energetically allowed because the neutron mass exceeds that of the 
hydrogen atom, 'H, the Q being 0.78 MeV. The half-life of this decay is 
found, in experiments of extreme difliculty, to be 12 min. Because a free 
neutron is typically absorbed in less than s when it passes through 
materials, the decay of a neutron is usually unimportant in situations 
involving free neutrons. 

The basic B+ decay, in which a proton is converted into a neutron, 
positron, and neutrino, is not permitted for a free proton, inasmuch as the 
mass in the left-hand side of the reaction is less than that in the right-hand 
side. Positron decay is possible only when protons are bound within a 
nucleus. 

Electron capture is closely related to the 8+ decay, of course. Note 
that in (9-41) the second reaction becomes the third reaction when the 
antielectron is transferred to the left side, thereby becoming an electron. 
This follows the general rule that the emission of a particle is equivalent 
to the absorption of an antiparticle, and conversely. By using this rule 
together with the permitted reversal of the arrow, it may be seen that all 
four /3 reactions are equivalent. 

The last reaction in (9-41) is that in which an antineutrino combines 
with a proton to become a neutron and a positron. Although the relative 
probability of neutrino capture is extremely small, the capture was 
observed directly, with the very large neutrino flux from a nuclear 
reactor, by C. L. Cowan and F. Reines in 1956, thereby directly con- 

t In fact, things are actually still more complicated: A distinctive neutrino and anti- 
neutnno are associated with B decay via electron or antielectmn emission. Other dis- 
tinctive neutrinos and antineutrinos are associated with the decay of the unstable 
elementary particles known as muons (see Table 11-5). 
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firming the existence of the neutrino (strictly, the antineutrino). The 
antineutrino of the absorption is identified by observing the neutron and 
the positron produced simultaneously when the antineutrino is captured 
by a proton; the neutron is detected by observing the photon emitted 
from an excited nucleus that has absorbed the neutron, and the positron 
is detected by observing annihilation photons. The difficulty of this 
experiment may be appreciated from the fact that a neutrino or anti- 
neutrino has only 1 chance in 1012 of being captured while traveling 
completely through the earth. Because neutrinos have such a very small 
probability of interacting with matter and being absorbed, a large frac- 
tion of the energy released in all /?decay processes is effectively lost. 

9-1 2 NATURAL RADIOACTIVITY 

We have discussed the three common modes of radioactive decay, 
a, B, and y, without concern as to how unstable nuclides are produced. It 
is customary to divide radioactive nuclides into two groups: the unstable 
nuclides found in nature, which are said to exhibit natuml mdioactivity, 
and the unstable nuclides made by man (usually by bombarding nuclei 
with particles), which are said to exhibit artificial mdioactivity. So far 
approximately 1,000 artificially radioactive nuclides have been produced 
and identified. The number of identified isotopes of a given element 
varies: Hydrogen has two stable isotopes and one unstable; xenon has 
nine stable and 14 unstable isotopes. Nuclear reactions and the radio- 
activity that can be produced by them will be discussed in Chap. 10; 
here we discuss only the natural radioactive nuclides. 

It is believed that a cataclysmic cosmological event occurred about 
10 billion years ago, at the time of the formation of the universe, in 
which all nuclides, stable and unstable, were formed in varying amounts. 
Those unstable nuclides with half-lives much less than 10 x 10' yr have 
long since decayed into stable nuclides; however, there are 21 unstable 
nuclides whose half-lives are comparable to, or greater than, the age of 
the universe, and which, therefore, are still found in measurable amounts 
in nature. These long-lived, naturally radioactive materials are listed in 
Table 9-5. 

The first 18 nuclides in Table 9 5  all decay into stable daughters 
(or granddaughters or great granddaughters). The last three are all 
very massive; they decay into daughters which are themselves radio- 
active, and which decay in turn into still other radioactive daughters, 
through several generations, until finally a stable nuclide is reached. 
These are the three naturally mdioactive series. Each series begins with 
a very long-lived nuclide, whose half-life exceeds that of any of its 
descendants. The final stable nuclides into which they decay are all 
isotopes of lead, 'ZqPb, 'tEPb, and 'ZXPb. The age of the earth can be 
estimated by measuring the relative amounts of the long-lived parent of 
the series and the appropriate stable isotope lead. 

Figure 9-24 shows the complete decay scheme of all the unstable 
nuclides in the so-called thorium series, plotted on a neutron-vs.-proton 
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TABLE 45 Naturally Radioactive Nuclides with Half-lives Comparable to or 
Greater than the Age of the Universe (% loi0 yr z 3 x 10'' s)t 

NUCLIDE DAUGHTER HALF-LIFE 
(ZSYMBOL-A) DECAY MODE (ZSYMBOGA) (6) 

20 Ca 40 4.10 x 10l6 
24 Cr 50 1.89 x loz3 
38 Sr 87 1.48 x 
60 Sn 115 1.58 x lozz 
51 Sb 123 3.79 x loz0 
68 Ce 138 3.47 x 
56 Ba 138 1.58 x loZ3 
58 Ce 140 7.57 x lozz 
60 ~d 142 3.79 x 1015 
60 Nd 143 3.36 x loi8 
60 Nd 144 (Unstable, a) 3.79 x loZ0 
60 Nd 145 1.26 x loZz 
62 Sm 148 (Unstable, a) 3.47 x loz1 
72 Hf 176 6.94 x 10" 
70 Yb 170 1.36 x loz3 
76 0s 187 1.26 x 10l8 
76 0s 186 2.21 x l0l9 
80 H g  200 4.42 x loz4 

88 Ra 228 (Unstable, a) 4.46 x lo1' 
90 Th 231 (Unstable, K) 2.25 x lox6 
90 Th 234 (Unstable, a) 1.42 x 1017 

t H. A. Enge: Introduction to Nuckar Physics. Reading, Mass.: Addison-Wesley, 1966. 

diagram. A decrease of 2 in Z and in N represents an a decay, and an 
increase of 1 in Z and decrease of 1 in N represents a 8- decay. The 
stability line represents the least unstable nuclides for the particular 
value of A. Both a and 8- decay often produce daughter nuclei in excited 
nuclear states, which leads to subsequent decay (see Figs. 9-15 and 9-22). 

All nuclides with A > 209 are unstable. We might say that all such 
nuclides are too big to be stable and must lose nucleons to become more 
stable. The only made of decay in which a heavy, naturally radioactive 
nucleus loses nucleons is a emission, in which both Z and N are reduced 
by 2. We see from Fig. 9-24 that a decay tends, however, to displace the 
daughter to the left of the stability line; 8- decay is needed to bring 
the nucleus back. Some nuclides, such as 'AiBi in the thorium series, 
tend to be unstable to both a and 8 decay, and a branching of the series 
then occurs. 

The first nuclide in the thorium series has a mass number of 232, 
which is divisible by 4, and all other nuclides in this series also have A 
values that are divisible by 4, since the only decay that changes the 
number of nucleons is a decay, in which it is reduced by 4. Therefore, 
the A values of any of the members of the thorium series may be written 
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Thorium Serics 23? Th 
( 4 n )  

Stability 

1 3 '  line 

123 

FIG. 9-24 Thorium radfoucth 80 85 90 Z 
series. 

aa 4n, where n is an integer. T$e membere ofthe w a l l e d  actinium wries, 
beginning with uranium 235, have A valuea given by 4n + 3, and the 
nembera of the urnnitam, series, m n g  with uranium 238, have A 
values given by 4~ + 2. 

There is a fourth radioactive series whose membem have A valuw 
given by 4n I- 1. None of ita members, however, has a half-Iife com- 
parable to the age of the universe. Thewfore, nuclides in this series do 
not occur naturally, but they can be produced by nuclear reactions with 
the very heavy elements of the other eeriee (for exampIe, the capture of a 
neutron by uranium 236, followed by a 8-  decay). Thia aeries is named 
the neptunium series, after the longest-lived nucIide in it, YiNp, which 
decays with a half-life of 2.14 x 106 yr. The decay modes and half-Iivea 
of the neptunium, uranium, and actinium series are shown in Fig. 9-25. 

The naturally radioactive materiala show a tremendous range of 
ha-livm, &om thorium 232 with TI,, = 1.41 x 10'' yr to polonium 213 
with Tllr = 4.0 x s. How are such extraordinarily long or short 
half-liree meamred? Clearly, it is impractical to meaaure by follow- 
ing in time the change in the activity of the decaying nuclei, and indirect 
methods must be reaorted to. 

Consider h t  the measurement of very long half-lives. The funda- 
mental radioactive-dway law is 

Activity = AN = WoedA'  (9-211, 

This equation can be rearranged to 
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activity A=.------ 
N 

The decay constant 1 can be computed from this equation if the activity 
and the number N of radioactive nuclei are known. If Tl12 is very long 
compared with t, the period of observation, we have at << 1; then N = 

N,e-" z No. That is, if a radioactive material decays very slowly, the 
number of atoms present is essentially constant over the period of 
observation. 

For example, measurements show that a 1.0-mg sample of uranium 
238 emits 740 a particles per minute. If the atomic mass is taken as 238, 
the number of uranium atoms N in 1 mg is 

10-3 g 
= 2.52 x 1018 atoms 

238(1.67 x g) 

Using (9-43), we have 

a = 
disintegrationsls 

= 4.90 x 10-l8 s-I 
2.52 x 10" atoms 

Now consider the measurement of the half-life of a very short-lived 
member of a radioactive series. Assume that the radioactive descendants 
of the f i s t  member remain with original material. Then, after s d c i e n t  
time has elapsed, all members of the series will be present together, 
nuclei of any particular member being formed by its parent while other 
nuclei of this member decay into its daughter. The relative a m w t s  of 
the several nuclides will be constant when the decay series reaches 
radioactive equilibrium, each nuclide decaying at the same rate a t  which 
it is formed. This means, then, that the activity UV of each member of 
the series is precisely the same as that of any other member: 

(Activity), = (a~t ivi ty)~ = (activity),, etc. 

1,N1 = d2N2 = d3N3, etc. (9-44) 

N2 N1 = = -  N3 , etc. 
(Tl/2)l (Tl/2)2 (T1/2)3 

The half-life, (Tl12)s, of a very short-lived radionuclide in equilibrium 
with a longer-lived nuclide of the same series, having (TlI2),, is given, 
then, by 

where NJN, is the relative numbers of these two members. Equation 
(9-45) shows that the relative numbers of atoms of the several members of 
a naturally radioactive series in equilibrium are directly proportional 
to their respective half-lives. Therefore, long-lived nuclides will be 
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relatively abundant and short-lived nuclides scarce. 
A sample of a naturally radioactive substance emits a, 8, and y rays 

simultaneously, because all members of the radioactive series are present 
and decaying. The a and 8 emissions result in changes in Z or A or both; 
the y emissions result in changes in energy level. The early investigators 
of radioactivity distinguished among the three types of radiation emitted 
from radioactive substances by noting the deflection of the emitted 
rays in a magnetic field. The a rays were deflected in the same direction 
as positively charged particles, the B rays were deflected in the 
same direction as negatively charged particles, and the y rays were 
undeflected. Furthermore, it was observed that the penetration of the 
radioactive emanations increased in the order a, 8, and y; thus these 
rays were labeled by the first three letters of the Greek alphabet. All 
three types of nuclear radiation from naturally radioactive materials 
have energies of up to several MeV, and until the development of 
high-energy particle accelerators in the early 1930s these radioactive 
materials were the only sources of high-energy nuclear particles for 
bombarding other nuclei. 

Uranium 238 is the heaviest nuclide found in nature. Still heavier 
and relatively short-lived nuclides, corresponding to transuranic 
elements, are man-made in that they can be produced by bombarding heavy 
elements with energetic particles. Transuranic elements up to men- 
delevium 258, :i:Mv, have been produced, at least momentarily, and 
identified. 

The term natural radioactivity usually refers to those radioactive 
materials produced in the very distant past and to their descendants. 
There are, in nature, however, radioactive materials continuously 
being produced in nuclear collisions of high-energy cosmic-ray particles 
with nuclei in the earth's upper atmosphere. An example of this is the 
production of carbon 14 by the collision of neutrons with nitrogen 
nuclei, according to the reaction 

14 ,N + hn '2C + i p  

This radioactive isotope of carbon, radiocarbon, decays by 8- emission 
with a half-life of 5,740 yr: 

'2C -+ "$N + 8-  

A small fraction of the C02 molecules in the air thus will contain radio- 
active carbon 14 atoms in place of stable carbon 12 atoms. Living 
organisms exchange C02 molecules with their surroundings, utilizing 
both types of carbon in their structure. When the organisms die, their 
intake of carbon 14 ceases, and from that moment on the carbon 14 atoms 
relative to the carbon 12 atoms decrease in number by virtue of the 14C 
decay, only half of the original 14C atoms being present after 5,740 yr. 
This offers a very sensitive method of determining the age of organic 
archeological objects: One merely determines the relative numbers of 
the two isotopes. The number of carbon 14 atoms is determined by 
measuring their activity and using (9-43). This ingenious method of 
measuring the age of organic relics many thousands of years old was 
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originated by W. F. Libby in 1962 and L known ae rudiocwbon ddiw- 
A mecond cosmic-ray nuclear reaction continuouaIy pducing a 

naturally radioactive element is 

l:N + in 4 '2C + :H 
where !B, called tritium (with e nucleus known as a triton), is a heavy 
radioactive iscltope of hydrogen. Tritium dtxayn into the stable helium 
botope, :He, with a half-life of 12.4 yr by B- emkion. 

:H 4 :He -I- $' 

S U M M A R Y  

PROPER' 

rcrties of the nuclear constituents 
-- - - -  

MASS, u 1 .m7n7 1 .mw5 
Chnrge, P 1 0 
Spin. h 4 1 
SIagnetic moment. ~fi/a,?f,r + 2.79 - 1.91 

Properties of the Nuclear Force 
Attractive and much stronger than the couEornh forcc 
Short-r~nw, 2 3 frrmi (3 x 10-'"m) 
Char~e-indrpend~nt; all three nucleon i n t~ rac t ions ,  np, pp. 

and nn, are approximately equal 

Nomenclature 
Nudeon : proton or ncutron 
~i;\tornic number Z: numhrr  of protons 
Neutron number N :  numhrr of nputrons 
Mass numhrr A : total number of nucleons (2 -t N )  
Nuclide: nucleus with a p~rrticul~r i: and a ~Fir t icuI~r  
Tsotopcs: nuclirlrs with sRmp X 
Tsoton~s: nuclides with samt. iV 
Jsol~ars: nuclides with same A 

Properties of ths Nuclides 
Stahle nuclides: ,h7 2 Z nt sma!! A, am1 :V > Z at lnrgc A.  
Thr ~luclpar radius is given by R = r,.4' '?. whrrr r, = 1.4 f ~ r m i  

(arutmn s r a t t r r i n ~ )  or r ,  = I .I fr-rmi (rlrrtron w ~ t t r r i n g ) .  All 
nuclei havr the  Ramp n u r l r ~ ~  density. 

The, total b i n d ~ n q  PnPrEy I:,, of a nurleltts A %  is ~ i v ~ n  hy 



Y..'"h+, 

In 
nucleoi 
cules i~ 

where all masses are those of the neutral atoms. For A r 20 t h p  
onar- is EJ.4 E 8 MeV per nuclron. 

the liquiddrop model of the nucleus, thc forces hetween 
ns are assumpd to he analogous to the forces between mole- 
? a liquid; the important contributions to the binding enerm 

are the volume enerEy, the surf 
and the coulnmh energy (irnpar 
particle and shell models of the r 

ace ener 
t a n t  for 
lucleus t 

RY (import~nt for low A), 
high A>. In t he  single- 

he quantum aspects OF the 
nl lr l~nns  are used to account for nuclear spins and magnetic mo- 

The collective modcI emphasizes nuclear vibration and 
n. 
the dec~lv  of aI1 unstable nuclei, the laws of conservatjon of 

i, mass el 
. ~ V F  deca 
ity per u 

. " . . I I  1 

electric: charge, nucIeonr ncrm, and momentum are satisfied. 
The law of radioact y is N = RT,e-"" whrre the decay 

constant 1, the prohabil n i t  time that any one nucleus will 
decay, is re la t~d to tht! halt-lire wy T,,, = 0.69311. 

TARLE 9-7 Radioactive dec~ly modes 
- -- -- . 

ALPHA RETA 

(helium nucleus) (electron. positron) 

Ener~ies 4 to 10 MeV a few MeV 

GAMMA 

(photon) 
- -  

10-'~ to 
10% (isomer) 

kcV to n few 
MeV 

;P-+ z-?D + +ve + v 
EC: 

Disinternation lMp p-  : fiu = P , ~  + t ~ i ,  

energy = Mm + M, Mp = M, + Qlc' 
equation t Q / c 2  B + :  
(all neutral Mp = MD + 2m, -+- Qlc 
atom masses) EC : 

M p  = Mr, + Q / c 2  

Ene~gy d i ~ -  ivmnw fl- and fit : poly~nargetic ~vronc~ene~etic  
tribution of energetic EC: monoenergetic 
decay 
products 
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Neutrino Properties 

Mass: O 
Charjie: 0 

Spin: b 
Ncutrino capture: e t p 4 n + p' 

SFR1&9 NAME LONCISTWVl?II W M B E R  TYPE NUMBERS OF MEMBERS 
- -. - - -- - - 

Thorium 2.%Fh 4n 13 
Actinium 22:U 4n + 3 13 
Uranium ','?U 4n + 2 18 
X~ptuinum 2 ~ ~ 1 :  . * r l  P ? n  + I 13 
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Sse AppeDdix I for valuen of the atomic mmw. 

9-1. Shm that the wavelength of any partide whme 
kinetic energy is latge compared with its wt energy ia 
given by 1 = 124 GeV-fermi/E, where E i~ the particle's 
total energy in GeV. 
SZ. Although the n m n  is dectridy neutral an a 
whole, it has a negative nudm magnetic moment, the 
direction of which ig opposih ta the direction of ite 
n u c l ~ a ~ ~ p i n  angular momentum. What eort of distsibu- 
tion of m M  positive and negative charge within a 
neutmn-positive on the h i d e  and negative on the 
outside, or negative on the inside and positive on 
the outaid~would cormspond to the observed magnetic 
moment? 
93. A free proton in an Bxternal magnetic field B haa 
two pwaib1e orientations of its win and associated 

gatom &n- a number of itema relating ta nudear 
phymica. 
EVANS, R. D.: The Atomic N w h .  New York: MEGmw- 
Hill Book Company, 1956. An a d - 4  and thorough 
972-page treatise. 
L~VESEY. D. L.: Atomic and N w k r  P h p k .  lkingbn.  
Mase.: X m r  CaUege Publishing, 1988. The treat- 
ment of nuclear phpia  is earnewhat more mpMated 
than that given in thia text. 

m m t i c  moment relative to the magnetic field linm 
because of the space quantization of the protan nuclear 
spin. A phton wh- energy is equal k the difference 
in energy hetween the two proton s t a b  can induce 
the pmbn to make a transition from one d t e  to the 
other. The phenomenon is known aa n m h  magnetic 
resoname (NMR). Compute the proton resonance 
frequmcy for free in a magnetic field of 5,000 G. 

9-4. The nuclear magnetic moment dthe deuteron in ita 
ground state is + 0.8674 nuclear magnebm; its nuclenr 
spin ia I = 1. Show by comparing the magnetic moment 
of the deuteron with the seuarate mametic moments 
of the pmhn and neutron that the deuteron can be 
aseumed to exkt (primarib) in a =Si s b t e ,  that ia, a 
quantum Btate of zero orbital angular momentum, with 
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intrinsic angular momenta of proton and neutron so 
aligned as to produce a net deuteron nuclear spin of one 
unit. 
9-5. The equality of the neutron-neutron and proton- 
proton nuclear forces can be verified by considering 
mirror nuclides. One nuclide of a pair of mirror nuclides 
becomes the other nuclide by the interchange of proton 
and neutron numbers; for example, ' 2C (Z = 6, N = 7) 
and ':N (Z = 7, N = 6) are mirror nuclides. If it were 
not for the neutron-proton mass difference and the 
difference in coulomb energy arising from the difference 
in Z, the total binding energies and masses of a pair 
of mirror nuclides would be identical, assuming the 
internucleon forces to be the same. The average coulomb 
energy for a pair of protons, each of whose charge is 
distributed uniformly throughout a nucleus of radius R, 
is given by (g)ke2/R. The radius R is given by R = rOA1l3, 
with ro = 1.4 fermi [Eq. (9-8)]. Compute the mass of 
13N from the mass of 13C by (a) assuming the charge 
independence of the nuclear force as applied to mirror 
nuclides and (b) utilizing the observed fact that I3N 
decays into I3C by the emission of positrons having a 
maximum kinetic energy of 1.19 MeV. 
9-6. Show that in a proton-proton or a neutron-proton 
elastic scattering experiment no particles are scattered 
from the forward direction by more than 90" (take the 
neutron and proton masses to be equal, and assume the 
incident particle kinetic energy to be small compared 
with the rest energy). 

9-7. A 5.0-MeV proton collides head on with a 5.0-MeV 
neutron and produces a deuteron. (a) What is the energy 
of the photon emitted? (b) With what kinetic energy 
does the deuteron recoil upon emitting the photon? 
Take the neutron and proton masses to be equal. 

9-8. Show that the quantity ke2 (the coulomb force 
constant multiplied by the square of the electron charge) 
is equal to 1.44 MeV-fermi. 

9-9. (a) Show that the so-called classical electron 
radius, ke2/m/, where me is the electron rest mass, 
is of the order of a nuclear dimension. (b) Show that 
two point charges, each of magnitude e, separated by a 
distance equal to the classical electron radius, have a 
coulomb energy equal to the rest energy of an electron. 

9-10. (a) Show that an even-Z nuclide usually has 
many more stable isotopes than an odd4 nuclide. (b) 
Between 'go and there are one stable isotope for 
each odd2 nuclide and three stable isotopes for each 
even-Z nuclide. Explain this in terms of the filling of 
neutron and proton shells. 

9-11. Show that in ':C the separation energy of the 
least tightly bound neutron is 18.72 MeV. 

9-12. (a) Compute the separation energies of the least 
tightly bound nucleons in the stable nuclides lac, 'QC, 
'GN, '$N, 'ZO, '20,and '!O. (b) How does the separation 
energy of a nuclide with even A compare with that of the 
neighboring nuclides of odd A? (c) Explain this in 
terms of the filling of proton and neutron levels. 
9-13. What stable nuclide has a nuclear radius one 
half that of $ :U? 
9-14. Show that the density of nuclear matter is approx- 
imately 2 x 10'' kg/m3 w lo9 tons/in3. 
9-15. Use the nuclear shell model (Table 9-3) to predict 
the nuclear spin of the following nuclides: (a) '20, 
(b) #JNe, (c) $:Sc, and (d) :qCo. 
9-16. The collective model of the nucleus can be used 
predict the energies of excited nuclear states for certain 
even-even nuclides. An object having a moment of 
inertia I about a rotation axis has rotational kinetic 
energy E = *lo2 = (Ir0)~/21= L2/21, where L is the 
rotational angular momentum. With the angular- 
momentum quantization rule LZ = J ( J  + l)fi2, where 
the rotational quantum number J is O,1,2, . . . , (see 
Sec. 7-2), the permitted rotational kinetic energies are 
given by E = J ( J  + l)ti2/21. Quantum restrictions on 
the nuclear wave functions allow only the states of 
even J: J = 0,2,4,. . . . Show that the excitation 
energies of the first four excited, nuclear, rotational 
states relative to the ground state are in the ratios 1, 
y , 7 ,  and 12. 
9-17. The activity of a certain radioactive material 
drops by a factor of 10 in a time interval of 1 min. 
What is the decay constant of this radionuclide? 
9-18. Show that an alternative statement for the ex- 
ponential decay in time of a large number of unstable 
particles-the radioactive-decay law--can be given as 
follows: The factor by which an initial number of un- 
stable atoms is decreased for any one time interval is 
independent of the starting time. 

9-19. Show that the mean life T., of a radionuclide 
having a decay constant A is given by 

JE0 t dN T., = - = 111 
J;, dN 

9-20. What fraction of the 2J:U atoms in existence at 
the creation of the universe 10 billion years ago still 
survive? The half-life of 23:U is 2.25 x 1016 s. 

9-21. Show that 1 g of radium 226 (TI,, = 1,620 yr) 
has an activity of 1.00 Ci (curie). (This was the basis 
of the original definition of the curie.) 

9-22. What is the probability that a free neutron with 
a kinetic energy of >'j- eV will decay to a proton in travel- 
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ing a distance of 1.0 km? The neutron's half-life is 
12 min. 
9-23. How many grams of 3H (half-life 3.87 x lo3 s) 
will produce an activity of 1 mCi. 
9-24. Carbon present in the atmosphere is found to be 
radioactive because of the presence of ':C. Prior to the 
advent of nuclear weapons, the specific activity of such 
atmospheric carbon was found to be 15.3 disintegra- 
tions/(g)(min). The half-life of l:C is 5.74 x lo3 yr. 
(a) What proportion of atmospheric carbon is l:C? 
(b) The activity of the carbon in a certain biological relic 
is 2.5 disintegrations/(g)(rnin). How much time has 
elapsed since the death of this specimen? 
9-26. Species A decays with decay constant 1, into 
species B which decays in turn with decay constant 
1, into species C. Assuming that there are originally no 
nuclei of species A, show that after time t the number 
of atoms of species C is noe-(434+A8)r. 
9-26. In a particular sample of mica the ratio of 5:Sr 
to X:Rb is 0.060. Assuming that the has been 
produced solely by the decay of 87Rb, what is the age of 
the sample? 
9-27. An a emitter decays with the emission of two 
distinct groups of a particles having respective kinetic 
energies of K1 and K2. Show that y rays having an 
energy of (Kl - K2)(A - 4)/A, where A is the mass 
number of the parent nucleus, are expected to be emitted. 
9-28. Iridium 191, a suitable radionuclide for Moss- 
bauer experiments, decays from an excited nuclear 
state of mean life 1.5 x 10-lo s with the emission of a 
129-keV y ray. (a) What is the natural linewidth (in eV) 
associated with this transition? (b) What is the resolu- 
tion of the photons emitted by iridium 191, as measured 
by the natural linewidth divided by the photon energy? 
9-29. That a photon has not only a mass m = hv/c2 
but also a wight mg = (hv/c2)g was established in the 
1960 experiment of R. V. Pound and G. A. Rebka, Jr., 
through the use of the Mcssbauer effect. In a vertical 
fall toward earth through a distance y the photon 
frequency increases from v to v' according to the energy- 
conservation relation hv + mgy = hv', or hv + 
(hv/c2)gy = hv'. Assuming the frequencies v and v' to 
be nearly equal, one obtains v' = v(l + gy/c2). (a) Show 
that for y = 20 m, as it was in the Pound-Rebka experi- 
ment, the fractional change in photon frequency is 
2 parts in 10'" (b) If the 14.4keV photons from an 
57Fe* source in a crystalline lattice fall 20 m downward, 
the peak in the y-ray line of the y-ray source at  the 
top does not match exactly the peak in the absorption 
line of an 57Fe absorber at  the bottom, because of the 
frequency shift of 2 parts in l O I 5  arising from the 
gravitational interaction with the photon. In what 
direction (up or down) and with what speed must the 

absorber be moved if the emission and absorption peaks 
are to correspond exactly? 
9-30. What is the maximum possible kinetic energy of 
the electron emitted in the decay of ldC? 
9-31. What modes of decay are energetically possible 
for the following unstable nuclides; (a) t$K; (b) :tCa; 
(c) :XV; and (d) ::Mn? 
9-32. Of any group of radioactive atoms having the 
same decay constant, some will survive decay for an 
essentially infinite period of time. (a) On this basis, 
convince yourself that the mean life of the species must 
exceed the half life. (b) Show that the mean life always 
exceeds the half-life by 44 percent (see Prob. 9-19). 
9-33. (a) Show that the basic assumption for radioactive 
decay-that each unstable atom's decay is independent 
of its past history-implies that the fractional number 
of particles decaying per unit time is a constant, 
(dN/N)/dt = -1. The negative sign implies that the 
number N of unstable atoms at any instant of time 
decreases with time. (b) Integrate this differential 
equation to arrive at  the law for radioactive decay. 
9-34. Mercury 206 has a half-life of 450 s and emits 
electrons with a maximum kinetic energy of 1.31 MeV. 
What is the radioactive power output, in microwatts, 
of a 1-mCi sample of this lead? 
9-35. Calcium 41 decays by electron capture. What 
are the (a) energy and (b) momentum of the emitted 
neutrinos? (c) What is the recoil kinetic energy of 
each potassium 41 nucleus? 
9-36. A :Be* nucleus may decay to the ground state 
with the emission of a 17.6-MeV y ray. With what 
kinetic energy does it recoil? (The beryllium 8 nucleus 
is highly unstable and decays rapidly to two a particles.) 
9-37. The unstable nuclide :Be decays by electron 
capture to the ground state of :Li. Some of it decays, 
however, to a 0.48-MeV excited state of :Li. What 
monoenergetic (a) neutrinos and (b) photons are emitted 
by a sample of :Be? 
9-38. The unstable nuclide $bCa decays by electron 
capture. (a) What is the total energy released in this 
$bCa decay? (b) What is the energy of the neutrino? 
(c) What is the recoil kinetic energy of the t i K  nucleus? 
(d) What fraction of the energy released is carried by 
the daughter nucleus? 
9-39. What is the minimum energy an antineutrino 
may have for capture by a proton so as to produce a 
neutron and positron? 
9-40. Free neutrons at rest decay by 8- emission. 
What is the maximum possible kinetic energy of (a) the 
protons, (b) the electrons, and (c) the antineutrinos? 
9-41. In the naturally radioactive series beginning 
with uranium 238 there are five successive a decays, 
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beginning with 29j$U and ending with 2d$Pb. (a) Show operating in a decay, why is 20Ne emission much more 
that the emission of a nucleus of :gNe by 2,3:U is ener- improbable than the emission of five :He particles in 
getically allowed. (b) Considering the tunnel effect sequence? 
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10-1 LOW-ENERGY NUCLEAR REACTIONS 

In the last chapter we saw that unstable nuclei will decay spon- 
taneously, changing their nuclear structure without external influence. 
One can, however, induce a change in the identity or characteristics of 
nuclei by bombarding them with energetic particles. The change is 
known as a nuclear reaction. 

Thousands of nuclear reactions have been produced and identified 
since Rutherford observed the first one in 1919. The bombarding particles 
were, until the development of charged-particle accelerators in the 
1930s, those emitted from radioactive substances. It is now possible 
to accelerate charged particles to energies up to 400 GeV. When 
particles of such great energy strike nuclei, they severely disrupt them 
and may create new and strange particles. These so-called high-energy 
reactions and the particles participating in them will be discussed in 
C h a ~ .  11. 

We shall be concerned in this chapter with low-energy nuclear 
reactions, reactions in which the incident particles have energies no 
greater than, say, 20 MeV. All such reactions have several features in 
common : 

The bombarding particle is typically a lightweight particle: an a particle, 



y ray, proton, deuteron, or neutron. 
The reactiom typically involve the emismion of am other of guch 
particles. 

No such particles as mesons or baryons are created. 

W e  shall illustrate several types of nudear xeaction with examples 
that have been important in the history of nuclear physics, 

In the h t  observed nuclear reaction (1919) Rutherford used K 

particlea of 7.68 MeV from the naturally radioactive element 2:tPo. 
When the a particles were sent through a nitrogen gas, most of them 
were either undeflectd by the nitrogen nucIei or elastically ~crtttered in 
dose encounters with them. Rutherfmd found, however, that in a few 
collisions (about 1 in 50,000) protons were produced, according to the 
nuclear reaction 

In this reaction an o partide strikes a nitrogen 14 nudeus, producing a 
proton and an oxygen 17 nudeus. Butherford identified the emitted 
lightweight particles as protons by measuring their range, which 
exceeded that of the incident I* particles (see Sec. &I). That the particles 
emitted in this reaction are protona haa since been established by 
meaeuremenb of the charge-to-mass ratio with a magnetic field. A cloud- 
chamber schematic of the reaction, Fig. 10-1, #horn the tracks of the 
incident u particle, the emitted proton, and the recoiIing oxygen nucleue. 
The reaction represents induced trammutation of the element nitrogen 
into a stable isotope of oxygen; a- or B-radioactive decay reprmenh, of 
course, spwntaneoua mnsmutatian of one element into another. 

The laws of conservation of electric charge and of nucleons are 
satisfied in all nuclear reactions; therefore, the presubecripts giving the 
electric charge ofthe particles and the presuperecripts giving the number 
of nucleons in each particle each s u n  to  the same amount on both Bides 
of the equation. The reaction may be written in abbreviated form as 
follows : 

'SNh, P)';O 

where the light particles going into and out of the reaction are written in 
parenthesee between the gymbola for the target and product nuclei. 

Until 1932 all nuclear reactions were produced by the reIatively 
highenergy a particles or y rays from naturaUy radioactive  material^. 
In that year J. D. Cackcroft and E. T. S. Walton, wing a 500-keV - - 

accelerator, o b m e d  the first nuclear reaction produced by tvt5cialIy 
acoelerated charged p-icles. They found that a particles were emitted 
when a lithium target was struck by m t o n a  with energies of 500 keV, 1'0 

according to the reaction ---% 

The emitted a pparcles each had an energy of 8.9 MeV; thus, an energy 
of 0.5 MeV had been put into the reaction, and 17.8 MeV wes released 

~ ~ f ; ~ - ~ ~ m ~ ~ ~ ' ' n ~ ~ ~ f ~ e  
kinetic energy of the emerging particles. Here is a striking example of reacrion, ':N(a, p)';O. 
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the release of nuclear energy. The total amount of energy released was 
trifling, of course, since most of the collisions between the incident 
protons and target nuclei did not result in nuclear disintegrations. 

In the two reactions described above the product nuclei were stable. 
The first nuclear reaction leading to an unstable product nucleus was 
observed by I. Joliot-Curie and F. Joliot in 1934. In the reaction an 
aluminum target is struck by a: particles, leading to 

The product nuclide is not stable but decays with a half-life of 2.6 min 
into a stable isotope of silicon by /!?+ emission: 

where v is a neutrino. The production of unstable nuclides that spon- 
taneously disintegrate by the law of radioactive decay is a feature of 
many nuclear reactions. The nuclides are said to exhibit artificial 
radioactivity. Indeed, nuclear reactions are the only means of obtaining 
artificial radioactive isotopes, or radioisotopes. The radioisotopes are 
chemically identical with the element's stable isotopes. If a small amount 
of radioisotope is added to stable nuclides of the same element, it can 
serve, through its radioactivity, as a tracer of the element; that is, 
the presence and concentration of the element can be determined by 
measuring the radioisotope's activity. 

The discovery of the neutron came as a result of a nuclear reaction 
observed in 1930 by W. Bothe and H. Becker, the bombardment of 
beryllium by a particles : 

It was thought at first that the products were a y ray and the stable 
nucleus 'gC, rather than a neutron and '%C, because an extremely pene- 
trating radiation was found to result. Then Curie and Joliot in 1932 
found that when the resulting radiation fell on paraffin (which consists 
largely of hydrogen), protons with energies of about 6 MeV were emitted. 
This was interpreted at first in terms of the Compton effect, in which a 
y-ray photon makes a Compton collision with a proton and ejects it from 
the paraffin. The photon energy required to transfer 6 MeV to protons is 
easily found from Eq. (4-17) to be nearly 60 MeV. It is easy to show from 
the conservation of mass energy that less than this amount of energy 
would be released in a :Be(a, y)':C reaction. Therefore, the photon 
hypothesis was untenable. 

The proper interpretation of these experiments was given by 
J. Chadwick in 1932, who showed that all experimental results were 
consistent with the assumption that an uncharged, and therefore highly 
penetrating, particle having a mass nearly that of the proton was being 
emitted. By the conservation of mass energy, such a particle would be 
emitted with an energy of about 6 MeV, and when the neutron struck a 
proton head on, it would come to rest, transferring its momentum and 
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energy to the proton. 
Neutrons are emitted in many nuclear reactions and can themselves 

be used as bombarding particles. One of the important neutron-induced 
reactions is that in which a neutron is captured by a target nucleus and a 
y-ray photon is emitted. This reaction is known as neutron radiative 
capture. For example, 

::Al + tn  + y + ::Al 
?3Al(n, y):!Al 

The product nucleus, an unstable isotope of the target nucleus, decays 
by B- decay: 

::Al + ::Si + 8- + i~ 

where iJ is an antineutrino. 
Since the neutron has no electric charge, the neutron radiative 

capture process can occur when a neutron of almost any energy strikes 
(almost) any nucleus; the heavier isotope thus produced frequently is 
radiactive, and the absorption of neutrons is, therefore, a common means 
of producing radioisotopes. 

Another important type of reaction resulting from neutron bombard- 
ment is that in which a charged particle, such as a proton or a particle, is 
emitted. Such a reaction offers a method of detecting neutrons, because 
the emitted charged particles produce detectable ionization. One reaction 
frequently used in neutron detection is 

Photodisintegration is the nuclear reaction in which the absorption 
of a y-ray photon results in the disintegration of the absorbing nucleus. 
An example is 

::Mg + y + :H + ::Na 

: W ( Y ,  p)::Na 

followed by ::Na + :iMg + B- + C. 
A special type of low-energy nuclear reaction is that of nuclear 

fission. In this reaction, which we shall discuss in more detail in Sec. 10-7, 
a low-energy neutron is captured by a very heavy nucleus, and the re- 
sulting aggregate splits into two moderately heavy nuclei along with a 
few neutrons. 

We have listed only a few of the many known nuclear reactions. 
One general statement concerning low-energy nuclear reactions involv- 
ing the light particles (p, n, d, a, and y) either bombarding or emerging, 
may be made: Nuclear reactions with essentially all possible com- 
binations of ingoing and outgoing light particles occur. 

10-2 THE ENERGETICS OF NUCLEAR REACTIONS 

Consider the generalized nuclear reaction X(x, y)Y, where X is the 
target nucleus, x is the bombarding particle, y is the emergent 
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light-weight particle, and Y is the product nucleus. The target nucleus 
is assumed to be at rest (Kx = O), and the kinetic energies of x, y, and Y 
are denoted by K,, Ky, and Kr, respectively. 

The disintegration energy, or Q value, of a radioactive decay has 
been defined as the total energy released in the decay [Eq. (9-29)]. In a 
similar way the Q value of a nuclear reaction is defined as the total 
energy released in the reaction; that is, Q is the kinetic energy coming 
out of the reaction less the kinetic energy going into the reaction: 

The total relativistic energy of a particle is the sum of its rest energy and 
its kinetic energy; the conservation of mass-energy requires, then, that 

where m,, Mx, my, and My are the rest masses. Combining the two 
equations gives 

This equation shows that Q/cZ, the mass equivalent of the energy released 
in the reaction, is simply the total rest mass going into the reaction less 
the total rest mass coming out of the reaction. Thus, the nuclear energy 
released in a reaction can be computed directly from the masses of 
the participating particles or, if one of the masses (most often that 
of the product heavy nucleus) is not known with precision, it can be 
computed if the Q value is determined from measurement of particle 
kinetic energies. 

Nuclear energy is released in a reaction when Q > 0; such a reac- 
tion, in which mass is converted into the kinetic energy of the outgoing 
particles, is known as an exothermic, or exoergic, reaction. A reaction in 
which nuclear energy is absorbed, or consumed, with Q < 0, is called 
endothermic, or endoergic. An endothermic reaction may be thought of as 
an inelastic collision in which the identity of the colliding particles 
changes and kinetic energy is at least partially converted into mass. 

A rather special sort of reaction is that in which the incoming and 
outgoing particles are identical, x = y and X = Y. If no kinetic energy 
is lost (Q = 0), the reaction is an elastic collision; if energy is lost 
(Q < O), the reaction is an inelastic collision. 

Let us compute the Q of the reaction :Lib, a)-):He in which y = Y, a 
somewhat atypical reaction. We may use the neutral atomic masses of the 
four particles because in the change from nuclear masses to atomic 
masses an equal number of electron masses is added to both sides of 
(10-2). 

Mass iH = 1.007825 
Mass :L = 7.016004 

m, + Mx = 8.023829 u 
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Mass :He = 4.002603 
Mass :He = 4.002603 
my + My = 8.005206 u 

Q = 0.018623 u x 931.5 MeV/u = 17.35 MeV 

This reaction is exothermic, 17.35 MeV being released; thus, the total 
kinetic energy of the two outgoing a particles exceeds the kinetic energy 
of the incoming proton by that amount. In the original Cockcroft- 
Walton experiment the incident protons had an energy of 0.50 MeV; 
therefore, the total energy carried by the two a particles was expected to 
be 17.35 + 0.50 = 17.85 MeV, or about +(17.85) = 8.93 MeV for each a 
particle. The measured energy of the a particles was in good agreement 
with the expectation. This and all other reactions between particles 
whose masses and kinetic energies are known gives striking confirmation 
of the relativistic mass-energy equivalence. 

Because y = Y in this reaction, the two particles emerging from the 
collision have nearly equal kinetic energies and momenta (magnitude). 
When a reaction involves masses My >> My, then the energies are Ky << 
K,,, most of the kinetic energy being carried by the light particles. 

Energy is released in an exothermic reaction; therefore, it is ener- 
getically possible for an exothermic reaction to occur even when the 
energy of the bombarding particle is nearly zero, although the prob- 
ability of its occurrence may be very small. On the other hand, an 
endothermic reaction cannot occur unless the incident particle carries 
kinetic energy. At first thought it might appear that an endothermic 
reaction with a Q of, say, -5 MeV would be energetically possible if 
5-MeV kinetic energy were carried into the collision by the bombarding 
particle, but this is not so. The value of K, must, in fact, exceed the 
magnitude of Q for the reaction to go. The reason is that linear mo- 
mentum must be conserved in every nuclear reaction, and because of 
this a fraction of the incident particle's energy is unavailable. 

10-3 THE CONSERVATION OF MOMENTUM IN NUCLEAR 
REACTIONS 

The total linear momentum of any isolated system is constant in 
magnitude and direction; momentum conservation holds as well in 
nuclear collisions and reactions as in macroscopic systems. Therefore, 
the total vector momentum of particles in a nuclear reaction must be the 
same before and after the reaction. 
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If the target nucteus X is at rest in the laboratory, the total me 
mentum of the system before the colIision is  imply m,v,, the momentum 
of the incident particle (we aeeume that the energie~ of the particles are 
never more than a few MeV, so that the classical expreasiona for momen- 
tum and kinetic energy apply). The momenta of particles y and Y 
emerging from the reaction muet, therefore, add as vectors to yield a 
vector along the direction of the incident particle whose magnitude is 
na,v,, as shown in Fig. 1@2. ma means that it is impossible for both the 
resulting particles y and Y to be at rest, for then the total momentum 
after the reaction would be xeero. 

Now consider the reaction from the point of view of an observw in a 
reference fkame in which the system's center of mas@ ia at re&. By 
definition, the center-of-mass reference frame is that reference frame in 
which the system's total momentum is zero.? Then 

where M is the system's total m m ,  v, and v2 are the wpective velocities 
in the laboratory reference frame of masaes m, and m,, and vm is the 
velocity of the center of mass relative to the laboratory. Applied to the 
reaction of Fig. 10-2, with paFticle X at rest in the laboratory, this 
relation becomes 

Figure 10.3 ahom the reaction as seen by an observer at rest in the 
laboratory and as seen by an observer in the center-of-mass reference 
frame. In the laboratory the center of mans travels at the constant 
velocity v,, bath before and after the colIision. In the center-af-mass 
reference frame the center of maaa remains at rest; particles x and X 
approach it in oppoaite directions with momenta of equal magnitudes 
before the collision, and particles y and Y recede from it in opposite 
directions with momenta of equal magnitude8 after the coIlision. 

If a reaction is to take place at all, it must be energetically allowed 
in the center-of-mass reference &me. In a perfectly elastic reaction 
{Q = 0) the total kinetic energy of the particIes leaving the site of 
colIision is the same as that of the particlea approaching. In an exoergic, 

- - - - or explosive, reaction (Q > 0) the total  kinetic energy of the particles 
leaving the collision exceeds that of the particles approaching. In a 

7% ~1fyYy perfectly inelastic, or endoergic, reaction (Q < 0) the particles leaving 4 the collision are at rest in the center-of-mass reference frame.t Now, if 
particles y and Y are at reat in the centersf-mass reference bme, they 
are clearly in motion, with nonzero kinetic energy, in the laboratory 
reference frame, Since they must be in motion in the laboratory frame 
in order to ensure momentum conservation, not all of the energy that 

FIG.10-2. Limfmomsnla 
of the incident perticle x and 

fh emerging particles y and Y t See Weidner and Belle, Elemntury MolssricaI Ph~8ic13,Znd ad., Sec. 8 5 .  
in e nuclear l88cfjon. f Ibid., Sec. 106. 
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Before cotlision After collision 

( a )  As seen in the laborat.ory 

Before collision After collision 

( h )  seen from the center of mass 

goea into the collision as viewed in the laboratory, Kx = +mvX2, ie 
available to be consumed, or diseipated, in an endoergic reaction. Only 
a portion of K, can be consumed; the remainder is energy that may be 
thought of as being carried by the system's center of mass. 

The kinetic energy Km'of the system'a center of masm is given by 

which becomw, through the use of (10-4), 

FIG. 10-3. Nuctew collkion ot 
reaction as smn (a) in the 
Iaborstory and (b) ftom tha 
center-of-mess mfmnce frame. 

Then the awihbk energy K,, that portion of K, which is not carried by 
the center of mass, is given by 
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FIG. 10-4. Number d prom 
from h ':N(a P ) ~ : O  rumtion 
6s 8 Junc?iun d h a-p.ru'eb 
snstgy, indicdng a rhreshtd 

of f.53 MeV. 

Tbis equation &OWE that only a fraction, Mx1(mX + Mx}, of the incident 
particle's kinetic energy ie awdable Eor hipation in the raaction. If a 
reaction ia endoergic, with Q c 0, it cannot take place dm- an amount 
of energy equal in magnitude to Q M supplied to the colliding partid-; 
that is, it can occur only if K, = -Q (note that Q ia intrinsically 
negative). Then the value of K, for which the reaction becomes ener- 
getically just possible, the thmlrotd energy, ia K, = Ktb. Making theae 
8ubstitutions in (10-6), we have 

It muet be emp-ed that this equation appliea only when the colliding 
parkiclea move at s p e d  amall compared with c and when the magnitude 
of Q is small compared with the en&= of particlea x, X, y, and Y. 
In other worda, thie thhold-kinetioeawgg relation was arrived at by 
classical mechanlw, 

Consider the endothermic reaction '$N(or, p)l@. Fmm a compari~~n 
of the ma~serr of the participating partid- it i eaay to mhow that 
Q = -1.18 MeV. We can take Mx tu be 14 and m, to be 4. Then the 
threehold energy, or the minimum a-partide energy requid for this 
reaction, is, h m  (IM), K,, = - ( - I.18)(#) = 1.62 MeV. Thie result is 
c o b e d  by experiment. When a particlea with energiea lesa than this 
strike nitrogen, no protons are released; after the thrsshold has h n  
reached and exceeded, the reaction takes place* aa ia indicated by the 
appearance of protona (see Fig. 1W). The Q v a l w  of endothermic 
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reactions can, therefore, be determined quite directly by observing the 
threshold energy of the reaction and applying (10-6). 

To derive the general, relativistic relation for the threshold kinetic 
energy of the incident particle in an endoergic reaction we recognize 
that, whereas a particle's relativistic momentum p = mv and total 
relativistic energy E = mc2 depend upon the reference frame in which 
these quantities are measured, the particle's rest energy Eo = moc2 is 
an invariant and has the same value for all observers (Sec. 3-4): 

More generally, the total rest energy of an isolated system of particles is 
invariant for observers in all inertial frames if E and p represent the 
system's total relativistic energy and (vector) momentum. Thus, both 
before or after a reaction X(x, y)Y has taken place, the total rest energy of 
the system is the same in the laboratory reference frame, in which the 
target particle X is free and initially at rest, as in the center-of-mass 
reference frame, in which the total momentum is, by definition, always 
zero. Therefore, 

Moreover, since we are considering an endoergic reaction in which the 
incident particle x has just enough kinetic energy, as measured in' the 
laboratory, to allow the reaction to take place (the threshold energy 
Kt$), we know that the system's total kinetic energy after the reaction, as 
measured in the center-of-mass reference frame, is exactly zero. 

In the center-of-mass reference frame the system's total momentum is 

and, after the reaction has occurred at the threshold, its total relativistic 
energy is 

Ecn = Eoy + EOY 

where Eoy and Eo, are the respective rest energies of particles y and Y. 
Note that the kinetic energies of y and Yare zero. 

In the laboratory reference frame the system's total momentum 
before the reaction is just that of particle x, 

since particle Xis initially at rest in the laboratory. The total relativistic 
energy before the reaction, as measured in the laboratory, is 

where we recognize that the total energy Ex of particle x is its rest energy 
Eox and kinetic energy Kth. The kinetic energy of X is zero. 

Then, substituting the relations for pcM, ECM, PIab, and E,,, in the 
general relation for total rest-energy invariance, we have 
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However, we know that for particle x alone 

Eo,Z = Ex2 - ( p ~ ) ~  = (Eox + KtJ2 - (PA2 

Then, by eliminating ( p ~ ) ~  between the two equations above, we have 

(Eox + Kt, + Eox)' + [Eo,Z - (Eox + Kt,)'] = (Eoy + Ear)' 

Solving for Kt, we finally obtain 

If we use the symbols m,, Mx, my, and My to denote the rest masses of the 
particles (omitting the zero subscript), we can write the threshold kinetic 
energy of particle x in terms of rest masses as follows: 

Recalling that the total reaction Q is defined as Q/c2 = (m, + Mx) - 
(my + My), we find that an alternate form of (10-7b) is 

The minus sign appears here because the reaction is endoergic and Q is 
intrinsically negative [note that with m, + Mx w my + MY and the 
reaction Q then small compared with the rest energy of any of the 
particles the equation reduces to the classical approximation given in 
(10-6)l- 

Although we have been concerned with a reaction that produces 
only two outgoing particles, it is a simple matter to generalize our results 
to situations in which three or more particles may emerge. We note 
that within the parentheses of (10-74 appears the total rest mass of all 
particles entering into and emerging from the reaction. The equation 
may then be written more generally as 

rest energy of all particles entering and 
leaving the reaction 

Kt,, = - 
2(rest energy of target particle) 

(10-7d) 

Equations (10-7) are, of course, merely alternative forms of the same 
basic relation for the threshold kinetic energy. 

EXAMPLE 10-1. With what minimum kinetic energy must a proton collide with 
a second, free proton at rest in order to create a proton-antiproton pair accord- 
ing to the reaction 

where p+ denotes a proton and p- an antiproton? 
We call the rest energy of a proton or an antiproton Eo. Since two 

additional particles, each of rest energy Eo, are created in the reaction, we 
have Q = -2Eo. The total rest energy of all particles entering into the 
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reaction (2 protons) and leaving the reaction (3 protons and 1 antiproton) is 
6E0. Then with the use of Eq. (10-7d) we find 

The incident proton's kinetic energy must be at least six times its rest energy, 
or 6Eo = 6(0.94 GeV) = 5.64 GeV, to create an antiproton (together with a 
proton). On the other hand, when two protons, each with a kinetic energy 
Eo of only 0.94 GeV collide head on in the laboratory, an additional proton 
and antiproton may be created in the collision; in this instance the laboratory 
reference frame is the centersf-mass reference frame, and none of the kinetic 
energy of the colliding particles is "wasted," or made unavailable, in order to 
conserve momentum. Since only a fraction of the incident particle's kinetic 
energy is available for creating particles when the target particle is at rest 
in the laboratory, consideration has been given to the use of colliding beams 
of particles moving in opposite directions. 

EXAMPLE 10-2. What is the minimum energy of a photon needed to create an 
electron-positron pair through interaction with a free electron initially at rest? 

We know that when a photon interacts with a massive particle, such as a 
nucleus, and produces an electron-positron pair, its threshold energy hv,,. 
is 2Eo = 2(0.51 MeV) = 1.02 MeV, where Eo is the rest energy of an electron 
or positron (Sec. 45). The massive particle serves to carry away some of the 
incidence photon's momentum but hardly any of its energy, so that essentially 
all of the photon's energy hv is available for the creation of an electron- 
positron. For the following reaction, however, 

we must ilivoke the general relativistic threshold relation. 
The most convenient equation to use is (10-7d). The total reaction energy 

is Q = - 2Eo. The total rest energy of all particles entering and leaving the 
reaction is 4Eo, since 1 electron enters the reaction (the incident photon 
has zero rest energy), and 2 electrons and 1 positron leave the reaction. Thus, 
we have, through the use of (10-7d), 

which is twice the minimum photon energy for pair production by interaction 
with a massive particle. 

10-4 CROSS SECTION 

The decay of unstable nuclei is characterized, not only by the energy 
released in the decay products, but also by the half-life, or decay constant, 
of the disintegration process. For an unstable nucleus the decay constant 
rZ gives a measure of the probability of the occurrence of the decay in 
time. We wish to introduce a quantity, called the reaction cross section, 
that measures the probability of occurrence in space of a nuclear 
reaction. The conservation laws of energy and momentum tell us 
whether the reaction is possible; the cross section tells us whether the 
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reaction ia probable and how probable it is. 
, Consider Fig. IO6, which showa a number of target nuclei X exposed 
ta an incident beam of particlea x. Each X n u c h  has associated with it 
an area n, caIled the croes section, which is imagined to be oriented at 
right angles to the incidence of the particles {which are regarded aa 
point masses). Each croesqectbnal area is m e d  to be so mall that in 
a reasonably thin target material no one nuclew is hidden from the 
incident particles by any other nucleus. The area of the crma section is 
so chosen that, if an incident particle strikee the area @, the reaction 
X(x, y)Y takes place, and if it misses, the reaction does not take place. 
The intrinsic probability of the occurrence of a nuclear reaction is, 
therefore, directly proportional to ita cross section u. 

We take the number of incident particlea in a thin foil of thicknm t 
and area A to be nl, The number of thew particles undergoing the 
nuclear reaction X(x, y)  Y is q, which therefore represente the number 
of y, or Y, particles produced. The number of *get nuclei per unit 
volume is N, each with nuclear-reaction crow section u. Since the total 
number of nuclei in the target foil is N(At), the total e x p o d  area re- 
sulting in reactione is cNAt The ratio n,/nr of the * particlea under- 
going reactiom to the htd number incident on the foil must be equal to 
the ratio of the total target area oNAt to the totaI foil area A; then 

= oNAtlA, or 

Thin derivation of the reaction cross section is analogous to that of the 
scattering crms section, described in Sec. 6-1. It shows that the pmb- 
ability nJn( that sn incident particle will undergo a nuclear reaction L 

X particle 
/ 

x particle 
* 

Area A 
f 

FIG.lO-5. Tsrgstnu~MX 
En a tergat of thickness 1. 

a m  A. 8nd cross section u, 
being stluck by X p#~?k/eS. 
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proportional to the reaction cross section a, the number N of target 
nuclei per unit volume, and the thickness t of the target foil. The 
common unit for measuring nuclear cross sections is the barn, which is 

cm2 = m2 = 100 fermi2. As nuclear cross sections go, one 
of m2 is relatively large; for an incident particle to hit a nuclear 
target having a cross section of 1 barn is as easy as hitting the side of a 
barn. Cross sections vary fiom one reaction to another. Furthermore, 
they are usually dependent on the energy of the bombarding particle. 

EXAMPLE 10-3. Consider the radiative capture of W k e V  neutrons by alumi- 
num in the reaction f:Al(n, y)f gAl. The neutron-capture cross section in 
aluminum has been measured as 2 millibarns = 2 x lo-" m2. Suppose that a 
neutron flux of 10l0 neutrons/cm2-s is incident on an aluminum foil 0.20 mrn 
thick. What is the number of neutrons captured per second in a l-cm2 area 
of the foil? 

We can compute the density N of aluminum nuclei from the ordinary 
density of aluminum, 2.70 g/cm3, Avogadro's number, and the atomic weight of 
aluminum, 27. Then 

N = (2.7 g/cm3)(6.02 x loz3 atomslg-mol)/(27 g-mol) 
= 6.02 x 1OZ2 nuclei/cm3 

From (10-8) we have 

n, = npNt 
= (loi0 neutrons/cm2-s)(2 x loz7 cm2)(6.02 x loz2 nuclei/cm"(2 x lo-" cm) 
= 2.4 x lo4 neutrons/cm2-s 

Since there were 1010 incident particles per square centimeter per second, 
only 2.4 out of every lo6 neutrons striking the foil are captured in the reaction 
f ;Al(n, YE !A. 

Because the cross section gives a measure of the probability that the 
nuclear reaction will occur, its measurement and interpretation in 
the light of nuclear structure have been important activities in nuclear 
physics. In reaction cross-section experiments monoenergetic x particles 
strike a target; the cross section is measured by determining either the 
number of y particles or Y particles produced by a known number of x 
particles. The y particles emerging from a target can be counted by 
particle detectors, and the Y particles (often unstable) can be counted by 
measuring the radioactivity resulting from their decay. Chemical 
quantitative analysis of the Y atoms is difficult because their concentra- 
tion is typically very small. 

A few general remarks concerning reaction cross sections are made 
in the following paragraphs. 

In an endothermic reaction, one that cannot proceed unless energy is 
added to the combining particles, the reaction cross section is necessarily 
zero until the threshold energy is exceeded. 

Reactions in which the incident particles are neutrons, particularly 
the radiative-capture reactions (n, y), may show large cross sections 
even when the energy of the bombarding particle is extremely small. 
Unlike a charged particle, a neutron is undeflected by the electric charge 
of the nucleus, and it can quite easily come within the range of the 
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FIG. 10-6. N m  Ed- 
wodp sectian for indium RS a 

lunerhn of neutron energy. 

nuclear force and react with the nuclew at now ~pgeds. A typical 
Ira, y )  moms section is shown in fig. 10-6 aa a function of the neutron 
energy= It is seen that, apart horn the quite pronounced *, the cross 
eection increases as the energy or speed of the neutrons d m - .  In 
fact, tr ia found to be closely proportional to llu, where v L the neutron 
speed, This l l v  law may l~ stated as follows : The probability that a 
neutron will be captured is directly proportional to the time it spends in 
the vicinity of any one bombarded nucleus, or invemely proportional to 
its speed. The peaks in the cross-&ion curve are r e f d  to as nz- 
sonances ; their interpretation, to be discussed in Sec. 1@5, gives informa- 
tion on nuclear energy levels. 

When charged particles etrilre a *get nuclew, the size of the 
reaction crms section ia  influenced by the fact that they are repelled by 
the coulomb force. If it were not for the phenomenon of the tunnel 
effect, or barrier pnetmtion (Secs. 6-10 and 9-10), low-energy charged 
particles codd not come within the range of the nuclear force of the 
target nucleus, the nuclear reaction could not occur, and the reaction 
crow-section would be zero. Incident charged partid- with energies 
even leas than 1 MeV (much Iess than the height of the coulomb potential 
barrier), do undergo nuclear reactions, indicating that the coulomb 
barrier has been penetrated. The probability of h i e r  penetration 
depende very much on the barrier height and thicknea. The more 
energetic the incident charged particle, the more easily it can penetrate 
the barrier; see Fig. 1G7. It foIlows that the reaction morn -ion will, 
in general, increase with the energy K,, as ahown in Fig. 10-8. 



FIG.lO-7. R e p m m n ~ p b t h  
rersb've nuclear hmWS to bs r pen#ared b y  low-energy end by 
high-energy lneldmt cherged 
particles- 

10-& THE COMPOUND WUCLEUS AND NUCLEAR ENERGY LEVELS 

For an introduction to the concept of the compound nucIetw let us 
compute the energy with which the "laeta' (least tightly bund) neutroa 
in the mble cadmium nuclide is bound to the other 113 nucleons. 
This mparation energy is just the amount of energy that must bs added 
to the nuclide to separate the last neutron, leaving the stable hotope 

4 5 

Ex (MeV) 
FIG. 1 PB. I m m a ~  in rho erart 
mEtion of8 nuelew m i o n  with 
proton energy. 
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':;Cd. The separation errergy E, i~ Ewnd directly by comparing the 
masaw of i n  + '::Cd and 48 "Cd: 

E, = [(1.O[Y8665 + 112.904409) - (113.W33€il)] u x 431.6 MeVju 
= 9.048 MeV 

Therefore, if 9.05 MeV of energy is absorbed by the nuclewJ a free 
neutron a ~ d  a ':;Cd nucIeus are formed, both particles being at re&. 
Symbolically, 

'i;Cd + 9.06 MeV -* + on ' 
Now imagine the pmmm to be reversed, m that we bring together a 

neutron and a 'UCd nueleue, both with zero h e t i e  energy, to form a 
' f$d nuclew. Ne energy need be added to the partides to make them 
amalgamate, since the neutron will be attracted by the nuclear force of 
the nuclide when it is ~ a c i e n t l y  close to it. The cadmium 114 nucleus 
then formed will not, however, be in ita ground state; instead, it will be in 
an excited &ate, wlth an excitation energy of 9-06 MeV. The nucleus 
':;CdZ (the asterigk denotea an excited atate) is unetabIe and will 
quickly decay to its ground &ate by the emission of pray photon af 
8.05 MeV. The overall process may h written 

YiCd + &n -, ':;fCd* + y(9.05 MeV) + ':tCd 

W e  haw just degcribed the neutron sadiativmxphm reaction 
':;Cd(n, y)"zCd. This reaction t&ee place in tum &ages: the amalga. 
mation of the two original particle. to form a single nuclew in an excited 
state and the decay from this intermediate atate to the products of the 
reaction. The energetic8 of the proceaa are ~hown in Fig. 10-9, where the 
total energiea of the particlee going into and coming out of the reaction 
are displayed. 

The neutron xadiative-capttm reaction illustraEee a feature that is 
common to  most law-energy nuclear reactions: the formation and 
decay of a compound nucleus. The existence of the compomd nucleus as 
an intermediate &age in nuclear reactiom wae proposed by N. Bohr in 
in 1936. The assumptiom are them. 

Excitation 
energy of 

--9.05 MeV compound 

T-----+ nucleus 

Total I I 
energy 

FIG. 10-9. Enwgy-bvsl 
d I m m  of a neutron radiative - 0 
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1. For the reaction X(x, y)Y the particles x and X combine to form the 
compound nucleus C, invariably in an excited state: X + x + C*. 
The energy carried into the reaction by x is quickly shared among all 
the nucleons in the compound nucleus. 

2. The compound nucleus C* exists for a long time compared with the 
nuclear time ( w  s), the time for a nucleon with a few MeV of 
energy to traverse a nuclear dimension. The average lifetime of a 
typical compound nucleus is nevertheless so short that C* is not 
directly observable. We may say that the compound nucleus lives so 
long that it has no "memory" of how it was formed: Because it does 
not remember its formation, various x and X particles can form the 
same nucleus C* in the same excited state, as shown in Table 10-1. 

3. The compound nucleus decays into the products of the reaction, 
C* -, y + Y, as follows. After a fairly long time has elapsed (on a 
nuclear scale), the excitation energy of the compound nucleus, which 
was earlier distributed more or less equally among the several 
nucleons, is finally concentrated on some one particle y,  which is 
ejected, leaving the nucleus Y. A compound nucleus in some particu- 
lar excited state may decay, then, through the formation of any one 
of a variety of y and Y combinations, as shown in Table 10-1. For a 
particular excited state of C* one particular decay mode typically 
dominates all others. 

4. Inasmuch as the nuclear reaction is to be regarded as taking place 
in two distinct stages (the formation of C* and the decay of C*), 
the reaction cross section, which gives a measure of the probability 
that the compkte reaction will take place, is proportional to two 
probabilities: the probability that x and X will amalgamate to form 
C* and the probability that C* will decay into some particular y and 
Y particles. 

Table 10-1 shows that there are a number of ways in which the 
compound nucleus ':N* can be formed and a number of ways in which 
this nucleus can decay from an excited state. For example, when a 
proton of 1 MeV combines with 'iC, the most probable reaction is 
';C(p, Y)':N, but when a proton of 6 MeV strikes the same target and 
forms the same compound nucleus, the reaction ';C(p, n)';N is the most 
likely. In the first instance the excitation energy of ':N* is about 8 MeV, 
and in the second it is about 13 MeV, as shown in Fig. 10-10. Futhermore, 
when an a particle of 2 MeV combines with '!B, again forming '$N* with 
an excitation of about 13 MeV, the observed reaction is ':B(a, n)';N. 
The decay mode of the compound nucleus depends only on its excitation 
energy and not on the particles that form it. TABLE 10-1 

Note that Q values of the reactions can be read directly from the 
energies given in Fig. 10-10. X + x + C * + y + Y  

Now consider the reaction :Lib, a)$He. This reaction produces the 
compound nucleus :Be*, which does not exist as a stabk nucleus in 
nature. In this reaction the compound nucleus decays into two a particles, 
each with about 8.8 MeV of kinetic energy. A competing reaction is 
:Lib, y):Be, in which the compound nucleus is again :Be in an excited 
state. In this reaction, however, the compound nucleus decays by 
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FIG.lO-10. Enerpticsof 
sevlnel nrrcl#ur meclion$ for 

which nitmgen 14 is  the 
compound nucleus. The scale 
gives energies with respect to 

the ground state of nitfogen I4 
as rwo. 

f l G . 1 0 - 1 1 .  IVuclesrenergy- 
level diagram d two compethg 

mctians.  

1.9 MeV 
10 E ( a ,  n ) " ~  -1 

12 - -- - - - - \r 1 
(1 1.61 3 MeV) 

------- ' * ~ + a  s I I 
/ E O . B 5 3  h7t'V) I I - , rz + ';N 

10 I 1 
* 1 3 ~ ( j 7 ,  n ) 1 3 ~  I; 

y emiesion to ita gmund state, emitting a very energetic photon, 17.6 MeV 
in energy. After this y decay the unstable product nucleus, :Be, now in 
its ground state, decap into two a particles, each with a n m a r i l y  
very low energy. The energy-level diagram of theme reactions is shown 
in Fig. 1b11. 

17 .63  MeV : ~ e *  
- - - - - - - - 

17.25 MeV , 
3Li * P  

: B ~  3 ZQ. 0.094 MeV 



Let us return to the ':$Cd(n, y)'iiCd reaction, now noting how the 
crwa section for thia reaction varies with the energy of the incident 
neutrons. The capture cross section for very low neutron eneFgies ie 
~hown in Fig. 10-12. It is well aver 10 bar115 for all neutron energiee, 
but there is a well-defined maximum, or resonance, at K, = 0.178 eV. 
Tbie means that there ia a particularly high probability that the corn- 
pound nucleus ':@I* will be formed when the excitation energy is 
approgimatelyt 0.18 eV higher than that which it haa (9.06 MeV) when 
combined with neutrons of zero kinetic energy. It indicates further that 
the IIUC~UB YtCd has a well-defined quantized energy level when its 
excitation energy is just 0.178 eV higher than 9.05 MeV. as shown in 
Fig. 10-13. This is just one of a number of discrete excited states of this 
nucleus. In general, the excited ~ t a t e e  of a compound nwkw may be 
evaluated by observing the welldefined resonances in the reaction WOMB 

section, and the existence of these resonances is strong evidence of the 
correctness of the compound-nucleus concept. 

Nuclear-reaction data can alao be used for deducing the excited 
energy levele of the p d u d  nrrcieua. For example, consider the re~ction 
:gAI(or, P)::S~, having the compound nucleus, f:P*. The rompound 
nucleus decays, not only to the ground state of the product nucleus 
:$Si, but also to several of its excited etatee, whch are followed by 

FIG.lO-12. Resonancein the 
emas section of a nuclear 
MC&R 

f Strictly, the additional eneqy given to the compound nueIeue by a n-nt with 
K, = 0.178 eV b the cruaikble energy K. = Kx[Mx/(ni,  + mJ] = (0.17s)# eV x 
0.m eV. acwtding tm Eq. (10-5). 
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FIG. 10-13. Resonance 
Capture 6t i?n 8~ciled SbtE of 8 

compound nucfeus in the 
reaction 2:Cd (n, y )  '::Cd. 

The energy differences afe net 
to scale. 

y decay to the ground state; the energy-level diagram is ~ h o m  in Fig. 
10-14. The exietence of these excited a t a h  is indicated experimentally, 
not only by the prays emitted when ::A1 is bombarded by rr particles, 
but also by the fact that the protons observed (at some particuIar angle 
to the incident beam) have a ~pectnrm of energies, as shown in Fig. 10.15. 
The several proton groups correspond to the several posaibIe decay modes 
of the compound nucleus, and the excitation energies of :zS* can be 
evaluated by measuring the proton energies K,. 

lo-& NEUTRON PRODUCTION, DETECT ION. MEASCIREM ENT. AND 
MODERATION 

In this section we deecribe methade for producing and detecting 
neutrons, measuring their energies, and moderating them in their 
passage through matter. 

The moat diatinctive property of the neutron is its electric charge, 
which ie zero. Because a neutron is deckidly neutral, it doea not 
produce ionization directly, as do charged particles, it cannot be accel- 
erated by electric fields, and it m o t  be deflected by magnetic fields. 
Its only means of interacting with other particles is through its strong 
nuclear interaction unimpeded by a coulomb force. 

Neutron Production. A common means of obtaining neutrons is a 
mdiuna-beryllium source, which depende on the reaction ZBda, n)"C. 
The a particles, coming from radioactively decaying radium, collide 
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with beryllium, with which the radium is mixed, and neutrons with a 
wide range of energies are emitted. 

A photodisintegration reaction can also be used as a source of 
neutrons; a simple example is zBe(y, n)iBe. The photon energy must 
exceed 1.67 MeV for this reaction to occur; y rays may be obtained from 
naturally or artificially radioactive materials. 

Accelerated charged particles can produce nuclear reactions in 
which neutrons are emitted. Such reactions are particularly useful as 
neutron sources because the neutrons produced in them are mono- 
energetic. For example, the reaction :H(d, &He, in which deuterons 
are accelerated and strike a target of tritium, has a Q of 17.6 MeV. 
Because energy and momentum must be conserved, the energy of the 
neutrons depends on the angle at which they leave the target with 
respect to the direction of the incident deuterons. 

Neutrons of very high energy can be produced by a stripping re- 
action. Deuterons having energies of several hundred MeV strike a 
target. The neutron is bound to the proton in a deuteron nucleus by an 
energy of only 2.2 MeV. When the deuteron strikes the target, the two 
particles may easily become separated, the neutron continuing forward 
with about half of the incident deuteron energy. 

A still simpler means of obtaining neutrons of very high energy is a 
head-on collision between a proton of very high energy and a single 
neutron in a target nucleus. It is found, for example, that when protons 
of 2 GeV strike a target, neutrons of the same energy are knocked out in 
the forward direction, the proton having transmitted its energy and 
momentum to the uncharged nucleon. 

The best source of a large flux of neutrons is a nuclear reactor, 
operating on the principle of nuclear fission. We shall discuss some 
properties of nuclear reactors in Sec. 10-7. 

Neutron Detection. The operation of most particle detectors depends 
upon the ionization produced by charged particles. The detection of 
neutrons must, therefore, take place in the following way: Neutrons 
produce charged particles by some means, and the ionization arising from 
these charged particles is detected. 

An ionization chamber or proportional counter is sensitive to 
neutrons when it is filled with a gaseous boron compound, such as boron 
trifluoride (BF,), or lined with a solid boron compound. A neutron 
striking boron 10 can initiate the reaction ':B(n, a);Li, and the ionization 
produced by the a particle is detected. 

The elastic collision of a neutron with a charged lightweight particle, 
such as a proton, can be used as a basis of neutron detection. When a 
neutron makes a head-on collision with a proton, it is brought to rest, 
and the proton moves forward with essentially the same energy as that 
of the original neutron. The energetic proton can be detected by its 
ionization. 

Neutrons can be detected by the induced radioactivity that typically 
results from neutron radiative capture. For example, when neutrons 



etrike a dver foil, the silver 107 nuclei mare activated in the reaction 
'q;Ag(n, y)'::Ag, and the product nuclei d ~ a y  according to '::Ag -* 

'gZCd + 8' + T. The 8-  activity may be detected and measured, and 
if the capture croass section, foil thicknens, exposure time, and decay 
conetant are known, the neutron flux may be computed. 

Measurement of Neutron Energy. The kinetic energy of neutron8 
can be measured i n d i r d y  in some of the detection methods just 
described, as, for example, by measuring the energy of protons. There 
are, however, still other methods by which neutron energies may be 
evaluated with considerable preciaion. 

A particularly direct way of memuring a neutron's energy is to 
measure its aped .  In the time-of-flight methcd one timetr the  neutron'^ 
motion over a known distance. This can be done when neutrons are 
emitted in a reaction effected by pulsed charged particlea from an 
accelerator such as a cyclotron. If one measures the time delay between 
the reaction mllisions and the arrival of neutrons at the neutron de- 
tector, a k n m  distance fiom the target, the a p e d  of the neutrons can be 
computed. 

The speed of a neutron can also be determined wi th  a m e c M c d  
device known as a mutmn yelocity sskctal; a simpIe form of which ia 
shown in Fig. 10-16. In order that the rotating dieks be o@que to neu- 
trons, they are made of a material that strongIy absorbs them, such ae 
cadmium. The neutron speed is evaluated from the common angular 
 peed of the two disks, their separation, and the angular displacement of 
the second dit  relative to the fist.  

Another method of measuring neutron energies depends on the 
phenomenon of neutron diffraction (Sec. 5-3). A neutron crystal spec- 
meter is a device for measuring the wavelength of neutrons by their 
diffraction thmugh a crystal with a known crystalline structure. The 
wavelength R of a neutron is related to its momentum mu by the reIation 
12 = hlmv. Therefore, if the wavelength of a neutron is known, so are its 
momentum and kinetic energy. Neutron diffraction is feaeible only 
when the neutrons have energies of a fraction of an electron volt or 
wavelengths of several angstroms, This Iimitation ia due to the fact that 
the interatomic spacing in crystalline solids is of the order of a few 
angstroms. 

FIG, 10-1 8. Sehsmtic diegram 
d e neutron velocirv selector. 
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Neutron Moderation. when neutrons pass through a material, two 
types of nuclear interaction usually dominate over all others: 
neutron radiative capture (n, y )  and elastic collisions between the neu- 
trons and the nuclei of the material. In certain materials the capture 
cross section is so small that the neutrons interact with the nuclei of 
the material primarily in elastic collisions. In passing through such 
materials, called moderators, the incident, originally energetic, neutrons 
are slowed down, or moderated. 

In any elastic collision between two particles the greatest amount of 
kinetic energy is transferred from one particle to the other when the 
masses of the two particles are the same. Thus, a neutron can lose all its 
kinetic energy when it makes a head-on collision with a proton. Less 
energy is transferred in oblique collisions. Therefore, hydrogenous 
materials, such as par*, are effective in moderating neutrons. When 
neutrons collide with nuclei more massive than protons, they lose only a 
small fraction of their kinetic energy, even in a head-on collision, and 
many such encounters are needed to slow them down. 

Neutrons are only slowed down in a moderator; they are never 
brought completely to rest. The nuclei in a moderating material are in 
thermal motion at any finite temperature. A collection of neutrons 
may be said to be in the thermal equilibrium with the moderating material 
when a typical neutron is just as likely to gain kinetic energy as to lose 
it upon colliding with a nucleus within the moderator. Such neutrons, 
which have a distribution of speeds like that of molecules in a gas, can 
be assigned a temperature equal to the temperature of the moderator. 
The average kinetic energy of neutrons in equilibrium with a moderator 
at a temperature T is given by +muZ = 3kT. 

Neutrons in thermal equilibrium with a moderator at room tem- 
perature, 300 K, are said to be thermal neutrons. Their average kinetic 
energy is 0.04 eV, their speed is 2,200 mls, and their wavelength is 1.80A. 
A beam of high-energy neutrons (several MeV) incident on a typical 
moderator such as graphite (carbon) or heavy water are thermalized 
in less than 1 ms. The most probable fate of moderated neutrons is 
captured by the nuclei of the moderator, since the capture cross section 
increases rapidly as the neutron energy falls. We recall that a free neu- 
tron is radioactive and decays into a proton and electron (and anti- 
neutrino) with a half-life of 12 min. The decay of a free neutron, although 
possible, occurs very infrequently in a material, because it must compete 
with the much faster process of neutron moderation and capture. 

10-7 NUCLEAR FISSION 

A special type of nuclear reaction occurs in very heavy nuclides. 
Unlike most low-energy nuclear reactions, in which a light particle and a 
heavy particle appear as products, this reaction results in the splitting, 
or fissioning, of the heavy nucleus into two parts of comparable masses; 
it is appropriately called nuclear fission. Identification of the nuclear- 
fission reaction was first made by 0. Hahn and F. Strassman in 1939. 
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Connider the capture of a neutron of very low energy, much ga a 
thermal neutron, by the very heavy nucleua uranium 235. The compound 
nuclew az!U formed in this reaction is in an excited ~tate  with an excita- 
tion energy of 6.4 MeV. Almoat all lighter excited compound nuclei 
formed from neutron capture decay with the emiseion of y-ray photons, 
the rrsaulting heavier nuclei usually decaylng by 8-  emisaion, but an 
excited uranium 236 nucleus can decay also by nuclear &ion, splitting 
into two or, lees frequently, three or more moderately heavy nuclei. 

The behavior of a very heavy, excited compound nucleus can be 
understood from the liquiddrop model. Recall (Sec. 47) that in this 
model a nucleua ia regarded a0 analogous to a drop of liquid, which has 
three important contributione to its total binding energy: the volume 
energy, the surface energy, and the mulomb energy. The surface energy 
plays a role similar to that of the ordinary surface "'tension" of a liquid 
in that it tends to minimize the ~urface area and thereby render the shape 
apherical. The coulomb energy, on the other hand, is a di~ruptive influ- 
ence arising from the electric repulsion between the protons. 

Suppose that owing to a nuclear collision a very heavy nuclew gains 
energy of excitation. The nucleu as a whole wiU oscillate and change 
its shape. One probable mode of deformation is shown in Fig. 10-17, in 
which the nucleus assumes, in turn, the ehapee of sphere, prolate 
ellipsoid (cigar), sphere, oblate ellipmid (pancake), etc. During the 
oscillations the nuclear volume does not change. The surface area 
changee, however, being gseateet in the prolate and oblate deformations. 
The surface ternion is m d e s t e d  as a tendency of the nucleus to reatme 
its ~pherical shape. On the other hand, the coulomb repulsion increasse 
when the nucleus aseumea, for example, the prolate ellipsoidal shape, 
and the pmitive charges at the two ends of the ellipsoid tend to increase 
the deformation even further. Thw, two competing influences are at 
work: the nuclear surface tension, which tenda to keep the nucleue 
spherical, and the ceulomb repulsion, which tends to defom it. If the 
excitation is sufficiently great, the codomb force will succeed in shaping 
the nucleus inta a dumbbell. With so great a distortion the surface ten- 
eion is not strong enough to restore the nucleus to sphericity, and the 
coulomb force increases the separation between the ende, until they 
aplit into two distinct nuclei, or fision f~gmenta,  ueually of unequal 
sizes. Tllen the fission fragment# repel one another by the coulomb force, 
and they move apart, each gaining kinetic energJr as the system loses 
potential energy. 

The tramformatiom d a fission procem are shown in Fig. 10-18 on 
the plot of N versus Z of Fig. 9-7. Two fiwion fragments, (Z,, N,) and 
(Z2, NzEl of a heavy compound nucleua ahare the protone and neutrons of 
the original compound nucleus (Z,1V); that is, Z = 2, + Zr and N = 
Nl -4- PI2. Both fragments fall to the kft of the stability line; that is, both 
nuclei have too many neuhm t o  be stable. The neutron excess is SO 

great that it is relieved almost instantaneously (in about 10'14 s) by the 
release of two or three neutrons from the fission fragments. The nuclei 
still have too many neutrona, and they finally reach stability by changing 
neutrona into protom, that is, by 8-  decay. The p- decays are, of courae, 

FIG.10-17. Stagesinthe 
deformation of en os~illeiing 
nucleus. leedhng to nuclear fission. 

395 
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FIG. 1 0-1 8. 7mnsfwmntians b 
t?ltckr#? fission 0s thew 8ppeRf 
on a neufmn-proton di8p8ft-1. 

accompanied by y decay h a s  excited nudear ~tates. 
Two of the many known fiasion reactions d t i n g  h m  neutron 

capture in uranium 236 are shown bdow with the mbsequent B- decays 
of the fission bagmente. 

The basic requirement for the occurrence of fission in the very 
heaviest nucIides is that the compound nucleus formed have eacient 
excitation energy for it to split, Neutron capture is j u t  one of the 
several ways in which nuclear fi~sion may be induced. Fission can aIao 
result fiom the bombardment of heavy nuclei by protons, deuteron& 
a particlea, and 7 rays (photofi9swn). 

Let us compute the total energy relmed in a typical h i o n  process. 
W e  see from Fig. 9-10 that in the very heavy dements, A w 240, the 
average binding energy per nucleon. EJA, is approximately 7.6 MeV 
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and that in moderately heavy elements, A z 120, it is approximately 
8.5 MeV. Thus, if we take the mass number A of the original nucleus to 
be roughly 240, the total energy released in the fission process is about 

240 nucleons x (8.5 - 7.6) MeV/nucleon z 220 MeV 

The total energy released in a fission reaction is very large indeed 
compared with the few MeV of energy released in a typical low-energy 
exothermic nuclear reaction. 

Nuclear fission is characterized by the decay of the compound 
nucleus into two moderately heavy nuclei, the emission of a few neutrons, 
and the /3- decay of the radioactive fission fragments. In an average 
fission reaction about 200 MeV is released and distributed approximately 
as follows: 

Kinetic energy of fission fragments, 170 MeV 
Kinetic energy of fission neutrons, 5 MeV 
Energy of B- and y rays, 15 MeV 
Energy of antineutrinos associated with B- decay, 10 MeV 

The light isotope of uranium, '$:U, undergoes fission with thermal 
neutrons, the excitation energy gained by the compound nucleus '$qU* 
in capturing a slow neutron being great enough to cause the fission 
(uranium 235 is the only natural nuclide that undergoes fission with slow 
neutrons). The much more abundant (99.3 percent) heavy isotope of 
uranium, '$:U, will undergo fission, but only if bombarded by fast 
neutrons, neutrons having a kinetic energy of a t  least 1 MeV. Low- 
energy neutrons are captured by '$;U, but the excited compound nucleus, 
':;U*, has too little excitation energy to decay by fission, and it decays 
instead by y emission. 

Uranium 235 is fissile with both low- and high-energy neutrons. 
The (n, y) reaction is less probable than fission at any energy. On the other 
hand, uranium 238 is fissile with high-energy neutrons only, low-energy 
neutrons being captured without fission. Clearly, the compound nucleus 
'$;U* does not gain enough excitation energy from the capture of low- 
energy neutrons to decay by fission, whereas the compound nucleus 
*$;U* is sufficiently excited by them to undergo fission. This difference 
is attributable to the fact that 236U, being an even-even nuclide whose 
last neutron is relatively tightly bound (6.4 MeV) gains more excitation 
energy in capturing a zero-energy neutron than does the even-odd 
nuclide '$;U, whose last, odd neutron is relatively weakly bound 
(4.9 MeV). 

The fact that nuclear fission with uranium 235 can be initiated by 
low-energy neutrons and that on the average 2.5 neutrons are released 
in the fission process makes it possible to extract useful energy from 
uranium. The energy released in exothermic nuclear reactions produced 
by particle bombardment from accelerators cannot be utilized in a 
practical way, because the number of reactions is typically very small. 
The total energy released in such reactions is much less than the total 
energy supplied to the many accelerated particles, of which only a small 
fraction causes reactions. The fission process can, on the other hand, be 
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made efficient by the possibility of a self-sustaining chain reaction. 
In essence, the neutrons from one fission reaction may initiate other 

fission reactions with a further release of fission energy, which ideally 
continue until all of the nuclear fuel, or fissionable material, is con- 
sumed. For the fission reactions to continue, once initiated, a number of 
conditions must be fulfilled. These conditions are achieved in a nuclear 
reactor. The engineering problems connected with nuclear reactors lie 
in the area of nuclear technology, and we shall merely outline the 
physical principles on which reactor operation is based. 

10-8 NUCLEAR REACTORS 

The first self-sustaining nuclear-fission chain reaction was achieved 
by E. Fermi in 1942. The reactor used natural uranium (0.7 percent 
23SU and 99.3 percent 238U) as fuel and graphite as a neutron moderator. 
Although there are many different types, we shall illustrate the basic 
features of nuclear reactors with a simple reactor using natural uranium 
and a graphite moderator and based on the fission of uranium 235 by 
slow neutrons. 

For a fission chain reaction to be self-sustaining it is required that 
there be, for each uranium atom split, at least one neutron that will 
split one more uranium atom. In the fission of uranium each decay 
produces about 2.5 neutrons. Therefore, no more than 1.5 neutrons can 
be lost without the chain reaction's stopping. The important ways in 
which neutrons become unavailable for uranium 235 fission are capture 
without fission by uranium 238 (and, to a lesser extent, by uranium 235), 
capture by other materials, and leakage from the interior of the reactor 
to the outside. 

First consider the problem of neutron leakage. If the reactor (the fuel 
elements and the moderator) is a very small one, many of the neutrons 
produced in some initial fission reactions will leak out of the reactor 
(through the walls) before inducing further fission reactions; in a 
bigger reactor the neutron losses are less and the number of fission 
reactions greater. The fission-reaction production rate is roughly 
proportional to the volume of the reactor, and the leakage rate is roughly 
proportional to the surface area of the reactor. 

The fission cross section in uranium 235 increases as the neutron 
energy decreases (reaching 550 barns with thermal neutrons); on the 
other hand, the neutron-capture cross section of uranium 238 increases 
as the neutron energy also increases. Therefore, the problem in operating 
a reactor with natural uranium is to slow the high-energy neutrons (of a 
few MeV) emitted in the uranium 235 fission to thermal energies, at 
which further fission reactions in uranium 235 are more likely, without 
losing the neutrons by capture in uranium 238 on the way down. These 
conditions are met by using a moderator to slow down (but not capture) 
the neutrons and by properly arranging uranium fuel blocks within the 
moderator. 

The function of the moderator, then, is to slow down neutrons with- 
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out capturing them. Although hydrogen atoms, whose mass is essentially 
equal to that of the neutron, cause the greatest fractional loss in the 
kinetic energy of neutrons, they are unsuitable as moderators because of 
the relatively high probability of the neutron-capture reaction :H(n, y):H. 
The lightest usable moderator materials are heavy water (DzO), beryllium 
(Be), and graphite (lZC); most other light materials are not usable, 
because of their large neutron-capture cross sections. The fuel elements 
are arranged as blocks in the medium of the moderator. Under ideal 
conditions a fast neutron from a fuel element escapes into the moderator 
and is slowed down, thereby avoiding capture (without fission) in urani- 
um 238. Then the thermal neutron enters another fuel element, causing 
another fission in uranium 235. The whole process takes place in less 
than a millisecond. 

When all sources of neutron loss have been minimized, it is possible 
for the reactor to "go critical," each fission reaction leading to at least 
one more fission reaction. The power level of the reactor, or the rate a t  
which fission reactions occur in it, can be controlled by inserting such 
materials as cadmium, whose neutron-capture cross section is very 
high and which therefore readily absorbs neutrons. These materials are 
usually in the form of rods, called control rods. A reactor is said to be 
subcritical if, on the average, each fission reaction produces less than one 
further fission; the fission reaction is then not self-sustaining. On the 
other hand, if each fission reaction produces more than one further 
fission, the reactor is said to be supercritical; an extreme example of a 
supercritical fission reaction is an atom bomb. 

The control of reactors by mechanically actuated control rods would 
be virtually impossible if the only neutrons available were the prompt 
neutrons, those released at the instant of fission, but there ar&n addition 
delayed neutrons (0.7 percent), which are emitted by a few of the fission 
fragments, usually after one or more 8- decays have occurred. A delayed 
neutron can cause a further fission about 10 s after the fission that 
released it. This is in contrast with a prompt neutron, which causes a 
further fission in less than 1 ms. 

One example of a fission-fragment decay leading to a delayed neutron 
is 

!:Br/B-!67Kr* + !zKr + An 
(56 S ) \ ~ - J B ~ K ~  !:Rb 5 !isr 

There are many designs of nuclear reactors. They may differ in the 
following respects: the fuel (natural uranium, uranium enriched with 
uranium 235, other artificially produced fissionable materials), the 
moderator (water, graphite, beryllium), the distribution of fuel within 
the moderator (homogeneous, heterogeneous), the energy of neutrons 
producing fission (fast, intermediate, slow), and the heat exchanger 
(gas, water, liquid metals). Figure 10-19 is a schematic of a nuclear 
reactor. 

Nuclear reactors may also be classified according to their use: 
(1) for power generation, (2) as neutron sources, (3) for the production of 
radioisotopes, and (4) for the production of fissionable material: 
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1 ~ C O ~ L ~ O I  rod 
Moderator 

Fuel elements 

FIG. 10-1 9. Simple elements 
of a nuclear reactor. 

I. The large h e t i c  energy of fission fragments in a nuclear reactor is a 
source of thermal energy, which can be extracted through a heat 
exchanger to do useful work, such as generating electric energy. 

2. The interior of a reactor is a region in which the neutron flux can 
be a~ high aa 1019 neuutrons/m2-s. 

3. Such a flux may be used in experiments in physics or for irradiating 
materials, so as to produce radioisotopea through (n, y )  reactions. 

4. Materials, such as uranium 238 and thorium 232, that do mt undergo 
fission with low-energy neutrons can be converted in a nuclear 
reactor into nuclides that undergo fission with thermal neutrons. 
Two such reactions are: 

Uranium 238 and thorium 232 cannot be ~sioned by thermal neu- 
trons, but when they capture neutron8 the reactions lead to plutonium 
239 and uranium 233, which can be. 

These two reactions Iead to the possibility of a b d r  metar. In a 
breeder reactor there are two fuel materiala, one of which is fissionable 
(such as plutonium 239) and the other fertile (~uch as uranium 238) in that 
it can be converted in the reactor into fissionable material. In the fission 
of plutonium 239 there are, on the average, three neutrons released; of 
these one must sustain the reaction producing the *&ion of a plutonium 
239 nucleus, and of the remaining two neutrons at least one must be 
captured by uranium 238, leading to  plutonium 239, to maintain the 
same amount of fissionable fuel in the reactor. When more than one of 
these two neutrons i8  captured by uranium 238, the reactor can breed 
hsionable plutonium 239; that is, more fissionable material is produced 
than consumed. 
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10-9 NUCLEAR FUSION 

The origin of energy radiated from the sun and other stars is a series 
of exoergic nuclear reactions. The atoms participating in such reactions 
in the interior of the star are completely ionized, all electrons having been 
removed from them. Such a collection of electrically charged particles- 
electrons and bare nuclei-is called a plasma. The particles are at a 
very high temperature (up to 10' K), move at high speeds, and make 
frequent collisions with one another. The average kinetic energy per 
particle, $kT, is of the order of 1 keV for T = lo7 K. Therefore the 
coulomb repulsion between positively charged nuclei may be overcome 
in internuclear collisions, so that some of the faster moving nuclei 
approach one another closely enough to interact through nuclear forces, 
and reactions take place with high probability. A nuclear reaction that 
occurs by virtue of the increased thermal motion of the interacting 
particles at a high temperature is called a thermonuclear reaction. 

The cycle of thermonuclear reactions releasing energy in the sun 
and in similar stars is the proton-proton cycle: 

This cycle, involving three distinct nuclear reactions, fuses four protons 
into an a particle, two positrons, and two neutrinos. The first reaction 
in this cycle, in which a positron is created in the collision of two 
protons, has a very small cross section. It occurs in the sun's interior, 
because the temperature there is about 2 x lo7 K. The overall Q of the 
cycle is about 25 MeV or approximately 6 MeV released for each nucleon 
participating in the reaction (since 200 MeV is released in a typical 
nuclear fission reaction, the energy per nucleon in a fission reaction is 
about 1 MeV). 

A second cycle of thermonuclear reactions, operating in some stars, 
is the carbon cycle: 

In this process the carbon 12 nucleus acts merely as a catalyst: It begins 
with one carbon 12 nucleus and ends with one carbon 12 nucleus; 
however, four protons are, in effect, fused into one a particle, two 
positrons, and two neutrinos. Since the particles entering and leaving 
the carbon cycle are the same as in the proton-proton cycle, the energy 
released is again about 25 MeV. 

Why do the fission of the heaviest nuclides and the fusion of the 
lightest both result in highly exoergic nuclear reactions? How can both 
the splitting and the amalgamation lead to the release of nuclear energy? 
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The answer may be found in Fig. 9-10, which gives the average binding 
energy per nucleon as a function of the number of nucleons in a stable 
nuclide: Both fission and fusion reactions lead to more tightly bound 
nuclear configurations. The fractional conversion of rest mass into 
nuclear energy is greater in a fusion reaction (0.66 percent) than in a 
fission reaction (0.09 percent). 

Much interest has been aroused by the possibility of producing 
controlled thermonuclear-fusion reactions with the resultant very large 
energy release. A nuclear-fusion energy source has significant advan- 
tages over a nuclear-fission energy source: there is a virtually unlimited 
supply of fuel, the reactions do not result in radioactive wastes, and 
there is the possibility of generating electric energy more directly than 
through conventional heat exchangers and turbines. 

Formidable technical difficulties, however, must be surmounted in 
achieving a power source based on controlled nuclear fusion. Chief 
among these are the extraordinarily high temperatures that are required 
to overcome the coulomb repulsion between the interacting nuclei; a 
very hot plasma must be confined for long periods of time, so that many 
collisions may take place between the plasma particles. Ordinary con- 
tainers are unsuitable, not primarily because they would be melted by 
the very hot plasma, but rather because they would chill the plasma 
below the temperature of spontaneous nuclear fusion. 

The high-temperature plasma in a thermonuclear-fusion reactor 
may be prevented from striking the walls of its container by means of 
magnetic fields in the same way that charged particles are trapped 
within the earth's Van Allen belts by the earth's magnetic field.? The 
design of such containers, called magnetic bottles, is under active 
development. A plasma at a temperature of millions of degrees will 
exert an uncontainable pressure unless its density is very low indeed; 
therefore, the pressure of the unheated plasma must be no greater than 
about atm. 

Among the reactions possible with isotopes of hydrogen ('H, 
deuterium; 'H, tritium) are the following: 

'H + 'H + 4He + n Q = 17.6 MeV 
'H + 'H -+ 'He + n Q = 3.2 MeV 
'H + 'H + 'H + 'H Q = 4.0 MeV 

Because the coulomb barrier between charged particles increases 
with increasing nuclear charge, a thermonuclear reaction with isotopes 
of hydrogen requires a lower temperature than one with other elements. 
Deuterium is particularly attractive as a nuclear-fusion fuel because it is 
readily available in almost unlimited quantity; for example, it is found 
in seawater, in which there is one D20 molecule for every 6,000 H,O 
molecules. 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 29-3. 



S U M M A R Y  

Most low-enpray nuclear reactions are of the ceneral form 
X(x,  v ) Y ,  where x is the incident particl~, X is the target nucleus, 
_v is the emerging lightwef ght particle, and Y is the product nucleus 
(often radioactive). The nucleon numbcr, electric charg-e, momentum. 
and mass-energy are conserved in a nuclear reaction. Thr n ~ t  nuclear 
energy rcleased in the reaction, Q. i s  defined by 

Q = [ (M,  + m,) - ( M y  + rn,)]c2 = ( K ,  + Ku) - K, (10-I), (10-3) 

where t h e  target nucleus is at. rest in the laboratory. Reactions in 
which thc x or y particles are photons are known respectively as 
photodisinternation and radiative capture. 

Recause momentum m u ~ t  be conserved in every nuclear reaction. 
only a portion of K ,  is available in a nuclear reaction. Thc threshold 
energy of x for an endoer~ic (Q < 0) reaction (when Qlc2 is small 
compared with the rest masses of x, p, X ,  and Y) is given bv 

In ~eneral ,  the threshold kinetic energy of the incident particle 
striking a t a r g ~ t  at rest i s  

- I Q  (rest energy all particles into and out of reaction) K I h =  - - - -- - 

rest energ-y of target particle 

The reaction cross section a gives a measure of the intrinsic 
prohahility that a nuclear reaction will occur. The fractional number 
of x particles undergoing a reaction in a thin foil of thickness t and 
containing N particles per unit volume is 

According to the concept of the compound nucleus, nuclear 
reactions take place in two distinct stages: the formation of the 
compound nucIeus and the decay of the compound nucleus: 

The occurrence of peaks, or resonances, in the reaction cross section 
is a manifestation of the compound nucleus in quantized excited 
states. 

Neutrons are detected indirectly by the ionization effects of 
charged particles produced by neutron-initiated reactions or by 
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neutron collisians. Neutron energies can be ~ v a l u a t c d  hy measuring 
their time of'flight, by a rnrchanical velocity selector, or by ntautron 
diffraction in crystals. X ~ u t r o n s  are rnodtrated when they  lose kinetic 
enemy in elastic rollisions with R material. Nrutrons in eauilihrium 
with a rnod~rator at tcmpcraturc T have an avprage kinetic cnerw of 
?kT. 

the rr 
the fr 
The I 
mnrlo 

.lease of 
agrnen ts. 
~rocess o . . - .  

In R nuclrar-fission reaction an excited heavy nucleus, such as 
urrtnium 235, splits into fission framents  and several neutrons with 

about 20C) MeV, mostly in the form of kinetic rnerm of 
Thr fragments arc! unstable and decay by P -  emission. 

T fission i s  best und~rstood in terms of thc liquid-drop 
...V,. I ,  In which there is cornpetitinn between surface tension ant1 
couloml~ repulsion in the deformation of thp Ilcavv nucleus. The 
principal elements of a nuclear reactor opera tin^ on a s~lf-sustrtinin~ 
nuclear-fission reaction are the fuel elcmrnts, moderator, and control 
rods. A reactor mav be used as R source of  hmt  or of neutrons or RS a 
rnpans of rendering fertile rnat~rials fissile. 

A thermonuclear-fusion reaction is a highly exo th~rmic  reaction 
of relativeIy light particles in a plasma of  vrry high temperature, Thc 
common steIlrtr thermonuclrar reactions occur i n  the carllon cycle and 
t h e  proton-proton cycle. 

B I B L I O G R A P H Y  

See the bibliography for Chap. 9. 
The Smyth report gives a historical account of the 

SMITH, H. De W.: Atomic Energy for Militaly Purposes. remarkable scientific and technological developments 
Princeton, N.J. : Princeton Univwsity Prese, 1945. leading to the &at latgeacale release of nuclear energy. 

P R O B L E M S  

See Appendix TI for valuen of the atomic maaaea. 

10-1. By what mode are the d a b 1 9  producta of the 
following reactions likely to decay: (a) (n, y ) ,  (b) Ip, n), 
(c) (d, PI, and (dl CQ, nl? 
1(1-2. An object of tot& mass 3M expldsa with the 
rel- of a bed amount of energy Q into 3 equaI 
masses. The wtab1e  object ia initially at reat. What 
are (a) the minimum and (b) the b u m  kinetic ener- 
gies of the objects emerging from the axploeion? 
1M. A moping maas MU strikm a 14.bkg maam, 
originally at mt, in a head- collision with the result 
that the 14kg mass is given a speed of 1.0 mls. In a 
aeparate experiment Mu, moving at the mm speed, 
s t r i b  a stationwy 1.0-kg mess in a head-on collieion, 
setting it in motion with a speed of 7.6 mls. Find My. 

problem wthes the masoning u s d  by J. Chad- 
wick in his diecowry of the neutron in 1932. Tn the 
original e e e n t s  neutrons kom the same eource 
were allowed to atrike pmtona (atomic mam 1.0) and, in 
a separate experiment, nitrogen (atomic masa 14+0).] 

10-4. Before the neutron had been properly identified 
by Chadwick in 1932, it was thought that the bom- 
bardment of ;Be by a particles led to the reaction 
qBe(a, y )  IBC. It was found that, when the penetrating 
radiation from the bombardment atruck parah ,  
protom were ejected with an en- of 5.7 MeV. 
(a) Show that, if mch protona are mumed to have been 
energized in a Compton collieion, the energy of the 
pray  photon^ must be 66 MeV. (b) Chdwickfound that, 
whereas the penetr~ting radiation produced protone 
with an energy of 6.7 MeV, the same radiation striking 
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nitrogen atoms imparted a kinetic energy of 1.4 MeV to a 
nitrogen atom. Show, by applying momentum and 
energy conservation to a head-on collision between a 
particle of penetrating radiation (really a neutron) with 
a proton and a nitrogen atom, with masses in the ratio 
of 1:14 but kinetic energies in the ratio of 5.7:1.4, that 
the neutron mass is essentially the same as the proton 
mass. 
10-5. Write a t  least three nuclear reactions in which 
targets made of stable nuclides may be used to produce 
(a) nitrogen 13, (b) neon 21, and (c) iron 57. 
10-6. The Q of a nuclear reaction may be evaluated by 
measuring the kinetic energies K, and Ky of the incident 
and emerging lightweight particles at  some known 
angle between the directions of the incident x particles 
and the emerging y particles. Show that if y particles 
are observed at  an angle of 90", the reaction Q is given 
by Q = Ky[l + (m,/My)l - Kx[1 - (mxlMy)l. 
10-7. a particles strike an aluminum target and effect 
the reaction ::Al(a, p):PSi. The protons are observed 
a t  an angle of 90" with respect to the incident beam. 
If the a particles have an  energy of 8.00 MeV, a t  what 
energies will there be peaks in the proton distribution? 
(See Prob. 10-6 and Figs. 10-14 and 10-15.) 
10-8. Two helium nuclei, each with a kinetic energy of 
20 MeV, collide head on and produce the reaction 
:He(a, p):Li. What is the kinetic energy of protons 
emerging from the reaction? 
10-9. A 6.0-MeV neutron collides head on with a 2.0- 
MeV helium 3 nucleus and produces two deuterons. 
What is the kinetic energy of any one deuteron? 
10-10. What is the threshold kinetic energy of neutrons 
in the reaction 4He(n, d)3H, assuming a target of free 
helium atoms at  rest? 
10-11. What are the minimum photon energies needed 
to produce the photodisintegration of a helium 3 nucleus 
initially at  rest (a) into a deuteron and neutron and (b) 
into a proton and two neutrons? 
10-12. (a) What is the neutron threshold energy of the 
reaction 3He(n, d)2H? (b) Suppose that 4.0-MeV 
deuterons strike free deuterons at  rest and that the 
neutron produced in the reaction travels in the direction 
opposite to that of the deuteron. What is the neutron's 
kinetic energy? (c) What is the kinetic energy of the 
helium 3 nucleus? 
10-13. With what minimum kinetic energy must a 
proton strike a triton (the nucleus of the tritium atom, 
3H) initially at  rest to produce two deuterons? 
10-14. (a) With what minimum kinetic energy must 
deuterons strike a :Li target to produce neutrons? 
(b) With what minimum kinetic energy must :Li ions 
strike a target of deuterium to produce neutrons in the 

same nuclear reaction? 
10-15. Free carbon 11 nuclei initially at  rest decay into 
boron 11. What is the maximum kinetic energy of (a) the 
neutrinos, (b) the positrons, and (c) the boron 11 nuclei? 
10-16. The relations giving the threshold kinetic 
energy of the incident particle in an endoergic nuclear 
reaction in which the target particle is at  rest in the 
laboratory [Eqs. (10-6) and (10-7)] assume the target 
particle to be free. If the target particle is bound to 
some degree, is the threshold energy increased or 
decreased? 
10-17. Why does the neutron radiative-capture reac- 
tion (n, y) have, for a particular target material, a 
much larger cross section than such competing reactions 
as (n, P), (n, 4, and (n, d)? 
10-18. (a) Compute the height (in MeV) of the coulomb 
barrier encountered by a proton striking a '2B nucleus 
[use Eq. (9-8) for the range of the nuclear force]. (b) At 
what minimum proton kinetic energy would one expect 
the reaction 'gB(p, a)',3C to take place, assuming that 
the nuclear barrier is not penetrated (that there is no 
tunnel effect)? That the reaction actually occurs at 
much smaller proton kinetic energies is clear evidence 
of the nuclear tunnel effect. 
10-19. How does the cross section in high-energy 
neutron absorption vary with the mass number A of the 
target material? 
10-20. The photonuclear cross section for ';,7Au 
shows a strong maximum for 13.90-MeV photons (a 
"giant resonance"). What is the corresponding nuclear 
excitation energy of the ',9,7Au* nucleus? 

10-21. A thin 8-mg foil of cadmium 112 is exposed to a 
beam of thermal neutrons with a neutron flux of lor3 
neutrons/cm2-s for a period of 30 min. The capture 
cross section in cadmium 112 for thermal neutrons is 
2 x lo3 barns. (a) How many nuclei of cadmium 113 are 
formed? (b) Cadmium 113 decays with a half-life of 5 yr; 
what is the activity of the foil immediately after the 
irradiation period, assuming that a negligible number of 
cadmium 113 nuclei decay during irradiation? (Note 
that a procedure such as this permits the capture cross 
section to be computed if the activity is measured.) 

10-22. The cross section for antineutrino capture 
according to the reaction p(i;, e+)n is of the order of 

barn. Show that the neutrinos in a neutrino 
beam are reduced in number to about half in traversing a 
distance of 100 light-yr through a solid. Take the density 
to be that of the earth, 6 g/cm3, and assume that about 
half of all nucleons are protons. 
10-23. The fractional number of incident particles 
participating in a process with cross section a in a 
very thin foil of material is given, according to Eq. (10-B), 
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by aNt, where N is the number of target particles per 
unit volume and t is the foil thickness. Show that the 
fractional number of incident particles emerging from a 
thick target foil is given by e-ONt. 
10-24. What targets of stable nuclides and common 
incident particles can be used to produce :gNe as the 
compound nucleus in a nuclear reaction? 
10-25. (a) Show that Planck's constant divided by 222 
can be expressed as 6.58 x MeV-s. (b) What is 
the approximate linewidth of an excited nuclear state 
with a lifetime equal to the nuclear time? 
10-26. The neutron-capture cross section of a nuclide 
shows a resonance (Fig. 10-12) with a width of 0.25 eV. 
What is the approximate lifetime of the corresponding 
nuclear excited state? 
10-27. A l2C target is struck by 180-MeV electrons. 
The scattered electrons are peaked at the energies 180, 
176,172, and 170 MeV. What are the excitation energies 
of the excited states of '2C? 
10-28. A nucleus of =$:pU* decays into the fission 
fragments l:ZBa and %;f.Sr. Assume that the two frag- 
ments are spherical and just touching immediately after 
their formation. (a) What is the coulomb potential 
energy (in MeV) of this pair of fragments? (b) Compare 
this coulomb energy with the total energy released in 
the fission process. 

10-29. What would be the temperature of a "gas" 
composed of fission fragments? Assume that two 
fragments of equal size are produced in each fission and 
that each fragment has a kinetic energy of 70 MeV. 

10-30. (a) What is the average kinetic energy (in MeV) 
per particle for the temperature of 2 x 10' K at the 
interior of the sun? (b) What is the minimum separation 
distance between two protons having this kinetic 
energy and colliding head on? 

10-31. All told, there are about lo2' kg of water on 
earth, with one D20 molecule for every 6,000 H20 
molecules. Assuming that all of the deuterium is used 
in the fusion reaction :H(d, p):H, what is the total 
amount of energy that can be extracted? 

10-32. Approximately 10 percent of the 25 MeV re- 
leased in a proton-proton cycle is carried by the two 
neutrinos emitted in each cycle. The intensity of the 
sun's radiation at the earth's surface is 1.4 kW/m2; the 
distance from the earth to the sun is 1.5 x 10" m. 
(a) What is the rate at which neutrinos are produced in 
the sun's interior by thermonuclear-fusion reactions? 
(b) What is the flux (number/m2-s) of neutrinos at the 
earth's surface? (c) What is the density at the earth's 
surface (number/m3) of neutrinos originating from the 
sun? 



The Elementary Particles 

Man's search for the ultimate building blocks of nature goes back to 
the Greek notion of four elements--earth, water, air, and fire (and 
possibly an ethereal fifth element, a "quintessence")--that were supposed 
to be the basic components of all other materials. Then came the ideas 
of the chemical elements-molecules and atoms-and, finally, of the 
particles within atoms, even within the nucleus. Underlying the quest 
for the elementary particles is the expectation that, if one has identified 
the truly fundamental particles-hopefully, of only a few distinct types- 
and learned the rules by which they affect one another, then the remain- 
der of physics will be a straightforward, although possibly very difficult, 
exercise. At the present time all of chemistry, including the chemical 
properties and the periodic table, is implicit in a wave-mechanical 
description of atomic structure. 

We have not arrived at the end, though, and possibly never will. The 
particles that now are thought to be elementary in some sense are many, 
and they may be grouped in various ways to form coherent patterns, but 
the grand pattern still eludes physicists. Indeed, the principal motivation 
for constructing accelerating machines of higher and higher energies is 
to produce still more particles and to study the properties of those 
already identified. Thus, elementary-particle physics is high-energy 
physics. 
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The study of elementary-particle physics is in large measure a study 
of the four fundamental forces among particles: the strong, or nuclear, 
interaction, the electromagnetic interaction, the weak interaction, and 
the still weaker gravitational interaction. It is also a study of conserva- 
tion laws, not merely the well-known classical laws of mass energy, 
momentum, angular momentum, and electric charge, but also of certain 
others, somewhat more esoteric. Finally, it is concerned with how the 
fundamental forces, the conservation laws, the intrinsic properties of 
the particles, and even the properties of space and time can be fitted 
together to make some sense. 

We shall here concentrate on the particle aspects of matter, but we 
recognize, of course, that each so-called particle has a wave aspect 
according to basic quantum theory. We take the fundamental objects to 
be particles when we inquire into their interactions with one another; 
the wave properties govern their propagation through space. 

11 -1 THE ELECTROMAGNETIC INTERACTION 

We begin by discussing those particles that we have already con- 
sidered to be in some sense elementary, namely the electron, the proton, 
and photon (the particle of electromagnetic radiation), and the two 
antiparticles the positron (designated e+) and the antiproton (designated 
p-) .  Each of these elementary particles has certain intrinsic properties, 
such as a definite electric charge, a definite rest mass (or rest energy), a 
definite intrinsic (or spin) angular momentum, and a mean lifetime before 
decay into other elementary particles. Since all five particles are found 
to be stable against spontaneous decay, each has an infinite lifetime. 
See Table 11-1. 

How do we describe the electromagnetic interaction among these 
particles? As we saw in Chap. 4, we must, in treating the interaction 
between electromagnetic radiation and a charged particle, regard the 
radiation as consisting of particlelike photons and each interaction as 
occurring at a single point in space and in time. This was illustrated by 
the several photon-electron interactions of Fig. 4-19. We shall see that all 

TABLE 11-1 Some properties of some elementary particles 

CHARGE, SPIN, 
UNITS OF ANGULAR 

REST MASS,? REST ENERGY, ELECTRON MOMENTUM, LIFETIME, 
PARTICLE me MeV CHARGE x ?i s 

Photon y 0 0 0 1 03 

Electron e- 1 0.511 - 1 #i co 
Positron e+ 1 0.511 + 1 4 co 
Proton p +  1,836 938.256 + 1 4 00 

Antiproton p- 1,836 938.256 - 1 4 co 

t In units of electron mass me. 
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photon-electron interactions and, indeed, all other electromagnetic 
interactions are merely examples of one basic interaction between an 
electrically charged particle and a photon. 

It is illuminating to represent these interactions on a space-time 
diagram, a diagram in which time as ordinate is plotted against position 
as abscissa. For simplicity we show the particle's spatial location in one 
dimension only (and, so to speak, regard all collisions as being head on); 
although all events occur in the three spatial and one time dimensions 
of four-dimensional space-time, a two-dimensional plot of time vs. a 
single coordinate reveals all important aspects of the interactions. 

The history of a particle is shown in a space-time diagram by a line, 
known as a world line. For constant velocity the line is straight. A 
vertical line represents a particle whose coordinate x does not change 
with time; it is a particle at rest. A line inclined with respect to the 
vertical represents a particle in motion, the angle between it and the 
vertical increasing with particle speed. Since a photon or any other 
particle with zero rest mass travels at the maximum possible speed c, 
the angle of its world line with respect to the vertical is the maximum. 

Figure 11-1 shows space-time diagrams of the basic electron-photon 
interactions corresponding to those in Fig. 4-19. Since time goes from 
past to future as the ordinate increases, we read the events on the 
graph from bottom to top. In the following paragraphs we shall take up 
each of the parts of this figure in turn. 

In the photoelectric effect a hydrogen atom, consisting of an electron 
and a proton bound together, collides with a photon. After the inter- 
action the photon has been annihilated, and the electron and proton move 
away as separate particles. The space-time event characterizing the 
interaction corresponds to the vertex in the figure, where the incoming 
photon and electron lines branch into a single outgoing electron line 
(the proton's mution is virtually unaffected). Inasmuch as the hydrogen 
atom consisted initially of an electron and proton bound together, the 
net result of the interaction is the absorption (through the photoelectric 
effect) of one real photon. The total number of electrons (or of protons) 
going into and coming out of the interaction is unchanged. 

In bremsstrahlung an electron creates a photon in colliding with a 
proton. Again the interaction is the instantaneous event occurring at 
the vertex on the space-time diagram, where a photon line joins an 
electron line; the electron line then inclines, to indicate that the elec- 
tron's momentum and energy change. Indeed, we may think of the 
incoming electron as being annihilated at the vertex while a second 
outgoing electron of different momentum and energy is simultaneously 
created. 

In pair production a photon is annihilated and an electron and 
positron are created. The positron, the electron's antiparticle, is here 
represented by an electron world line whose arrow is reversed; the 
antiparticle is regarded as an electron moving backward in time. Such a 
representation, with an antiparticle moving forward in time equivalent 
to a particle moving backward in time, is justified by the considerations 
of electromagnetic quantum field theory. So is a representation in which 
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the creation of a particle ia equivalent to the annihilation of its anti- 
particle. We see, then, that the electron and photon lines representing 
the pair-production pmcesa a r e  basically the same as those representing 
the photoelectric effect and bremsstmhlung: an inclined electron line 
joined to a photon line at the vertex. Theee processes, and still othere 
that we shall later treat, differ only in the orientation of the lines on the 
space-time graph. 

In prrir anraihibtiort an electron and positron unite to create a 
photon. Typically, two or more photons are created in pair annihilation 
in order to consenre momentum; we may think of the production of 
first one photon and then another as two distinct, but nearly coincident, 
events. 

We have thought of the Compton effect aa that single procees in 
which a photon interacts with a charged particle to produce a scattered 
photon that is deflected. Actually, as shown in Fig. 11-1, the Compton 
effect takes place aa two distinct interactiow: The incident photon 
joins the incident electron to produce an intermediate electron; the 
intermdiats electron then pducea  a photon and an electron. As 
before, each vertex is the point in apace time at which an electron line is 
joined by a photon line. 

Indeed, according to quantum field theory, the basic electromagnetic 
interaction may be regarded as that instantaneous event in which a 
charged particle or its antiparticle is created and annihilated, or both are 
created and annihilated together, and a photon is created or annihiTated; 
me Fig. 11-2. When an electron world line changes direction, we may 
think of an electron with one energy and momentum as being annihilated 
and another electron with a different energy and momentum as being 
created. AH photon-electron interactions involve one or more vertices on 
the same baaic graph merely rotated in space time. We may, of course, 
draw exactly similar graphs to represent the eIectromagnetic interactions 
between protons or antiprotone and photone, the solid worId line repre 
senting a proton or antiproton instead of an electron or posiimn. Still 
more generally, the same graphs may be used to represent the electro- 
magnetic interaction between any electrically charged particle and a 
photon. 

AU five particles Liated in TabIe 11-1 are stable against spontaneous 
decay. In. any interaction among them there are a number of fun*- 
mental phyeical properties which remain etrictly conserved; we have, for 
example, the conservation of linear momentum, of relativiatic mass 
energy, of angulm momentum, and of electric charge. Mareovw, in 
every interaction the number of electrons minw the number of positrons 
ia conserved. In graphical t e rn  this means that the world line of an I 
electron doea not end: For every electron line into a vertex there is an 
electron line out of it (an '"electron line" going backward in time signify- 
ing a positron going forward in time). Similarly, in any interaction 
the number of protons less the number of antiprotons is comtant; 
graphically, the proton lines are continuous. Although these newly 

I 
dimovered conservation laws gwern the electron-minus-positron and 

Gmlan dhbssiC the proton-minwantj proton numbem, there is no restriction on the ekmwmtic immMim, 
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FIG. 1 1 -3. F e y m m  diegram 
of the interaction between two 

electrons. 

number of photons or on the separate numbem of electrom and protons 
and their respective antiparticles. 

We have deecribed the interaction between electromagnetic radia- 
tion and a charged particle in terms of the basic spa-time graph. 
What about the interaction between two electrically charged particles, 
an interaction which, in classical electromagnetic theory, is familiarly 
described in terms of the electric and magnetic fid& produced by the 
two particlee and in twmrs of an electric and a magnetic force? mia, 
too, is ~ttributable ta the creation and annihilation of photons. 

Consider Fig. 11-3, which show a head-on collision between iwu 
electrons. One electron creates a photon spontaneously at vertex A (in 
the fashion of the bremtmhlung process of Fig. 11-l), and the second 
electron absorbs the photon at vertex B (in the fashion of the phob 
electric effect of Fig. 11-1). Each of the two interacting electrons has its 
energy and momentum changed by virtue of the exchange of a photon: 
Each charged particle has been acted upon by an electromagnetic force, 
The particle whose exchange is responsible for the force between the 
charged particlea ie caIled a virtual photon and is itself unobservable. A 
virtual photon travels at the speed c. Charged particles exchange ~uch  
properties as energy and momentum by exchanging virtual photons. 
Graphical representations of interactions in space-time similar to Fig. 
11-3 are called Feynmn diagrams, after R. P. Feynman who wed these 
diagrams to represent in simple faahion and also to compute in detail the 
elect~odynamic interactions between quantum charges. 

The coulomb force and all other electromagnetic forces between 
charged particles can be described in terms of the continuous interchange 
of virtual photons between the charged pmticles. There is, however, a 
difference between virtual photons (which are the intermdiary of the 
electromagnetic force between charged particles) and real photons. 
Whereas real photons are observable, virtual photons are not. 

To see how an unobservable particle ia reisponeible for an interaction, 
we f i s t  note that if a h e  electron in empty space were to emit a photon 
spontaneously and thereby recoil, the syatem'a total energy and mo- 
mentum would not be comrved (that is why a massive particle is re 
quired in an actual bremstmhlung collision); likewise, a single free 
electron cannot, without violating momentum and energy conservation, 
absorb a photon (that is why the photoelectric effect takes place only 
when the particle to be freed is initially bound), Although momentum and 
energy conservakiona hold in the overall electron-electron interaction 
extending from vertices A to B in Fig. 11-3, both cannot hold simul- 
taneously at each of the separate vertices. It is the mobsemability of the 
virtual photon that allows the nonconservation of energy and momentum 
during the time interval between photon emission and photon absorption. 
The violation of these two comemation laws is consistent with the 
quantum theory as long ae the energy AE and momentum dp "borrowed" 
at the space-time emission event are returned within time and space 
intervals consistent with Heisenberg's principle of uncertainty, that is, 
within a time interval At 2 film and within a space interval Ax 2 It[Ap=. 
Thus, the syatem'a total energy during the time interval At may exceed 
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the initial energy of the two incoming electrons. The uncertainty 
principle limits the borrowed energy AE, by which energy conservation 
is violated, to 

The quantity At (see Fig. 11-3) is the time interval between the emission 
and the absorption of the virtual photon. Similarly, the uncertainties in 
momentum and position are related by Ap, z h/Ax.  Note that virtual 
photons of all energies, from zero to infinity, may thereby be created; 
therefore, the time interval and associated space interval between the 
emission event and the absorption event can range from very short 
intervals (associated with interactions separated by small distances and 
with virtual photons having very high energies) to very long intervals 
(associated with large distances and photons of very low energies). 

EXAMPLE 11-1. To illustrate the exchange of a virtual photon between two 
charged particles, we consider the following interaction between two electrons, 
both initially at rest (see Fig. 11-3). At vertex A one electron emits a virtual 
photon of energy E, (not measurable) and linear momentump, (not measurable) 
and recoils to the left at  speed v (assume v << c). At a later time, vertex B, the 
virtual photon is absorbed by the other electron, which recoils to the right at 
the same speed v. We choose the particularly simple situation (but unob- 
servable one) in which the total linear momentum is always conserved: It is 
zero before, during, and after the exchange of the virtual photon. (a) What is 
the energy A E  "borrowed" during the time At? (b) If the virtual photon's 
energy is 1.0 eV, what is the longest time interval over which the exchange 
can take place? (c) What is the greatest distance separating the two electrons 
exchanging a 1.0-eV virtual photon? 

(a) Before the emission of the virtual photon at  A the system's total energy 
is just the total rest energy Eo of the two electrons; its total linear momentum 
is zero. Assuming its total linear momentum to remain zero, the emission of the 
virtual photon imparts a momentum p. to the electron: 

Here m is the electron mass and E, andp, are the energy and momentumof the 
virtual photon. The total energy after emission but before absorption is 

Thus, the energy AE borrowed during the exchange is 

or, with E, = mvc from momentum conservation, Eq. (11-2), 

AE = $mu2 + mvc = mv (K + .) z mvc = E, 

where we have taken v << c. For this exchange the energy borrowed during the 
time interval At is just the energy of the virtual photon. After the time interval 
At the system's total energy is again Eo. 

(b) The uncertainty principle implies that the energy AE may be borrowed 



CHAP. 11 T h  Ekrnmtary PMklea 

for a t h e  At given by 

If E, = 1.0 eV, then 

JElectmn~ exchanging virtual photons of l . k V  energy can do so only for time 
intervals of the order of 10-l5 8. VirLual photom of 1e.w energy can, of rourae, 
exist for langer time intervale, 

(c) The maximum eeparaf5on distance Az between the two electron8 is 
determined by Ax = c At. For a l . k V  photon we have At 5 10-" and 

In the computation abave we aaeumed unrealistidy that linear mornen- 
tum was conservd at each inatant, even during the time At between the 
emiasion of the virtual photon and More the absorption of thia photon by the 
necond electron. Tbis is, of course, a poseibiJity, but it ia utlverifiable, becaum 
the uncertainty principle d o w e  for memumments of the momenta of the two 
electrom only before and after the exchange process. Neither momentum 
nor energy need be wmemed during the exchange prow. They clearly we 
not simultaneously c o m e d  during the exchange of a v i r b d  photon between 
an electron and a poaitive charge, such aa a proton. 

Consider the interaction corresponding to that &Fig. 114 but in which one 
electron is replacid with a proton; see Fig. 114. Again we mimume both c-6-8 
to be initially at mt. The electron emib a photon, which moves hward the 
pmtun, and the electron recoils in the same direction as that of the photon. 
The photon is later absorbed by the proton, which remila in a direction 

Electron I 
1 Pro ton 
I 
I 

FIG. 1 1 -4. Space-time diagram 
d the interaction between an 

electran end a proton. 
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oppwite ta that of the virtual photon: The oppositely charged particles attract 
one another. Obviously, the emhien of the d u a l  photon at the fh t  vertex 
is an event in which neither energy nor momentum is conserved. The non- 
c o m a t i o n  persists until the photon is absorbed by the proton which then 
recoils toward the electron. Again the time interval during which the virtual 
photon is exchanged is limited by the uncertainty principle. 

In an interaction between two charged particles a virtual photon is 
created spontaneously by one particle and then abaorbed by the other. 
Can the virtual photon be absorbed by the name charged particle that 
created it? It can, so long as the limits imposed by the uncertainty 
principle are satisfied. F i g m  11-5a show a aingle electron (or it may 
be any other electrically charged particle) emitting and then reabsorbing 
a virtual photon. Moreover, a photon, whether real or virtual, mag 
spontaneously create an electmn-positron pair, as shown in Fig. 11-5b, 
even though its energy is less than the threshold energy for pair pro- 
duction. The process is again possibIe according to, and limited by, the 
uncertainty principle. The virtual pair may be annihilated and yield 
the original photon. Still more complicated processes may be con- 
structed, as shown in the F~grfiman diagram of Fig. 11-6c; the chain of 
creation-annihilation processes depicted is, of course, merely a collection 
of space-time graphs, whose basis ie Fig. 11-2. Thua, every electricdIy 
charged particle, even if isolated h m  other particles, may be considered 
to emit and reabsorb photons, which can become particle-antiparticle 
pairs. Although virtual particles cannot be obsented directly, the validity 
of the conception ia emphatically proved by the success of theoretical 
field-theory calculations of subtle electromagnetic effects, b a e d  on these 
ideas. The success of the field theory has. in fact, caused it to be the 
model for understanding fundamental forces besidea the electromagnetic 
interaction and has led to the prediction of particles whose existence 
waa later confirmed in experiment. 

11-2 THE STRONG IhITERACTtON 

W e  have seen that the eIectmmagnetic force between any two 
electrically charged particles can be ascribed to the exchange of virtual 
photons. To allow for the long-range character of this force-actually, 
an irsjinite range for an inverge-square forcenecessitatea that the virtual 
field particles (photons) have zero rest mass. Turning now ta the nuclear 
force, the strong force acting between protons and neutrom within a 
nuclew, we aak how thin force field is described in terms of the exchange 
of virtual field particles. As we have seen (Chapa. 9 and 101, the nuclear 
force ia quite different from the electromagnetic force: Whereas an 
eledromagnetic force, such aa the coulomb force, extends throughout 
all space (varying aa llr2), the nuclear force goes to zero at distances 
greater than about 1.4 fermi (see Fige. 43  and 9-4). The nuclear force is 
short-range ; the electromagnetic force, long-range. What propertiee 
must exchange particles have if we are to deacribe the short-range 
nuclear force in terms of the exchange of virtual part ic l~? This question 

FlG.11-5. Feynmendiagr~msof 
the electromagnetic interaction: 
(a) An elec&an spontsneously 
creates and then reabsorbs 8 
photon; (b) sphoton spontaneously 
creates an electron-positron paif. 
end the peir is ennihileted, and e 
photon is created; (c) a complex 
chain d annihilation-creation 
processes. 
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FIG, 1 1 -6. Nucleon-nucleon 
interactions through the exchange 

of virluu~pions x0, n+, and a-. 

waa first asked (and answered) by the Japanese physicist H. Yukawa in 
1935. 

Yukawa hypothesized that the nudear force between nucleons ia 
mediated through the exchange of virtual particles associated with the 
nuclear force field. The essential characteristics of these particles-now 
called n mesum (pi mesons) or simply pions-which act as agents of the 
nuclear force may be deduced by a simple argument baaed on the un- 
certainty principle. Let us describe the strong nudear interactions 
between nucleons by a Feynman diagram like that depicting the electm- 
magnetic interaction, Fig. 11-3. 

In the f i a t  diagram of Fig. 11-6 a pmt& is assumed to  create and 
emit a virtual neutral ~c meson, tcO (pi zero), at the vertex A; a ehort 
time At later a second proton absorbs this pion, at the vertex 3. During 
the time At of existence of the pion the energy-consewation principle 
can be violated, so long as its violation is consistent with the uncertainty 
principle dE At w h, where dE now represents the "bomwed'%nergy 
during the exchange. When the meson ia absorbed by the second pmton 
at the later time, vertex 3, the energy of the system is again restored, 
Similar meson exchanges are shown for the proton-neutron interactions 
in the other diagram of Fig. 11-6. Note that three distinct piona (la+, - 
n , and no mesons) with charges of + 1. - 1, and 0 in units of the electron 
chmge e describe the various nucleon interactions. 

A11 the strong nucleon-nucleon interactions are characterized by a 
shoe-range force (Sec. 9-2) that extends a distance of only about 1.4 
fenni. This limita the travel distance R of the virtual meaon before it is 
again absorbed. If we aasume, for simplicity, that the meson travels 
essentially at the speed of light, c, then it exists only for the time interval 
At of the exchange: 

Using the uncertainty principle, we find the bwrowed energy to be 

Taking the borrowed energy to be primwily the rest energy Ex = mg2 of 
the virtual pion, we find the pion's rest mass ta be 

On the baais of this simple argument we expect the pion to have a mas8 of 
the order of 200 electron masses nt,, to cornpond to  the short-range 
character of the strong nuclear force. 

After Yukawa predicted nuclear exchange particles would have a 
mass intermediate between those of electrons and protom, ncientista 
began looking for them. A virtual pion exchanged between a pair of 
nucleons cannot, of course, be observed, but if sufficient energy, of the 
order of several hundred MeV, ia supplied to a nuclear system, real ones 
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can be created, and when they leave the nucleus they can be detected. 
Charged a mesons (a+ and a- mesons or, simply, charged pions) having 
all the properties of the nuclear exchange particles were first identified 
in 1947; the uncharged meson of this group, a', was detected 3 years 
later. Pions may be produced in collisions between high-energy nucleons 
such reactions as p + n 4 p + n + a- + a+. Until the 1940s the 
high-energy reactions required for their creation were available only in 
the uncontrolled and infrequent events initiated by cosmic radiation. 
When accelerators producing particles of several hundred MeV and 
more were built, large numbers of charged and uncharged pions could 
be produced under controlled conditions in the laboratory, and our 
knowledge of them increased accordingly. Their properties are listed in 
Table 11-2. 

Like the photon (spin l), the pion has an integral spin (0). In fact, 
an integral spin angular momentum is characteristic of all field particles, 
every one of which has the following properties: (1) In any reaction, 
whether decay or collision, field particles may be created or annihilated 
without limit, no conservation law restricting their number; (2) any 
number of field particles can occupy the same quantum state, the Pauli 
exclusion principle not applying (see Secs. 7-8 and 12-3). 

The photon and pion differ in some respects: Whereas the photon is 
electrically neutral, the pion exists in three charge states; whereas the 
photon has zero rest mass, the pion's mass is finite, to account for the 
short-range nuclear force; and whereas a free photon is stable, all free 
pions are unstable. 

The decay of pions is reminiscent of the behavior of a single neutron 
which, when free, decays into a proton, electron, and antineutrino. From 
Table 11-2 we see that both decay modes of the no involve photons, one 
of the decays producing two photons (98.8 percent of all no decays) and 
the other producing an electron, a positron, and a photon (1.2 percent of 
all a0 decays). The a0 decay therefore takes place through the electro- 
magnetic interaction. 

TABLE 11-2 Properties of pions 

n + ~ t -  no 

Rest mass, me 273.3 
Rest energy, MeV 139.58 
Charge, e + 1 
Spin, x h 0 
Magnetic moment 0 
Mean lifetime, s 2.55 x lo-'' 
Decay modes x+  + p+ + v, (99.99%) 

n+  + e+ + v, (0.01%) 

In this chapter wherever necessary antiparticles will be designated by an overbar; for 
example, V, is the antiparticle of v,. 
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We note further that the no decay through the electromagnetic 
interaction ( ~ 1 0 - l 6  s) is longer than the time associated with the 
strong, or nuclear, interaction s), but much shorter than the 
time of the interaction responsible for neutron decay ( z  lo3 s) and for 
the charged-pion decay ( z  lo-' s). Compared with the strong nuclear 
interaction ( 2  s) and the electromagnetic interaction ( z  s), 
the decays of the neutron and of the charged pions are much weaker and 
take place much more slowly. This introduces another fundamental 
interaction between particles which, because it is much weaker than the 
strong or electromagnetic interactions, is called simply the weak inter- 
action. It was first used by E. Fermi in the 1930s to describe the beta 
decay of radioactive nuclei. Compared with the strong interaction, the 
weak interaction is weaker by a factor 1013. Even so it exceeds by a 
factor 10'' the extraordinarily weak gravitational force. See Table 11-3 
for the relative strengths of the four fundamental interactions. 

The decay of the charged pions produces still other elementary 
particles. The dominant decay mode (99.99 percent of all pion decays) 
is into new particles: the muons, p+ and p-, and the neutrinos, v, and ij,, 
which are associated with the muons and are of a type different from those 
associated with electrons (v, and Fe). Charged pions are observed to 
decay into electrons or positrons and neutrinos or antineutrinos about 
once in 10,000 decays. We shall discuss the decay modes of pions and the 
decay products in Sec. 11-4. 

11-3 A 13-PARTICLE UNIVERSE 

Ignoring for the moment the muons and their associated neutrinos, 
let us consider a hypothetical universe composed of only the other 
elementary particles, which number 13. The actual universe is more 
complicated; however, the 13-particle model accounts, at least approx- 
imately, for the matter found within the real universe. Table 11-4 lists 
the 13 particles in order of their rest masses. We have included the 
graviton, the exchange particle in gravitational interaction. Although 
it has not yet been detected experimentally, theory predicts that it will 
be found to have a zero rest mass (to account for the infinite range of 
the gravitational force) and an integral spin of 2. For completeness we 
should also add the exchange particle representing the weak interaction 
force responsible for neutron and pion decays; this has been called the 
Wparticle. Its existence is being pursued in the high-energy accelerator 

TABLE 11-3 The fundamental interactions 

INTERACTION RELATIVE STRENGTH FIELD PARTICLE 

Strong 1 pion 
Electromagnetic photon 
Weak W particle (?) 
Gravitational graviton (?) 



TABLE 11-4 A 13-particle universe 

ELECTRIC REST MASS, REST ENERGY, INTERACTION PARTICLE 

FAMILY PARTICLE SYMBOL CHARGE, e SPIN, x fi me MeV IN 

neutron, antineutron 
proton, antiproton 

{ 
n+ meson 

Pion n- meson 
no meson 
electron, positron 

Lepton 
neutrino, antineutrino 
photon 

graviton 

strong, electromagnetic, 
weak, gravitational 

strong, electromagnetic, 
weak, gravitational 

electromagnetic, weak, 
gravitational 

weak, gravitational 
electromagnetic, 

gravitational 
gravitational 
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laboratories throughout the world. We exclude the W particle from 
the list because here we are assuming the neutron and pion to be stable 
particles. 

The particles in Table 11-4 are of five distinct groups, or families. 
Within each family all particles have the same spin and roughly com- 
parable masses. With respect to spin the families may be classified as 
those with half-integral spins and those with integral spins; according to 
this classication some properties of the families are given below. 

Half-integral Spin: 

The baryons (Greek "heavy") comprise the proton, the neutron, and 
their antiparticles. They are by far the most massive of the elementary 
particles. All have spin 3 and nearly equal masses. They participate in 
all four fundamental interactions. Each baryon has an antiparticle, 
and the total number of baryons is constant in any reaction. In the con- 
servation law of baryons each baryon is assigned a value of + 1 and each 
antibaryon a value of - 1. 

The leptons (Greek "light") comprise the electron, its associated 
neutrino, and their antiparticles. They have spin 3 and comparable 
masses. The electron and positron participate in the electromagnetic, 
weak, and gravitational interactions; the neutrino participates only in 
the weak and, presumably, the gravitational interactions. Each lepton 
has an antiparticle, and in any reaction the total number of leptons is 
constant. In the conservation law of leptons each lepton is assigned a 
value of + 1 and each antilepton a value of - 1. 

Integral Spin : 

The particles in these groups are the field quanta for the various 
interaction forces among baryons and leptons. They can be created or 
annihilated in a reaction without regard to conservation of their 
number. 

The mesons include the pions, which transmit the strong interaction 
among baryons. They have zero spin and comparable masses. They 
participate in all four fundamental interactions. 

The photon family contains only the photon. It transmits the electro- 
magnetic interaction. The photon has spin 1 and zero rest mass. It 
participates in the electromagnetic and gravitational interactions. The 
photon is its own antiparticle. 

The graviton is the field quantum for the gravitational force. 
Although not yet detected, it is expected to have a spin of 2, a zero rest 
mass, and to interact through the gravitational force only. 

In our part of the universe the main building blocks are the protons, 
neutrons, and electrons. The gravitational force (mediated by gravitons), 
although weak, is dominant in macroscopic systems such as the solar 
system, the electromagnetic forces (mediated by photons) dominate in 
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microscopic systems such as molecules and atoms, and the strong nuclear 
force (mediated by pions) dominates in the subatomic systems such as 
nuclei. 

We may make some final observations concerning the particles listed 
in Table 11-4. The neutron, the antineutron, and the two charged pions 
are stable, in the sense that they do not decay through the strong and 
electromagnetic interactions; however, they are unstable in the weak 
interaction. The neutral pion is stable in the strong interaction and 
unstable in the electromagnetic interaction. All the other particles listed 
in Table 11-4 are stable. 

We see from the table that the more massive the elementary particle 
the more interactions in which it may participate: Baryons and mesons 
participate in all four fundamental interactions, the leptons participate 
in all but the strong interaction, the photon participates in the electro- 
magnetic and gravitational interactions, and the graviton participates in 
only the gravitational interaction. 

The strong interaction is characterized by an energy of approx- 
imately 150 MeV (the rest energy of the pions), which is about a tenth of 
the rest energy of the baryons (about 1,000 MeV). The electromagnetic- 
interaction energy is about 1.5 MeV; this is seen by noting the rest-energy 
difference between the charged and uncharged members of each group in 
Table 11-4. 

Although the 13-particle model is attractive and relatively simple, 
it does not correspond to the physical universe which we inhabit. There 
are many additional "elementary" particles, whose role in the structure 
of matter is somewhat uncertain; for instance, the charged pions decay 
primarily into muons, which seem to play no fundamental role. More- 
over, many other particles, exotic and short-lived, have been observed, 
and these are apparently as elementary as the others in Table 11-4. 

11-4 THE FUNDAMENTAL PARTICLES 

Beside the "fundamental" particles listed in Table 11-4 many others 
have been observed. Except for the two muons already mentioned, they 
have been discovered within the last 25 years. In this section we shall 
describe in greater detail some of the particles of the last section and 
shall treat of the new ones that have been observed. 

Three obvious ways in which elementary particles may differ are in 
charge, mass, and lifetime when they are free : Every one of the particles 
has an electric charge of either +e, -e, or 0; their masses vary from 
zero (photon and neutrino) to masses greater than 4,000 electron masses, 
and their lifetimes may be as short as s or as long as co. It is 
instructive to group them according to the interactions by which they 
decay, as in the following subsections. 

Stable Particles. Nine particles do not decay by any interaction: the 
proton and antiproton in the baryon family, the electron, antielectron, 
and the four different neutrinos in the lepton family; and the photon, the 
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only stable field partide (we exdude the gratriton and W W i d e  &nee 
they have not been observed). Each of the other elementary particles is 
unstable and decays through the strong, the weak, or the electromagnetic 
interaction. 

Particles Unstable in the Weak Intaractians. Most of the elementary 
particles decay by the weak interaction. 

We l i ~ t  and discuss them in order of inereaeing masn : (1) the muons, 
(23 the charged pions, (3) the charged and uncharged kaona, and (4) the 
neutron, antineutron, and charged and uncharged hyperons. 

1. M u c ) ~ ,  The muons reeult h m  the decay of the meaon field particles 
for the nuclear force. See Fig. 11-7 for the decay of a nf to a p+ 
(muon) folIowed by the decay of the p+ to a positron. The neutrinm 
created in these two decay8 are not obsemed since they produce no 
tracks. The muona are the most myeterious of all the elementary 
particles: There is no apparent reason for their existence. The 
properties of the muom are summarized in Table 11-6. 

We notice that the muon-antimuan pair is andogoue to the 
electron-positron pair : The muon has the same charge as the electron, 
and it interacts with matter through the e lmmagnet ic  force and 
not through the strong nuclear force. Unlike the electron, however, 
it i~ not stable against weak interaction but decaya to an electron 
(or positron) and two neutrinoa. Its lifetime (2.2 x s) is very 
long compared with that of a nuclear interaction ( w 10-23 s) or rln 

electromagnetic interaction ( z  8). All experimentd evidence 
indicates that apart &om its decay procem the muon behavea exactIy 
like a heavy electron. 

2. Charged pions. The propertiem of the charged pions are liated in 
Table 11-2. Both charged pions have the same lifetime and decay 
by means of the weak interaction. Their most hquent decay ia to a 
muon and neutrino; very infrequently they decay to an electron and 
neutrino. Figure 11-7 shows the decay of a n+ to a p+ and a neutrino 
(the latter is unobsemable). We note in Table 11-2 that the uncharged 
pion decays in a time characteristic of the dectromagnetic inter- 
action and thus does not partake in weak interactions. 

FIG. 1 1 -7. A fiquid-hydrogen 
bubble-chamber photogreph of a 

x + decaying into e p+. which 
decays into en e+. (Courtesy 

Brookhaven Nationel Lsborarory.) 
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TABLE 11-5 Properties of the muons 

P + P - 
Rest mass, me 206.78 206.78 
Rest energy, MeV 105.7 105.7 
Charge +e -e 
Spin, x fi ?I 4 
Magnetic moment 1.0026(melm,)B - 1.0026(me/m,)B 
Mean life, s 2.20 x lo-6 2.20 x lo-6 
Decay mode p + + e + + F , + v ,  y - + e - + v e + 5 ,  

3. Charged and uncharged kaons (K mesons). The K mesons, or kaons, 
were observed shortly after the discovery of the pions in 1947. 
They have many properties similar to those of pions and are members 
of the same family, the meson family. There are four different kaons, 
all having zero spin. They decay to pions or leptons by means of the 
weak interaction. As Table 11-6 shows, the number and complexity 
of kaon decays are much greater than those of pion decays. This is 
due in part to the ability of the kaons to decay to both pions and 
leptons. Explaining their decay modes, however, is another matter; 
for example, that a kaon sometimes decays to two pions and some- 
times three violates one of the conservation laws, the conservation 
of parity. Figure ll& shows a two-particle decay of a K-. Figure 
11-8b shows a three-particle decay of a K-. 

TABLE 11-6 Properties of the K mesons 

REST PROBABIL- 

REST ENERGY, MEAN LIFE, ITY OF 

 SYMBOL^ MASS, me MeV s MODE OF DECAY DECAY, % 

- 

t The antikaons, K - and 9, are in parentheses. Their decay modes are similar to the 
kaons; merely replace all particles with antiparticles. 
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FIG.11-8. (a}Abubble-chamber 
photograph of e K- meson 

decayin# inw twa pions. 
(b) A bubble-chamber photo- 

graph of e K - meson decaying 
into three pions. (Courtesy 

Yale University and Brookhaven 
Narionlh Lafiorarory.) 

Parity is a concept related to the symmetry of physical experi- 
ments under a reflection; that is to say, the conservation of parity 
requires that, if an experiment takes place, so too does ite mirror 
image. Thus, one cannot distinguish between "left-handedness'* and 
"right-handedness," In quantum mechanics the parity of a particle is 
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simply defined in terms of the wave function, say ~ ( r ) ,  that describes 
the particle. Reflecting the position coordinates through the origin, 
changing r to -r (such that x + - x ,  y -, - y, and z -, -z), is 
equivalent to changing a right-handed system into a left-handed 
system. If the probability density [v(r)12 of the particle is to be the 
same whether we use a right-handed or left-handed system, we have 
just two possibilities for w(-r): 

dv(-r) = ~ ( r )  even parity 

( -  r) = - ( r )  odd parity 

Even parity is analogous to an even function; odd parity, to an odd 
function. 

All elementary particles have an intrinsic parity. The electron, 
proton, and neutron are arbitrarily assigned an even parity; then by 
experiment the parity of the pion is found to be odd. It used to be 
believed that in any interaction the parity of a system must not 
change: Ifit was even before the interaction, it must be even after the 
interaction. To the K- in its two-pion decay one must assign an 
even intrinsic parity; to the K- in its three-pion decay, on the other 
hand, one must assign an odd intrinsic parity. Therefore, to conserve 
parity in the weak-interaction decay of kaons one had to assume two 
different kaons, a K- of even parity and a distinctive K- of odd 
parity. However, all other evidence indicated that these two kaons 
were one and the same. 

To resolve the contradiction, C. N. Yang and T. D. Lee made the 
bold assumption in 1956 that there is, indeed, just one K- and that 
parity is not conserved in weak interactions. This hypothesis has 
been confirmed in many experiments since their prediction. Here, 
then, is a conservation law that holds in some interactions (in the 
strong and electromagnetic) but not in all (not in the weak). The 
nonconservation of parity in the weak interactions also implies that 
nature actually does distinguish between right and left. 

Two other features of the kaon are not found in the pion. One 
is that two neutral kaons are distinguishable, a KO and an KO 
(anti-kay-zero), whereas the antiparticle of the no is itself. The 
other is that the neutral kaons do not decay by the electromagnetic 
interaction but by the much slower weak interaction, whereas the 
neutral pion decays by the electromagnetic interaction. We shall 
return to these points later. 

Like pions, kaons can be produced by the strong interaction 
when two nucleons interact, but only when they interact at very short 
range. Both kaons and pions are field particles for the strong nuclear 
interaction, but the kaon's mass is more than three times the pion's. 
Because of this the range of virtual kaons exchanged by nucleons is 
much smaller than that of virtual pions. The kaons probably are 
exchange particles in the short-range interaction between nucleons, 
but the pions are the principal exchange particles in the intermediate- 
range interaction between nucleons. This is consistent with the 
experimental observation that, as the energy of a beam of incoming 
protons from a high-energy accelerator increases, the ratio of kaons 
to pions produced by the protons increases. 
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FIG. 1 1 -9. A bubble-chamber 
photograph of s 3.3-GeV 

enn'proton entering the bubble 
chamber from the bottom and 

colliding with a proton at 
point I to creare a hypefin 

(Ao) and an 8nt ihyp~On (A0). 
The A" particle decays into a 

pfoton and R- pion ar poinr 3: 
the 2 antiparticle into an 
antipforon and a + pion ar 

point 2. (Courtesy Brookhaven 
National Laboratory.) 

4. Neutmn, antirteutmn, and charged and uncharged hyperons, All the 
baryons except the proton constitute this group: mey are the 
neutron, the antineutron, and the particles of the four groups A, 
Z, 3, and R, called the hyperons. They are more massive than the 
neutron and, like it, decay by the weak interaction. The neutron, 
which is the most familiar particle in this group, has a mass very 
nearly that of the proton. The hyperons are listed in Table 11-7. 

All hyperons have a spin of 4, as do nucleons. Except for the 
neutral Z particles, which are included in the table simply as a 
convenience in listing the hyperons, they all decay by the weak 
interaction. The hyperons fall inta the four groups according to their 
maSSe8. 

The creation and subseauent decav of a hv~eron. AO, and an 
antihyperon, P, are shown in Fig. 1;-9. A hyperon also can be 
created without the simultaneous creation of an antihyperon; for 
example, in Fig. 11-10 i~ sham the creation of a AD and a KO. The 
reaction is 

p + p + p + n 4  + A O + K o  

We shdl discuss the production of hyperons and kaons further in 
Sec. 11-5, where the strange manner in which they are produced is 



TABLE 11-7 The hyperons 
-- - -- - 

 PARTICLE^ 
AND REST MASS, REST ENERGY, MEAN LIFE, 

ANTIPARTICLE m. MeV s PRINCIPAL MODE OF DECAY 

Lambda AO, $ 2,183 1,115.5 2.52 x 10-lo A0 + p + x-, or n + no 

Sigma ZO, 9 2,334 1,192.2 < 10-l4 ZO+AO + y 

z t ,  ji= 2,327 1,189.5 0 . 8 1 ~ 1 0 - ' ~  X t - + p + x O , o r n + x t  
Z-, 3 2,343 1,197.4 1.7 x X- -+ n + z- 

Xi - - r , E +  - 2,586 1,321 1.7 x 10-lo 2-  + A0 + n- 
$0 50 2,573 1,315 2.9 x 10-lo E0 + A0 + x0 

Omega a - ,  nt 3,272 1,672 1.1 x 10-lo n- + E0 + x-, or E- + no 
- 

Note that each particle has a distinct antiparticle. For example, the antiparticle of Z- is F, which is distinct from Zt. 
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FIG. 11-10. Abubble-chamber 
photograph of a 2.85-GeV proton 

cofliding with a proton and 
westing a C and a A'. The Ko 

decays to two pions. {Courtesy 
Broekhaven National Laboratory.) 

described in terms of a new consewation law, the conservation of 
strangeness. 

Figure 11-11 shows the production of the a", the most massive 
of the hyperons; this photograph show the tracks of two hyperons 
and three kaons. 

Particles Unstable ta  EIectromagnetic InteraHion. Three elementary 
particles, all with zero electric charge, are unstable in the electro- 
magnetic interaction: the no, the EQ, and the p. Their lifetimes are, 
therefore, much shorter than those of particles decaying by the weak 
interaction. The no (Table 11-2) has a lifetime of 3 lopz6 s and decaye 
to two photons or to one photon, an electron, and a positron. The Ca 
(Table 11-7) has a lifetime of < 10-14 a and decays to a A0 and a photon. 
~ h e p  has the eame lifetime as ita antiparticle and decays to an l" and a 
photon. 

One might well wonder how it is poasible to awmtain that these 
particles have actually existed, inasmuch aa they do not travel measur- 
able distances in their short lifetimes, To understand this we may ex- 
amine the longer lifetimes and correspondingIy Ionger path lengths of 
particles decaying by the weak interaction. 

Consider a K+ meson that decays to two pions (see Table 11-6) 

The no rapidly decaya (<<I-'~) to two photons: 



- 

f 

P 

AO- FIG. 11-11. Abubble-chamber 

photograph and sketch of  the 
a- production of 8 negatively-charged 

R mesan (n-). An incoming 
K- meson collides with a 
stationery profon with the 

-. \. resuttant production of a K? K+, 
and St-. The photograph sfso 
shows the subsequent decay af 

K- the Q- into a A" and K -, and the 
decay of the A' into e proton and 
negative pion. (Courtesy 

/ Brookhaven National Laboratof y.) 

For eimplicity we view the decays from the reference frame in whch the 
initial K' is at rest. The distance x traveled by the no can easily be 
estimated. Assuming it to travel at the speed &c, we have 

Such a small distance cannot be observed in a bubble-chamber photo- 
graph, and it might appear that the K+ decays directly into a n+ and 
two photons : 

K'+n++ y +  y (11-5) 

How, then, can we distinguish between the direct decay of the K' given 
by this equation and the two-step decay of the K+ given by (11-3) and 
(11-4)? 

In the two-particle deeay given by (11-3) we can conserve both 
momentum and energy only if the R+ goes off with a fixed energy and 
the no also goes off with a fixed energy. Thus, if the Kf decays in the 
two-step process, the energy distribution of the outgoiw positive 
pions will look like Fig. 11-12a. On the other hand, if the K' decays 
directly to three padides, a n+ and two photons, then the outgoing 
positive pions can have a continuous range of energies, momentum and 
energy being conserved in each decay. The energy distribution of the 
outgoing n+ meson in a direct decay of the KC would look like Fig. ll-12b. 
(Recall that in ot decay, which is a decay to two particles, the u particles 
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FiG.11-12. Kinetic-energy 
distribmun of x+ mesons in the 

decay of K meson: (a) the 
expected dim'bution if the K + 

decays lo n+ + no and then 
the no decays to y + y; 

(b) the expected distribution if 
the K +  decays dhcl ly  to 

n * +  ' r f  v. 

50 MeV 100 MeV 

Kinetic energy of n+ pions 

(a 1 

.50 MPV 100 MeV 

Kinetic energy of n+ pions 

Eb) 

are monoenergetic, whereas in B decay, which ia  a decay to three partilea, 
the $ particles have a continuum of energies.) W e  can, therefore, eaeily 
di&inguish between the two possible decay modes of the K + by measuring 
the energy distribution. of the outgoing R+ mesons. The experimental 
results are cornistent with Fig. 11-1%; thus, although the z0 does not 
live long enough to move a perceptible distance, it does live long enough 
to be identified as a distinct particle. Similar arguments e~tablish the 
existence of the ghort-livd ED and 2. 

Cornpard with particles decaying by the electromagnetic inter- 
action, those decaying by the weak interaction have lifetimea that are 
10' timeg longer or more. They will, therefore, travel lo6 times farther 
before decaying. Zf, for example, a A0 has a speed of +, before decaying 
it will travel a distance of 

One can thus distinguish between the point of creation and the point of 
decay of the A particle (see Fig. 11-10). 
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Particles Unstable in the Strong Interaction. Most of the unstable funda- 
mental particles discussed so far decay by the weak interaction with 
lifetimes long compared with the time of nuclear interaction (Z s). 
The others decay by the electromagnetic interaction, with lifetimes of 
about 10-l6 s ;  their existence is inferred from the energy distribution of 
the product particles. 

Many particles with lifetimes even shorter than 10-l6 s have been 
discovered in recent years. With lifetimes comparable to the nuclear- 
interaction time, S, they certainly do not live long enough to 
leave measurable tracks, so their existence must be inferred from ob- 
servations of the energy distributions of the observable decay products. 
Since these distributions produce curves similar to that of Fig. 11-12a-a 
curve with a sharp peak, or resonance-the particles inferred from them 
are called resonance particles. Before listing the many resonance par- 
ticles that have been identified since 1960, we first ask how it is possible 
to discern their existence. 

Consider the decay of a particle ultimately to three other 
particles, like the decay of the K+ [Eqs. (11-3) to (11-5)]. If the particle 
decays directly to three particles, the energy distribution of any one of 
the outgoing particles will be continuous and broad, as shown in the 
curve of Fig. 11-12b. If, on the other hand; the particle first decays to 
two particles and then one of these in turn decays to two other particles, 
the distribution of the particle not decaying will be sharp, as in the solid 
curve of Fig. 11-12a. Because of the uncertainty principle, A E  At 2 h, 
it will not be infinitely sharp, however; there will be a spread A E  in 
energies. For the distribution in kinetic energy of the a+ in the K+ 
decay, the lifetime of the no is ~ 1 0 - l 6  S; therefore, 

The kinetic energy of the K+ is about 100 MeV. Thus, 

A E  6 x MeV = - = 
E 10' MeV 

and the line is, indeed, quite sharp. 
It is obvious that, the shorter the lifetime of the intermediate particle, 

the greater the spread in kinetic energy. Ultimately the energy spread 
becomes so great that the energy distribution in intermediate-particle 
decay (Fig. 11-12a) has a curve that blends into that of the direct decay 
(Fig. 11-12b); at this limit one cannot ascertain the existence of the 
intermediate particle. 

For lifetimes of s the spread in energy of the particle is 

If the outgoing particle has an average kinetic energy of 100 MeV, the 
energy-distribution curves of the direct decay and the intermediate 
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decay look like Fig. 11-13. This broad resonance curre is still distin- 
guishable from the direct three-particle decay, and we can account for 
its width by assuming the existence of a very shorblived, intermediate 
particle. 

Table 11-8 lists some of the resonance particlea in the meson family 
(integral anguIar momentum I t ) ;  Table 11-9 gives some in the baryon 
family (half-integral angular momentum ib). Such of their properties as 
mass, spin, lifetime, and modes of decay have been measured and are 
given in the tables. A number of theoretical schemes have been proposed 
t o  account for and classify the resonance particles,? but none has been 
completely successful. Hew these resonance particles fit into the scheme 
of the elementary particles i~ one of the pressing, unsolved problems of 
elementary-particle physics today. 

A 13-particle model of the universe was described in Sec. 11-3. All 
13 particles were assumed to be atabIe when h e ,  none to decay in any 
interaction. The conservation Iam of mass energy, linear momentum, 
angular momentum, electric charge, baryon number, and lepton number 
held in the strong and electromagnetic interactions. Obsemations show, 
however, that this simple model is inadequate. Four of the 13 particlea 
decay by the weak interaction (neutron, antineutron, nt, and rL) and 
one decays by the electromagnetic interaction (no). In addition, a host 
of other elementary particlee have been found, all ofwhich decay by one 
of the fundamental interactions (excluding the gravitational interaction). 
A more general model is needed to describe the numerous particles and 

t Some of the models  posed for the clasaiiication of m n a n c e  particles are described 
in references listed at the end of this chapter. 

w e c- 

0 .V 
& A  Direct. decay /\ a t e  &cay 

FIG.11-13. Kinetic-energy 5 
distriburians of r direct three- 3 2 

particle decay end B two-sfep 
z-2 

4 

decay. The intermediate T ,  

resonance petticle's lifetime is 
approximetely 70-23 s, This 100 MeV 
~esuks in 8 broad resonance 
curve, which is nevertheless Kinetic energy of  stahIe particle 

distinguishable from the direct 
decay. 

200 MeV 
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TABLE 11-8 Meson resonance particles 

REST ANGULAR 

RESONANCE ENERGY, MEAN LIFE, MOMENTUM, MOST PROBABLE 
PARTICLE MASS, me MeV x s x f i  DECAY 

TABLE 11-9 Baryon resonance particles 

TOTAL 

REST ANGULAR 
RESONANCE REST ENERGY, LIFETIME, MOMENTUM, MOST PROBABLE 

PARTICLE MASS, me MeV x s x t i  DECAY? 

90 2,994 1,530 8.6 - 3 B + n  
Z -  3,972 2,030 0.50 - 2 7 A + n  
Z + 3,464 1,770 0.63 4 N + K  
Z 2,710 1,385 1.6 - 2 A + a  
A 4,109 2,100 0.43 - 2 7 N + K  
A 3,581 1,830 0.79 - 2 5 Z + a  
A 3,552 1,815 0.81 - 5 2 N + E  
A 3,307 1,690 1.3 -. 2 3 Z + n  
A 3,268 1,670 3.3 - 2 I N + K  
A 2,974 1,520 3.8 - 3 N + K  
A  2,749 1,405 1.2 - 2 1 Z + n  
A 3,757 1,920 0.27 - 2 7 N +  n 
A 3,209 1,640 0.33 - 2 1 N + n  
A 2,418 1,236 0.50 -. 3 2 N + n  
N  4,288 2,190 0.24 - 2 7 N +  n  
N  3,346 1,710 0.20 .L N - k  n  
N  3,303 1,688 0.46 5 N + n  
N  3,287 1,680 0.35 - 2 N +  
N  3,033 1,550 0.46 2 N + 9  1 - 

N 2,984 1,525 0.52 - 3 2 N +  n 
N  2,876 1,470 0.29 - 1 N + n  

t N refers to a nucleon (proton or neutron). 
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interactions described in Sec. 11-4. Many theories have been proposed, 
but at present no satisfactory single model of elementary particles exists. 
Here we shall describe a particularly simple model that encompasses 
all the particles except the very short-lived ones, the resonance particles. 
It was developed in 1953 by M. Gell-Mann and independently by T. 
Nakano and K. Nishijima. It allows one to determine the types of nuclear 
reaction that can take place, and the predictions are in good agreement 
with experiment. 

Table 11-10 lists all the known baryons that are either stable or 
decay by the weak or the electromagnetic interaction. They are grouped 
according to mass and electric charge. For each baryon there is an 
antibaryon of identical mass and lifetime and of opposite electric charge. 
We note that all baryons and antibaryons have either a single unit of 
charge or zero charge. 

The particles cluster themselves into five distinct groupings accord- 
ing to mass: the doublet consisting of neutron and proton, the singlet A, 
the triplet Z, the doublet E, and the singlet R. Insofar as the strong 
nuclear interaction is concerned, the members of any one group may be 
taken to be different states of a single particle. For example, the neutron 
and proton are considered two different states of the particle "nucleon." 
This multiplicity of states is quite analogous to the several magnetic 
substates of a particle having a given total angular-momentum quantum 
number I (Sec. 7-4). Indeed, the analogy has led to the concept of total 
isotopic spin (or, sometimes, isospin) and associated isotopic spin states. 
For example, in analogy with the 21 + 1 magnetic states of a particle 
with total angular-momentum quantum number I the two states of a 
nucleon (proton and neutron) may be represented by assigning to the 
nucleon a total isotopic spin quantum number 3; then the proton may be 
described as having the isotopic spin "component" + + and the neutron 
the component -+. In a similar fashion a total isotopic spin may be 
assigned to each of the baryon groups. Each particle within a group is 
then specified by one component of the isotopic spin. The total isotopic 

BARYON ELECTRIC CHARGE ANTIBARYON ELECTRIC CHARGE 

ISOTOPIC . 

MASS, me SPIN - e  0 + e  -e  0 + e  

- - 

-3 -2 -1 0 0 +1 +2 + 3  
strangeness strangeness 
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spin number of each of the five baryon groups is shown in Table 11-10. 
In like manner all mesons decaying by the weak or electromagnetic 

interaction may be grouped according to mass; see Table 11-11. The 
pion group contains three particles; thus, it has a total isotopic spin of 1; 
the kaon group has two particles, K+ and K-, and is therefore assigned a 
total isotopic spin of +. We recall that the mesons are basically different 
&om the baryons in that they have integral values of angular momentum 
(in units of h), the baryons having half-integral values. Furthermore, the 
no is its own antiparticle; therefore, the center of the pion group is at  
the line separating the particles from the antiparticles. 

To describe the many strange events that were being observed (and 
not being observed) in the creation of the hyperons and the K mesons, 
A. Pais in 1953 introduced a new quantum number, which is called the 
strangeness number S. He then found that in any nuclear reaction the 
total strangeness was always conserved. One year later Gell-Mann and 
Nishijima showed that the strangeness concept was closely related to that 
of isotopic spin. Because it is somewhat simpler to use strangeness 
conservation, we shall illustrate the restrictions placed on nuclear 
reactions in terms of strangeness rather than of isotopic spin. 

A strangeness number is assigned to each of the five groups of the 
baryon family and to each of the two groups of the meson family, accord- 
ing to the amount by which its center of charge is displaced from the 
center of charge of the normal (nonstrange) group of each family. The 
normal (nonstrange) group of the baryon family obviously is the proton- 
neutron pair, whose center of charge is at ++. The next group in the 
baryon family is the singlet A0 with center of charge 0. The A is displaced 
to the left + charge unit from the proton-neutron group and thereby 
assigned a strangeness of S,, = 2 x (charge displacement from normal 
group) = 2(-+) = -1 (the factor 2 is introduced merely to make the 
strangeness numbers integral rather than half-integral). The triplet 
Z has the same center of charge as the AO, namely 0, and thus is 
assigned strangeness Sz = - 1. The doublet E has its center of charge 
at  -3, and thus its strangeness is S, = 2(- 1) = - 2. Finally, the singlet 
C2 has center of charge -1 and strangeness Sn = 2(-+) = -3. The 
strangeness numbers of all baryon groups are zero or are negative; those 
of all antibaryon groups are zero or are positive. 

TABLE 11-11 

MESON ELECTRIC CHARGE 

ISOTOPIC -- 

+ 1 0 -I 
strangeness 
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In the two meson groups the pions, the normal (or nonstrange) 
group, with center of charge 0, are arbitrarily assigned strangeness 0. 
The kaons, with center of charge at + f., has strangeness S, = 2( + 3) = 

+l. The antikaons, with center of charge at -3, have strangeness 
SE = 2(-f.) = -1. 

With the strangeness conservation law for the strong interactions 
it becomes possible to organize many experimental observations. The 
following example illustrates this. 

EXAMPLE 11-2. (a) Associated production. When accelerators producing par- 
ticles with energies measured in GeV were built, it  became possible to create 
many hyperons and kaons. Some of the interactions that were expected on 
the basis of all other conservation laws were not found. For example, the 
reaction 

p +  n + p + A O  

might be expected to be found with sufficiently energetic incoming protons. 
Energy-mass, linear momentum, angular momentum, charge, and baryon 
number are all conserved in this process, yet the reaction was not found. We 
can see why when we consider the law of the conservation of strangeness: 

p +  n + p + A O  
Strangeness : O + O + O - 1  

The total incoming strangeness is zero; the total outgoing strangeness is - 1. 
Similarly, reactions involving the creation of K +  mesons alone did not occur. 
One possible reaction might have been 

Although allowed on the basis of the previously known conservation laws, the 
reaction does not occur. Again, the explanation is that i t  violates strangeness 
conservation: 

p + p - + p + n + K +  
Strangeness : 0 + 0 + 0 + 0 + 1  

Since nuclear collisions are usually produced by accelerating zero-strangeness 
particles incident on zero-strangeness targets, the total strangeness going into 
the interaction is zero. This requires that more than one strange particle be 
produced in the reaction; Pais called this associated production. An example 
of associated production shown in Fig. 11-10 is 

p + p +  A O + K O + p + n +  
Strangeness : O + O - + - 1  + 1  + O + O  

Here two strange particles of opposite strangeness, the A0 with S = -1  
and the KO with S = +1,  are produced in the interaction. Strangeness is 
conserved. 

After their production, the A0 and KO separate and become freely moving 
particles. According to all other conservation laws, both these particles can 
decay into other particles. For example, one might suppose the A0 to 
decay as follows : 

A0 + p  + n- 
This process, however, does not conserve strangeness, 
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and therefore is not expected to occur. If strangeness were conserved in all 
interactions, the A0 would be a completely stable particle. As Fig. 11-10 shows, 
it does decay into a proton and negative pion, but in the relatively long time 
corresponding to the weak interaction. 

It appears, then, that strangeness conservation applies in some interac- 
tions but is violated in others. This has been confirmed by many experiments. 
In strong and electromagnetic interactions strangeness is always conserved; 
in weak interactions it is not. 

(b) Ratio of K- to K+ production. It is observed that a larger number of K+ 
mesons than of K- mesons are created when high-energy accelerators produce 
protons that strike suitable targets. For example, two possible reactions 
producing K+ mesons when sufficiently energetic protons strike a proton 
target are 

p + p + p + A O + K +  
p + p + p +  Z O + K +  

In both reactions the change A S  in strangeness is zero. On the other hand, 
producing K- mesons requires at least four outgoing particles. For example, 

This reaction also conserves strangeness. For this second reaction to occur, 
however, bombarding protons of higher kinetic energy are necessary, and 
thus K- production has a higher threshold energy than K+ production. At a 
given energy there is a smaller probability of producing K- than K+ mesons. 

The conservation of strangeness prevents the hyperons and kaons 
from decaying in nuclear times. They must, therefore, decay through the 
much longer weak interaction time, for which total strangeness may 
change. There is a general rule, found from experiment, for the change in  
strangeness number: In  weak-interaction decays the change in strange- 
ness is zero or one unit. 

Strong or electromagnetic interaction: AS = 0 

Weak interation : A S = O o r f l  

For example, the K- mesons decays (Fig. 11-8a) as  follows: 

Strangeness : 

In Fig. 11-9 the A0 decays as follows: 

Strangeness : 

An example of a weak-interaction decay with A S  = 0 is the decay of the 
pion : 

rr- + p- + v,, 
Strangeness : 0 + 0  + O  

AS = 0 
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Table 11-12 summarizes all the observed elementary particles, 
except the resonance particles, and their most important properties. 

The following conservation laws hold for any of the fundamental 
interactions : 

1. Conservation of baryons 
2. Conservation of leptons (the conservation of electrons and their 

associated neutrinos and the conservation of muons and their 
associated neutrinos hold separately) 

3 .  Conservation of angular momentum 
4 .  Conservation of charge 
5. Conservation of mass energy 
6. Conservation of linear momentum 

The following conservation laws hold strictly for the strong and the 
electromagnetic interactions: 

7. Conservation of strangeness 
8. Conservation of parity 

Although both strangeness and parity conservations are violated in 
the weak interactions, there are some selection rules for these violations. 
For example, one finds that in any weak interaction the total strangeness 
number changes according to 

This selection rule explains why the E particle does not decay directly 
into a nucleon but, rather, cascades downward in two separate decay 
events. This is illustrated by the decays of two E particles in Fig. 11-14. 
For example, the decay of the E- takes place in two steps: 

E- - A0 + K- with A S  = + 1 
A0 - p  + K- with A S  = + 1  

It is for this reason that the E particles are commonly referred to as 
cascade particles. An even more dramatic example of a cascade appears 
in the decay of the n-, which has strangeness - 3  (see Fig. 11-11). 
First, it decays to a A0 and a K- : 

n- -+ AO + K- 
Strangeness : - 3  - - 1  + - 1  with A S  = + 1  

This is followed by the decays of the A0 and the K- : 

A0 ' p  + rr- 
Strangeness : - 1 - 0 + 0  withAS= + 1  
and possibly K- - p- + 
Strangeness : - 1 + O + O  withAS= + 1  

The K- does not decay in the region of the photograph. 



ANTI- ELEC. REST REST 
PAR- PAR- STRANGE- SPIN, CHGE., MASS, ENERGY, MEAN 

NAME TICLE TICLE NESS x h  e me MeV LIFE, s PRINCIPAL DECAY MODE 

Baryon family 
Hyperons : 

omega n- n+ 
xi - - 

i E + 
- 

'=O - eo - 
sigma 

- 
Z+ Z- - 

lambda A0 AO 

Nucleons : 
neutron n A 
proton P+ P-  

Meson family - 
kaon KO KO + 1 0 0 974 498 0.87 x 10-lo n+ + n- 

0.53 x n+ + e- + 7, 
K+ K -  + 1 0 + 1 966 494 1.2 x 10-lo P +  + v, 

pion x+ x- 0 0 + 1 273 140 2.6 x P +  + V, 

IT - x + 0 0 - 1 273 140 2.6 x P -  + 5, 
no no (self) 0 0 0 264 135 1.8 x 1O-I6 Y + Y 

Lepton family 
muon P -  P + 0 3 - 1 207 106 2.2 x lo-6 e - + E +  v ,  

electron e-  e+ 0 t - 1 1 0.51 03 
- 

p neutrino "W vw 0 it 0 0 0 03 
- e neutrino Ye ve 3 0 0 0 co 

Photon 
Y Y (self) 0 1 0 0 0 00 

- 

t The antiparticle has the same rest mass, angular momentum, and lifetime as the particle. Its baryon number, lepton number, strangeness number and 
electric charge are of opposite sign to that of the particle. 
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FIG. 11-14. Aliquidhydrogen 
bubble-chamber phomgraph and 

sketch of a 2.8-GeV antiproton 
colliding wrth a sterionary 

proton to produce a hyperon- 
antihyperon pair and a charged 

pion. Subsequent decays of the 
hyperons can also be seen en 

the photograph (Courtesy 
Bfaokhaven Nattonsl Laboratory.J 
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Strangeness Minus Three (FILM). New York: P. M. Roe- 
back and Company, New York, BBC-TV production. 
This film, capturing the spW of physics in discovery, is 
concerned with the prediction and later experimental 
finding of the n- particle with strangeneaa of -3. 
Narrated by R. P. Feynman. 
FORD, K, : The World of Elementary hr t i e les .  New York: 
Blahdell Publishing Company, 1%3. A presentation of 
the concepts and idem of elementary-particle physics 
for the general reader. Chapter 7 describes the funda- 
mental interactions among elementary particles in 
terms of spacetime diagrm. 

P R O B L E M S  

FRIscH, D. H., and A. M. THORND~E: Efemntary 
Pt~f i i~ l@8.  Ptinheton, N.J.: D. Van Nostrand Company, 
Inc., 1964. T h i ~  paperback, written for the general 
physics student, gives an elementary account of the 
basic experiments and theoretical ideas of elementary- 
particle phy~ica. 

S w m ~ z ,  C.: The FLandamentaa-I Partich. Reading, 
Mass.: Addison-Wesley Publi~hing Co., hc., 1%. 
Chapter 6 discusees the important conservation Iaws in 
particle interactions; Chap. 7 characterizes the particles 
according ta theix properties. 

11-1. Draw graphs on a space-time diagram for the are produced; Cb) an antiproton and proton attract one 
following prmewes: (a) An eIectron and positronattract another and h d l y  are! annihilatd, and pions are 
one another and finally are annihilated, and photons produced. 



Problems 

11-2. Figure Pll-2 shows four space-time graphs. 
(a) Describe the sequence of events (reading from past 
to future) for each graph. (6) Now imagine each graph 
to be rotated 90' relative to the space-time axes (the 
photon lines adjusted to the correct angle with respect 
to the vertical), and again describe the sequence of 
events for each graph. 

FIG. P l l - 2  

11-3. Consider a proton a t  rest. If the proton trans- 
forms spontaneously into a neutron and n+, (a) what is 
the change AE in the energy (in MeV) of the system, 
and (6) over what time interval At can this energy be 
"borrowed"? (c) Show this on a space-time diagram. 
11-4. Any unstable particle living for a finite time has 
an uncertainty in its total energy and, therefore, an 
uncertainty in its mass. What is the uncertainty in the 
mass of a particle having a mean life s? 

11-5. The potential energy between two nucleons may 
be approximated by the relation V = (a/r)e-'l'o, where 
r is the internucleonic distance and a and ro are con- 
stants. This is the so-called Yukawa potential. What 
is the approximate mass of the field particle which 
mediates the force between nucleons? Give this mass in 
terms of the parameters which describe the internuclear 
potential. 
11-6. When a particle with spin angular momentum 
ti12 is in motion, its spin is aligned or antialigned with 
its linear momentum. Alignment corresponds to a 
"right-handed" particle and antialignment to a "left- 
handed" particle. A right-handed particle with a 
nonzero rest mass can be converted into a left-handed 
particle merely by choosing a reference frame which is 
moving in the direction of particle motion at any speed 
which exceeds the particle's speed, and conversely. 
Experiment shows that the neutrino is exclusively left- 
handed and the antineutrino exclusively right-handed. 
Show that the unique handedness of the two neutrino 

types is consistent with the fact that each has a rest mass 
of exactly zero. 
11-7. Consider a neutron at  rest. If the neutron trans- 
forms spontaneously into a proton and a kaon-minus, 
(a) what is the change AE in energy (in MeV) of the 
system, and (6) over what time interval At can this 
energy be borrowed? (c) Show this on a space-time 
diagram. 
11-8. Wave-mechanical calculations, excluding con- 
siderations of quantum field theory, show that for a free 
hydrogen atom the 22S1/2 and 2'PlI2 states are de- 
generate (see Fig. 7-8). The two states, although alike in 
energy, differ in angular momentum and in the spatial 
distribution of the wave functions. In actuality these 
states of hydrogen (and other analogous states of 
hydrogen) are not degenerate; experiment shows they 
differ slightly in energy (the so-called Lamb shift), the 
difference corresponding to the energy of a photon of 
microwave radiation. Calculations of the energy differ- 
ence by means of electromagnetic field theory are in 
complete accord with observation, thereby giving a 
stringent proof of field-theory calculations. Show 
qualitatively that one expects the 22S112 and 22P112 
states of hydrogen to differ in energy by virtue of the 
creation, annihilation, and exchange of virtual photons 
between the electrically charged nucleus and the elec- 
tron. (Hint: Virtual photons may spontaneously be 
annihilated and so produce an electron-positron pair, 
and these virtual particles may interact with the 
atomic electron.) 
11-9. One method of measuring the mass difference 
between the n- and the no is to observe the capture of 
low-energy n-  mesons by protons. One possible reaction 
is n-  + p -+ n + no, where both incident particles are 
initially at  rest. The neutron leaves the reaction with a 
kinetic energy 0.6 MeV. (a) Using the known masses 
of the proton and neutron (Table 11-2) and approximating 
the pion mass as one-seventh of the nucleon mass, 
determine the mass difference between the a-  and a", 
and compare it with the data of Table 11-2. 
11-10. A 30-MeV no quickly decays into two photons. 
If the photons move off in directions parallel and anti- 
parallel to the direction of motion of the pion, what will 
be the energy of each photon, as observed in the 
laboratory frame of reference? 

11-11. A free, negatively charged pion, initially at  
rest, can decay directly into an electron and neutrino, 
or it can decay to a muon and neutrino and the muon 
can then decay to an electron and two neutrinos (see 
Tables 11-2 and 11-5). (a) Calculate the kinetic energy 
of the electron in the direct decay of the n-. (6) What is 
the maximum kinetic energy an electron can have in 
the two-step decay of the n-? 
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11-12. Compare the track lengths of the KO and A0 
in Fig. 11-10, and estimate the ratio of their respective 
lifetimes. How does this compare with the ratio of the 
mean lifetimes of these two particles? 
11-13. For a K+ initially a t  rest, what is the spread in 
energy of the p+ mesons in the decay K+ + p+ + v? 

11-14. (a) Sketch the kinetic-energy distributions of 
n +  mesons produced when K+ mesons initially a t  rest 
decay by the mode K+ + n+  + no and when they 
decaybythemodeK+ + n+ + n- + a+. (b)Whatisthe 
spread in energies (in MeV) of the n +  mesons in each of 
these decay modes? 
11-15. What experimental evidence shows that the Z- 
is not the antiparticle of the Z+, that is, that the Z- 

and are distinct elementary particles? 

11-16. If you were given a beam of 9 particles and a 
second beam of 9 of particles, how could you determine 
which beam contained the ZO's? 
11-17. Given a beam of KO particles and a beam of - 
KO particles, how could you identify the KO beam? 
11-18. A beam of K- mesons strike a stationary proton 
target. What is the threshold energy for the production 
of R- particles? 
11-19. Which of the following reactions cannot occur? 
Give the reason(s) for each case. 

(a) 5 GeV + R- -+ Z- + A0 + no 
(b) no + p+ + p- + e+ + 5, 
(c) A0 + p+ e- + 5, + n 
(d) A0 + A0 - + p +  + p- + 3n+ + 3n- 
(e) R- + E- + n +  + n- + e+ + e- 

11-20. (a) Show that, if a particle has electric charge q 
(in units of the elementary charge e), baryon number B, 
isotopic spin component T, and strangeness number S, 
the following relation applies: S = 2(q - B/2 - T). 
(b) What is the isotopic spin component T of the Z-, ZO, 
and Z+? 

11-21. Consider an R- particle decaying in a vacuum. 
(a) Write down one possible set of decay equations by 
which the particle might decay to stable particles. 
(b) Identify the kind and number of stable particles. 

11-22. Table 11-10 lists all observed baryons whose 
lifetimes are longer than the time of a strong inter- 
action in five groups, the baryons in each group having 
the same strangeness number. Two singlet groups, the 
A0 and the R-, are represented. (a) Speculate about the 
existence of a third singlet having + 1 charge, and give 
its strangeness number and possible modes of decay. 
(b) How would this particle be distinguished from the 
antiparticle of the R-? 



Molecular and Solid-state Physics 

Some simpler aspects of atomic and nuclear structure can be 
understood on the basis of a few fundamental principles of the quantum 
theory, often without recourse to the formal mathematical procedures of 
wave mechanics. This happy situation does not, however, obtain when 
one deals with more complicated systems, such as molecules or solids, 
which consist of many interacting particles. These many-body systems 
can be treated adequately only by a thoroughgoing wave-mechanical 
analysis combined with the statistical methods of handling very large 
numbers of particles. For this reason our discussion of molecular struc- 
ture and the physics of the solid state will be of a somewhat qualitative 
nature, and certain results of wave mechanics and statistical mechanics 
will be given without detailed proof. We shall illustrate the nature of 
some fundamental problems in molecular and solid-state physics with a 
few simple examples: molecular binding, rotation, and vibration, the 
classical and quantum distribution laws, lasers, the quantum theory of 
specific heats of gases and solids, blackbody radiation, the free-electron 
theory of metals, and the properties of conductors, semiconductors, 
and insulators. 
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12-1 MOLECULAR BINDING 

Consider the ways in which a simple diatomic molecule, consisting 
of two atoms held together by an attractive force, may be bound. We 
know that if the molecule is to exist as a stable bound system, the energy 
of the two atoms when close together must be less than the energy of the 
two atoms when separated by a great distance, and to show that molecular 
binding occurs we have merely to establish that the total energy of the 
atoms is reduced when they are brought sufficiently close together. 

The two important ways in which molecules are bound are by 
ionic, or heteropolar, binding and by covalent, or homopolar, binding. An 
example of a molecule bound almost completely by ionic binding is 
sodium chloride, NaC1; an example of covalent binding is the hydrogen 
molecule, H,. 

Ionic Binding. We wish to show that NaCl can exist as a stable molecule, 
the total energy of the system being less than the total energy of the 
two atoms separated. The element sodium, ,Na, is in the alkali-metal 
group, the first column of the periodic table (see Table 7-3); as such, 
is has one electron outside a closed subshell. Its electron configuration 
in the ground state is ls22s22p63s1. The single 3s electron is relatively 
weakly bound to the atom; it can be removed by adding 5.1 eV, thereby 
ionizing the atom and leaving it with a net electric charge of + le. The 
alkali metals are said to be electropositive, because they are easily 
ionized to form positive ions, with a resulting electron configuration 
consisting of closed electron shells, like those of the inert gases. 

The element chlorine, ,,Cl, is a halogen element, falling in the 
seventh column of the periodic table; all elements in this column lack 
one electron of completing a closed p subshell. The electron configura- 
tion of chlorine in the ground state is ls22s22p63s23p5. The neutral 
chlorine atom lacks one electron of filling a tightly bound, complete 3p 
subshell and, indeed, its energy is lowered by 3.8 eV when an electron is 
added to it, forming a negative ion of charge - le. The halogen elements 
are said to be electronegative, and the electron affinity energy of ,,Cl is 
3.8 eV. It follows that 3.8 eV of energy must be added to the C1- ion to 
remove the last electron, leaving the neutral atom. 

Suppose that one begins with a neutral sodium atom and a neutral 
clorine atom, infinitely separated. To remove one electron from Na, 
thereby forming Na', costs 5.1 eV, but when this electron is imagined to 
be transferred to C1, thereby forming C1-, 3.8 eV of this energy is repaid; 
overall, the energy required is only 5.1 - 3.8 = 1.3 eV; the energy 
differences are shown in Fig. 12-1. We now have a positive ion and a 
negative ion, still separated. These ions will attract one another by the 
coulomb electrostatic force, the coulomb potential energy being - ke2/r, 
where r is the distance between the centers of the two ions. When the 
sodium and chlorine ions are brought together, the total energy of the 
system decreases, since the force is attractive and the potential energy is 
negative. If r is chosen as, say, 4.0 A, which is larger than the sum of the 
radii of the closed subshells of the respective ions, the coulomb energy is 
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/ N a + C i )  ( ~ a * + ~ l )  (Na +CIu)  ( N ~ * + c I - )  
FIG. 1 2-1. Emuv diffweences of 
sodium and ch/wt%e atoms 8nd 
ions. 

easily found to be - 1.8 eV. Thus, when the ione are separated by 4.0 ,A 
the total energy. 1.3 - 1.8 = - 0.5 eV, is clearly less than that of a 
sodium atom and chlorine atom infinitely separated. The net c o ~ t  of 
forming two ions is more than repaid by the electrostatic attraction. 

We have eeen Sllat sodium and chlorine atome will attract one 
another when their nuclei are separated by less than about 4 A. When the 
separation between the nuclei is decreased still further, a repulsive force 
begins to act between the ions. The ions repel one another when the 
electron eland8 of the two ions, each of which may be regarded as 
aphel-ical, begin to overlap. The Pauli exclusion principle governs the 
number of electrons that can be accommodated in any given atomic 
electron shell. Both ione have their full eIectron quotae, and further 
electrons can be accormndatd only if they occupy reIatively high 
energy ahtea. Consequently, ae the interatomic distance is reduced, 
the electron shell0 are prevented from overlapping by the Pauli exclusion 
principle. The electrons must go to higher available states, and the 
total energy ofthe molecule is then increased. Because the atoms attract 
one another at large distancm but repel one another at sufliciently small 
distances, there exists an equilibrium interatomic separation distance r, 
at which the total potential energy of the system is a minimum, as shown 
in Fig. 12-2. 

The dismiution energy of a moIecule is its binding energy, the 
energy that must be added to it in its lowest energy state to separate it 
into its component atoms. The molecule NaCl has a dissociation energy 
of 424 eV, and an equilibrium separation distance r, of 2.36 A. Sinee 
the moIecule is held together by ionic binding, the end containing the Na 
nucleus represents a region of positive electric charge, and the end 
containing the C1 nuclew represents a. region of negative electric charge. 
Thus, an ionic molecule is a polar mokcuk, with a permanent electric 
dipole moment. For this reason, ionic binding is known as heternpolar 
binding. 

Cmalant Blnding. A simple example of covdent binding ia found in 
the hydrogen m o l d e ,  a,. Before discurwing this molecule, however, 
we shall first consider a still simpler system, the hydrogen molecule ion, 
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FIG, 12-2. Molecufar potential 
as n function of interetomic 

distance. 
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Hz+. We can imagine it as being farmed when a neutral hydrogen atom 
(an electron bound to a proton) is brought together with an ioaizd 
hydrogen atom (a bare proton). When the protons are fat apart, the 
electron will be bound ta the one proton done, but when the protans are 
separated by a dietance of approximately 1 A, the electron can be 
imagined to jump from one proton to the other, makzng, as it were, orbib 
about one or the other of the protone or about both. 

Using wave mechanics it in possible to solve in detail for the wave 
funetion ty of the single electron; the probability of the electmn'g k i n g  
at any position is proportional to w 2 .  The reeulte me shown in Fig. 123. 
W e  see that there ia a relatively high probability af the single electton'a 
being in the region between the two nuclei compared with that of its 
being at either "end" of the molecule. When it ia between the protone, 
the electron attracta h t h  protons by the coulomb electrostatic force; 
when it i~ at some exterior location, the protons are lestr strongly 
attracted to the electron, and their mutual repulsion becomes more 
important. Becaune the mutual repulsive force between the two nuclei 

I 1 
I I 

I 
I I 
-I- i 

FIG. 12-3. Quantum-maehnnleal L L 

pmbability for finding b e  
electron in t h  hydrogen 

moleeute ion, H, +. 
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inmeasmas r (theirgeparation)decreaeea, the H + moleculehas amhimum 
in the potential energy. It k found that the equilibrium separation is 
ro = 1-06 A, and the dismciation energy itl2.65 eV. 

Now consider the hydragen molecule, H2, formed when two neutral 
hydrogen atoms are bmught close together. The binding together of two 
neutral. identical atoms L compIetely inexplicable in clasaicaI terms. 
The binding of the hydrogen molecule can be undwstod only on the 
bash of wave mechanics and the Pauli excluai~n principle. When the 
two hydrogen atoms are separated by a distance that is large compared 
with the size of the first Bohr orbit (0.5 A), each electron is clearly 
identified with its own parent nudeus, but when they are separated by a 
distance comparable to the size of either atom, there is, one must recog- 
nize, abeolutely no way of distinguishing between the two eIectrona, and 
it is no longer possible to ag~ociate one electron with one particdm 
nucleus. 

There axe, howevex, two distinct waye in which the two hydrogen 
atom can be brought together: with the two electron spine aligned in 
the eame M o n ,  or with the electron spins antialigned, or in opposite 
directions. Wave mechanics shows that, when the hydrogen atoms are 
brought together, the total energy of the system increase8 when the 
electron spins are aligned but decreaeea when they are antidigned, as 
ahown in Fig. 12-4. Thia difference in energy arises from the operation of 
the Pauli exclwion principle. 

The force biding the (twu-electron) neutral hydrogen molecule, 
which L not prment in the (one-electron) hydrogen molecule ion, is 
mciated  with the so-called exchange energy. The ocmrrrence of 
electron exchange i~ a strictly wave-mechanical phenomenon, for which 
there is no exact claesical d o g .  Nevertheless, one can vi~ualize 
the exchange of two identical, indistingui~hable electrons through the 
behavior of their spins. We hare noted that the hydrogen molecule is 

Unbound 
state 

Bound 
slate 

FIG. 12-4. Potent/ul between 
two hydmgmn 8tm-n~ with aligned 
and mfialigned spins. 
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bound, with a sharing of the two electrons by the two nuclei, only when 
the electrons have their spins antialigned, but it is possible for this 
bound state to persist even when the two electrons exchange their spin 
orientations; that is, if the electron with spin up becomes an electron 
with spin down, and the electron with spin originally down simul- 
taneously becomes an electron with spin up. Indeed, this exchange of 
electron spins is the principal contribution to the binding of the molecule. 
Inasmuch as two antialigned electrons can both be found simultaneously 
in the region between the protons, the two electrons can exert attractive 
forces on both protons. Roughly speaking, the two nuclei of the hydrogen 
molecule share the two electrons so that each nucleus can, at least for a 
part of the time, have both electrons filling a closed shell about it. 

Because of the exchange phenomenon the total energy of the two 
hydrogen atoms is reduced as the atoms approach one another with 
antialigned spins. Eventually, however, the mutual repulsion of the 
nuclei exceeds the binding due to exchange. Thus, a minimum energy 
exists, corresponding to the equilbrium configuration of the molecule. 
For the hydrogen molecule the equilibrium association is r, = 0.74 A 
and the dissociation energy is 4.48 eV. 

The chemical binding of two identical, nonpolar atoms is called 
covalent binding, inasmuch as it is the sharing of valence electrons that 
is basically responsible for the attractive force. A molecule such as 
Hz has no permanent electric dipole moment and is said to be nonpolar. 
For this reason covalent binding is also referred to as homopolar binding. 

A bound hydrogen molecule can exist with two atoms but not with 
three or more. The valence forces operating in covalent binding show 
saturation, in that the number of atoms that can be bound together is 
limited. The saturation of covalent chemical forces arises from the 
phenomenon of electron exchange. 

We wish to show that it is impossible for the molecule H3 to exist as a 
bound system. First consider, for simplicity, the forces acting between a 
neutral helium atom and a neutral hydrogen atom. When helium is in 
its ground state, the two electrons complete the 1s shell, the configuration 
beings IsZ. The two electrons must, by the Pauli principle, have their 
spins antialigned (1 T), the total spin of the atom being zero. Now sup- 
pose that a hydrogen atom (with electron spin +) approaches a helium 
atom (with total electron spin 0). If there is to be chemical binding be- 
tween the two atoms, it must arise from the exchange of electron spins. 
There are only two possible ways in which the single electron (1) in the 
hydrogen atom can interact with the helium atom: by exchanging spins 
with one electron (7) or with the other (I). Suppose that the hydrogen 
electron (1) exchanges spins with the (T) helium electron. The two spins 
are then aligned (T I), and the exchange force between the atoms is, as in 
the case of the hydrogen molecule, repulsive. Suppose now that the 
hydrogen electron (T) exchanges spins with the (I) helium electron; this 
would result in a binding between the two atoms, except that the electron 
spins of the helium atom would then be aligned (T I), which is prohibited 
by the Pauli exclusion principle. Thus, this exchange is impossible. 
Therefore, the only possible exchange force between a hydrogen atom and 
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a helium atom is repulsive, and the molecule HHe does not exist. 
We can easily extend this argument to the interaction between a 

hydrogen molecule, Hz, and a hydrogen atom, HI. The molecule Hz, 
like the He atom, has its electron spins antialigned. The only possible 
electron exchange between H, and HI leads to a repulsive force, and the 
chemical homopolar bond between hydrogen atoms is saturated with 
two electrons. The molecule H3 is not formed. The homopolar binding of 
atoms can be extended to more complicated structures; it is found that 
the binding in all organic molecules is of this type. Most inorganic 
molecules are, however, bound by a mixture of both ionic and covalent 
binding, one or the other type typically dominating. 

A third type of force, the only one operating in the interaction 
between closed-shell atoms of inert gases, is the Van der Waals force. 
This force is responsible for the cohesion in the liquid and solid state of 
rare gases. When two such atoms approach one another, the "center" 
of the negative charge is displaced from the positive nucleus. The 
atoms then weakly interact through the electric dipoles induced by the 
charge displacement. 

The ionic and homopolar binding processes can hold atoms together 
to form crystalline solids. An example of an ionic crystal is NaCl 
(shown in Fig. 5-I), an alkali halide, in which the Na+ and C1- ions are 
found alternately on the corners of a cubic lattice. An example of a 
covalent crystal is diamond (carbon, C), where there are carbon nuclei 
at the center and corners of a tetrahedron in the elementary cell 
structure. A third type of crystalline binding, for which there is no 
counterpart in molecules, is metallic binding. This type of binding, 
arising from the coulomb interaction between the fixed positive ions 
and the free electrons of the metal, is of wave-mechanical origin. 

12-2 MOLECULAR ROTATION AND VIBRATION 

The atoms of a diatomic molecule can rotate about the molecule's 
center of mass and vibrate along the interatomic axis. The energies 
both of molecular rotation and of vibration are quantized, and this 
leads to distinctive molecular rotational and vibrational spectra. 
Moreover, the quantization of rotational and vibrational energy relates 
importantly to the specific heats of gases and solids. 

Molecular Rotation. The angular momentum L associated with the 
orbital motion of an atomic electron is quantized according to the rule 

L = Jl(1 + 1 ) ~ .  (7-1) 

where 1 is the orbital angular momentum quantum number with possible 
values 0, 1, 2,. . . , n - 1. Similarly, the angular momentum L, associ- 
ated with the rotational of a molecule as a whole, in the fashion of a 
rigid dumbbell, about an axis passing through the molecule's center of 
mass, is quantized according to the rule 
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where the rotational quantum number J haa the powible integral values 
J =  O , l , 2  ,.... 

The quantization of molecular rotational anguEa~ momentum implies 
a quantization of the molecule's energy of rotation, inasmuch m the 
kinetic energy Ek of any rotating object with angular velocity w, moment 
of inertia I, and angular momentum L = Iw, all relative to the same 
rotation axie, is given by7 

Substituting (131) in the relation above yields 

The rotationd. kinetic energy is quantized, the pmsible values of E, 
being 42,  6,12,. . . times lSZIW, a constant for a given rigid rotator. An 
energy-level diagram of pure rotation is shown in Fig. 12-5. Because the 
nuclear masses of a diatomic molecde a r e  dwaya large compared with 
the maasen of atomic electrons, the only appreciable mokcf  ar moment of 
inertia is about an axis at right anglem ta the interatomic axis joining 
the two nuclei. For such an e i e  of rotation pawing through the mole  
cule's center of mass, as shown in Fig. 12-6, the moment of inertia I is 
given 

where r, and r2 are the respective distances of the atomic marnee m, 
and ma from the center of maes. The maeaes and distances are related 
through the definition of center of mas@§ by m,r, = m2r2. Equation 
(12-3) can also be written in the form 

We recognize m,m2/(m,mz) as the molecule'm reduced mass p (see 
Prob. 639) and r, + r, as the separation distance ro between the nuclei 
of the two atoms. Therefore, the molecular moment of inertia may be 

1 written more simply as 
I = wo2 

Tramitions between the quantized moledm rotational energy 111 ~tates of a polar molecule give rise to the m o l d e ' s  pule mldtio~I 
V- spectrum. The selection d e  governing allowed transitions ia &I = + I. 

The photon hquencies v are found, through the general quantum 

FIG. 1 2-5. Rotational energy- 
level disgrum of 8 diatomic ? See W&dn%r and Sells, E h ~ n k u y  CIa~%icat Phyrrb, 2nd d., &. (114). 
mol~~ule.  together with ;he $ Bid., Eq. (11-14). 

pure rorational spectrum. 8 Ibid.. Eq. (W. 



MaI*tuhr Rat- .nd Vlbmtiw . SEC. 124 

FIG. ? 2.6. A rotating &tomi 

relation hv = M and (l2-21, to be given by v = (h / l d ) (J  + 11, where J 
is the mtatiod quantum number of the lower energy state. Thus, the 
pure rotational apectnrm coneists, as shown in Fig. 12-5, of equalIy 
spaced linea, which typically are found in the far i&ared or microwave 
regions of the electromagnetic spectrum. Observation of the frequencies ' 

of the pure rotational spectra pennits the moment of inertia I and, 
therefore, the interatomic separation distance ro = (I/j$/2 to be com- 
puted. Pulyatornic spectra are more complicated, since the molecules are 
characterized by more than one nonzero molecular moment of inertia. 

Molecular Vibration. k simple harmonic oscilIator is characterized by 
a potential energy of 

E, = 3kx2 I1241 

where x ia the displacement from the equilibrium position and k is a 
measure of the stiffness with which the particle ia bound to its eur- 
roundings. Classically, for a particle of mass m subject to a restoring 
force F = -kx the natural frequency of oscillation f is given by 

So long as the curve of potential energy vs. displacement is strictly 
parabolic, E, K x2 ,  the oscillation fkequency f is independent of the 
osciIlation amplitude and depends only on the inertia ma and elasticity k 
of the oscillator. 

The problem of the quantum-mechanical simple harmonic meillator, 
that of finding the permitted wave functions and quantized energlea, is 
solved by using the potential-energy function given in (126) in the 
ScNinger  wave equation. The results for the allowed vibrationd 
energies E, (see Fig. 526b and Rob. 5-48) are as foIlows: 

-- 

E. = (u + i)h & = (v + ghf  w-8) 

where the vibrational quantum number 0 takes on the integral values 
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v =  0.1,2 ,.... 
An energy-level diagram of a quantum aimple harmonic mcillator is 

shown in Fig. 12-7. The enefgies are equally spaced, with a separation of 
hf between adjacent levels. Note especially that the energy of the 
lowest vibrational level, that of v = 0, is not zero but E, = +hf. This 
corresponds to the socalled zero-point vibration. In quantum mechanics, 
an oscillator is never at rest, zero-point vibration taking place even in 
the ground &ate; in classicd mechanics the partide can, of course, be 
imagined to have zero total energy and be exactly at rest. The occurrence 
of zero-point vibration is a particularly striking manifeatation of the 
uncertainty principle, which requires that the product of the uncertain- 
ties in a partide's momentum and in its mociated position coordinate 
be of the order of h, or tipx Ax w h. For, if the particle of an oscillator 
were to be exactly at rest, with Ap, = 0, then the uncertainty in the 
particle's position would be infinite; conversely, if the particle were 
localized within a k i t e  region of space, its momentum and, hence, energy 
could not be zero. 

The atoms of a diatomic m o l e d e  undergo simple harmonic motion 
along the interatomic axis joining them. As shown in Fig. 122, the 
interatomic potential energy is nearly parabolic in the vicinity of the 
minimumI at which the equilibrium separation distance is ro. At Repara- 
tion distances not greatly different from r, the potentid energy of a 
diatomic molecule may be written approximately as 

which is the potential-energy function of a simple harmonic oscillator. 
Thus, the nuclei of the two atom are subject to an attractive restoring 
force at f. > ro and a repulsive restoring f m e  at r c ro. Each of the 

1 

FIG. 1 2-7. Vibretionaf en- 
level diagram of  a dietomic 

f 
v- 

molecule, together with the 
vibretionrrl specvum. 
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two atoms undergoes oscillations relative to the molecule's center of 
mass. The quantized energies of molecular vibration are thus given by 
(12-8). We recognize, however, that since both atoms oscillate relative to 
the molecule's center of mass, the mass m appearing in (12-7) and (12-8) 
must represent the molecule's reduced mass, p = mlm2/(ml + m,). 

The allowed transitions for a polar molecule undergoing vibrations 
are those following the selection rule Av = + 1; transitions are between 
adjacent energy levels. Thus, the photon frequency v for transitions 
between vibrational levels is given by hv = AE, = hf, or 

Photons absorbed or emitted in transitions between equally spaced 
vibrational levels thus have a single frequency. Moreover, the photon 
frequency is exactly the corresponding classical frequency of oscillation. 
The vibrational spectrum of a typical diatomic molecule (really just a 
single line, omitting rotation) falls in the infrared region of the electro- 
magnetic spectrum. The vibrating diatomic molecule is but one example 
of a quantum-mechanical simple harmonic oscillator. Atoms in a solid 
are also bound by an interatomic potential, which is closely parabolic 
for small atomic displacements, and the allowed energies for inter- 
atomic oscillations are therefore also given by (12-8). 

Spectrum of a Diatomic Molecule. The vibrational spectrum of a polar 
diatomic molecule differs from that of an ideal harmonic oscillator (the 
potential of which is strictly parabolic at all displacements), because the 
molecular potential shows departure from the parabolic shape at high degrees 
of vibrational excitation above the ground state. For this reason t h b b r a -  
tional energy levels are not equally spaced for high quantum numbers ; instead, 
they crowd together near the dissociation limit. For such an anharmonic 
oscillator, transitions for which v changes by 2, 3,. . . , as well as by 1 are 
allowed. 

The vibrational frequencies of diatomic molecules fall in the infrared 
portion of the electromagnetic spectrum, at roughly 100 times the rotational 
freauencies of molecules. The differences in enerm between vibrational -- 
energy states are, therefore, approximately 100 times larger than the differ- 
ences in energy between rotational states. Thus, for each vibrational state 
there is a whole set of possible rotational states, as shown in Fig. 12-8. Because 
of the rotational fine structure of the vibrational states the absorption or 
emission spectra from diatomic molecules consist, not of single vibrational 
lines, but of groups of very closely spaced rotational lines crowded near the 
frequency of the vibrational transition. The infrared spectra of diatomic 
molecules reflect changes in both the vibrational and the rotational states of 
the molecule and are called vibrationaLrotationa1 spectra. The vibrational- 
rotational lines of the molecule HC1, for example, are found to be centered 
about a wavelength of 3.3 x cm. 

In our discussion of molecular vibration and rotation we have been 
primarily concerned with the rotational and vibrational motions of the 
nuclei of atoms and not with the motions of electrons. It is proper to assume 
that there is no change in the state of the electrons in a molecule during 
vibration or rotation, because the molecular motions take place so much more 
slowly than the motions of electrons that the latter are able to follow the nuclei. 
However, changes in the electronic structure of a molecule can take place 
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FIG. 12.8. Energy-level 
diagram showing some of rhe 

electronic, vibr8tionel. end 
roterionsl lavets of a dktomic 

molecule. 

when an electron in the m o l e d e  chmga ita Btate or orbit. Such an electronic 
transition reeults in the emiaaion or absorption of a molecular electronic 
spectrum in the visible or ultraviolet portion of the electromagnetic spectrum. 

The lowest ehctronie state and an excited electronic s t a h  of a diatomic 
moIecule are shown in Fig. 128. The potential curve of the molecule in an 
excited electronic state is displaced upward by an amount that ia large com- 
pared with either the vibrational, or the rotational energy differences. The 
molecular electronic excited atatemay be thought d a e  that h which one ofthe 
electrons of the atom has been raised to an excited state. As a consequence the 
equilibrium position r, may be di~placed. 

The electronic m a  of molecules are enormouely mplieated, because 
for a single electronic transition there are many pogmble rotational and 
vibrational etatee between which transitions can omw. The molecular spec- 
trum in the visible or ultraviolet region wmkts, then, not of a relatively 
small number of sharply defined lines, M in atomic spectra, but of many 
groups of very closeIy spaced lines, which with moderate remlution appear 
ea nearly continuous ban&, ae shown in Fig. 12-9. 

12-3 THE STATlSTlCAL DlSTRlBUTlON LAWS 

Many probleme arising in physiee are concerned with the behavior 
of systems compoaed of very large numbers of weakly interacting, 
identical particles. The &atistical methoda of handling Iarge number8 
of particles whose mechanics are known are called stati8ticQE rnechunics. 
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A familiar example of a sy~tem that can be treated by the methods of 
stati~tical mechanics is that of an ideal gaa composed of a Iarge number 
of identical point particles obeying Newton's laws of motion. Although 
it is poeaible in principle to describe in detail the motion of every particle 
of euch a system, the problem is so mathematically formidable as to be 
virtually beyond solution. Actually, what is of interest is not the 
dedaikd behavior of every particle of the ~ystern but, rather, the average 
behauior of the microscopic particles and their influence on macroscopic 
measured quantities. Thus, it ia possible to predict the pressure (a 
macroscopic quantity) of a gas on its container in terms of the mass and 
average speed of the molecules (microecopic quantities). Furthermore, 
it is possible to relate another macroscopic quantity, the absolute 
temperature T of a gas, to a microscopic quantity, the average kinetic 
energy E of the molecules (Z = $kT).t 

In such a Bystem as a gaa of particles, interacting only weakly with 
one another, an equilibrium distribution results. The molecules interact 
with one another and with the walla by collisions, whose duration is 
short compared with the time between collisiona, Some moIecules will 
have mal l  kinetic energy, and others wilI have large kinetic energy; 
in short, there will be a distribution of the energies (and, thus, of the 
speeds) over a considerable range. If the molecules are in equilibrium 
and their number is very large, the reIative number of molecules of any 
particdar energy will be essentidly constant, although the energy of 
any one molecule will, of course, change with time through collisione. 

Statistical mechanics alIows one to determine the energy distribution 
of any system of weakly interacting particles in thermal equilibrium, 
whether the partides obey classical or quantum mechanics. Although a 
rigorous development of statistical mechanice ia  beyond the scope of 
this 'book, we shall state and briefly discusa some important results. 
We aha11 then apply them results to several physical problem of intereat 
in molecular and solid-state physics. 

It is assumed that each particle in a syetem composed of a very large 
number of identical, weakly interacting particles has available to it a 
diecrete set of quantum states, the energy of each state i being deeignated 
by e,. In a cclassical system there is a continuum of allowed energies, and 
the wparation between adjacent energies can be taken to be zero. 
Xnmmuch as the particles are imagined to interact only weakly with one 
another, each particle haa its own set of states, and if the particles are d l  
identical, they will all have identical sets of states available to them for 
occupancy. 

A very b p l e  hypothetical example is shown in Fig. 12-10, where 
each particle must at any one time exist in one of the four possible 
states. We notice that the states 2 and 3 have identical energies: e, = q. 
Whenever two or more diatinct states, such as 2 and 3, have the same 
energy, the states are said to be &generate. (Degeneracy can, however, 
be removed by some external disturbance; for example, the Zeeman 
degeneracy is removed by a magnetic fieId, as shown in Sec. 7-5.) Now 

t See Weidner and Seils, E h n t o r y  Claasicnl PMfca, 2nd ed., Secs. 195  and 19-6. 
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the question ie: "How are the parbides of the system distributed among 
the varioua available ~tates?" 

Statistical mechanic8 predicts the mod prorobable distribution of the 
particles among the various states in three kinds of systems met in 
physical problem. Because most systems of intered have a large 
number of particles, the most probable distribution becomes over- 
whelmingly mere pmbable than any other distribution and thus repre- 
sents (with almost complete certainty) the actual diskibution. In Table 
12-1 are listed the three types of probability distributions: Maxwell- 
Boltmaan, Bose-Einstein, and Fermi-Dirac statiatics. Also included in 
the table are the characteristic properties defining the statistical be- 
havior and examples of physical systems that obey the various 
didributiona. 

The distribution function f(eJ in Table 12-1 m p m t s  the cswmge 
number of particks in the state i. Inmmuch as f (er) depends only on the 
energy of the state, the average number of prtrticles in states having the 

Characteristics Identicd but Identi&, Mistin- Tdentical, hdhtin- 
determining the distinguiehebEe guiahable guh he ble 
atatiatiw particl~ particles of partidea of 

integral win half-integral 
~ p k ,  0b?- 
Pauli exclu~ion 
principle 

function f (eJ 

Examples of EssentiaZlyall LiqrtidheZium Electronw 
ays- obeying gases at all (spin 0) (spin 41 
atatktica tempera- Photon gal 

(spin 1) 
Phomn gaa 

01 
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same energy, such as states 2 and 3 in Fig. 12-10, will be the same; for 
example, f(eZ) = f(e3). The distribution functions are derived from the 
fundamental postulate of statistical mechanics: 

Any particular distribution of particks among the various available 
states of a system is just as likely as any other distribution. 

Any particular distribution must, of course, be consistent with the 
characteristics of the particles and with such conservation laws as the 
conservation of energy and of particles. 

The Maxwell-Boltzrnann Distribution. The Maxwell-Boltzmann distri- 
bution, a classical distribution, applies to a system of identical particles 
which are, nevertheless, distinguishable from one another (for example, 
a collection of billiard balls of identical mass and diameter but painted 
red, blue, etc.). The average number fMB of particles in a state i with 
energy ei is 

where A is a constant, k is the Boltzmann constant, 1.38 x J/K, 
and T is the absolute temperature of the system of particles, always 
assumed to be in equilibrium. It is the average behavior of a gas of 
atoms or molecules which is described by the Maxwell-Boltzmann 
distribution law. This distribution function, fMB(&[), is plotted in Fig. 
12-11 for two different temperatures. 

The Bose-Einstein Distribution. The Bose-Einstein distribution law 
applies to a system of identical particles that are indistinguishable, each 
having an integral spin. Such particles are called bosons. The average 
number of particles occupying a particular state i of energy ei is given 
by 

The Bose-Einstein distribution is plotted in Fig. 12-12 for a = 0. It 
can be shown that for a system of photons or for a system of phonons 
(to be defined in Sec. 12-8) the constant a must always be zero (thus, 
ea = 1). This arises from the fact that the total number of photons (or 
phonons) in a system is not conserved. It can be seen from both (12-12) 
and Fig. 12-12 that the distribution function fBE (ei) approaches the 
Maxwell-Boltzmann distribution fMB (E~) when ti >> kT (with a = 0). At 
low energies, or el << kT, the term -1 in the denominator of (12-12) 
becomes important and has the effect of making fBE(ei) much larger 
than fM&) for the same energy. 

The Ferrni-Dirac Distribution. The Fermi-Dirac distribution applies 
to a system of identical particles that are indistinguishable but each 
having a half-integral spin. Particles of half-integral spin (fermions), 
such as the electron, proton, or neutron, obey the Pauli exclusion prin- 
ciple. This prevents two or more particles from existing in the same 
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FIG.12-11. MaxweII-BoMnann 
distribution function. 

state at the same time. The Pauli principle representg, no t.a speak, a very 
strong interaction between identical Fermi particlee, preventing any 
two from occupying the same state. Although the Maxwell-Boltzmann 
and BoseEinstein distribution lam impoee no restriction on the num- 
ber of particles that can occupy the same &ate, the Fermi-Dirac statistics 
allows, at most, only one particle in a particular state. The average 
number of particles in a particular quantum state i with energy e, ie 
given by 

1 
fAJ = CB,-.~,,~.+ 1 (1213) 

The quantity e, called the Fermi energy, is a constant far many problems 
of interest and is nearly independent of temperature. 

The phyaicd meaning of the Fermi energy can be seen from (12-13). 
The average number of particlea in a state in which = EF is f ;  that is, 
the probability that a date of energy e, i~ occupied is just +. For thme 
states with energies much Iess than ep the exponentid $mm in the 
denominator of (1213) is maentially ma,  and fFD = I; thus, dl such 
states have their full quota of particIes, one per 6tab, and are flled. 
For states with energies much greater than the Fermi energy the 
nentid term becomes much greater than +1, and fm d u c e a  to the 
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Maxwell-Boltamann distribution, (15511). At the absolute zero of 
temperature the Fed-Dirac dbtributien fm is 1 for all staka up to EF 

and zero for dl states with energies greater than e,; see Fig. 12-13. 
Now, it muat be noted that for all three types the distribution 

function f{eJ pivm only the awmge number of particles occupying a 
state i of energy el and not the number n(e,) of particles with tk energy el. 

This is so because there may be two or more states with the same energy. 
Therefore, we intmduce the quantity g(a,), called the statistical weight, 
which gives the number of states with the same energy E ~ ;  for instance, 
in Fig. 12-10 g ( ~ $  = 1, g(e,) = 2, and g(e,) = 1. It folIows that 

In many eituatione the energy levels are so cloeely apaced as to  be 
regarded na continuous. One then wiahea to know the number of par- 
ticlee, n(s) de, having e-ea between e and E + &. Equation (12-14) 
then is- written as 

n(4 de = f (4g(4 (12-lJ3 

F 15.12-1 2 B o ~ e - E m h  
distribution function. 

whem de), the &misy of staks, pivea the number of gtatBB per unit 
energy' 
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Equation (12.16) will form the baais of dl our dbmrsllions in this 
chapter; for if one know8 the applicable distribution function f(e), and 
if the density of s t a b  g ( ~ }  can be computed for B particular ay~tem, then 
one will know the (most probable) number n(c) d.e of particIes within the 
range e to ;e + de* Given the energy distribution of the system'e particles, 
auch properti68 of the system as its average energy, epeci6c heat, etc., 
can be computed. 

12-4 MAXWELL-BOLTZMANN STATlSTrCS APPLIED 
TO AN IDEAL GAS 

Consider a claesical, ideal gas compoaed of N identical atom or 
molecules assumed to be point particles obeying Newtonla laws of mo- 
tion. W e  wish to calculate the number n(e) de of atom within the energy 
range de. Inasmuch tm this system obeys the Maxwell-Eoltzmmn 
statimtica, (12-15) becomes 

The quantity g(e) for thia syetem is most emdy evaluated as follows. 
The only energy these particles posseaa (strictly, the only enwgy that can 
change) is tramlational kinetic energy, and any one particle has 
available to it a whole continuum of energy dates ranging h m  zem 
upward. The etate of auch a particle ia  s w e d  by giving the three 
components of its momentum, (p,, p,, p,), This specfiation of the h e  
particle's state gives no information about the particle's location within 
the container, but we need not know this, inasmuch as the energy 
depends only on the momentum, the potentid energy behg zero. 

It is convenient to represent the states available to  a particle by 
points in momentum s-, where the coordinates in this space are the 
three components p,, p,, and p, of the momentum. Then each point in 
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evaluated by applying the consemation of particles, their total number 
N being fixed : 

Each of the n(e) ds particles within & has an energy e; therefore, the 
total energy E of the gas is 

Then, integrating this equation by parts and using (12-221, we have 

E = #NkT 

The average energy F per atom is then 

The average tranrslationd kinetic energy per atom, E = +AT, may be 
conaidered to be divided equally among the three translational degms 
of freedom. A degree of freedom is defhed as one of the independent 
coordinates needed to  specify the pogition of the particle. Therefore, 
the average energy per degree of freedom may be taken to be +kT. 

The molar specific heat C, of a gas at a constant volume is defined 
as the energy necessary to increase the temperature of 1 mole of gas 
1 K, the volume of the gas being fixed; that is, 

where la is the number of moles and NA is the number of particles per 
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mole (Avogadro's number). Using (12-23), we obtain dE/dT = +kN, and 
(12-24) becomes 

C, = 3kNA = +R (12-25) 

where the gas constant R is kNA. Thus, the molar specific heat C, of a 
classical ideal gas composed of atoms or molecules regarded as point 
particles (that is, as having no internal structure) is predicted to be +R. 
The measured specific heats of monatomic gases are in excellent agree- 
ment with this theoretical value; for example, C, is 1.5OR for both helium 
and argon. On the other hand, the measured C, values of diatomic or 
polyatomic gases are greater than +R; for example, a t  room temperature 
C, for Hz is 2.47R and C, for Nz is 2.51R.t 

12-5 MAXWELL-BOLTZMANN STATISTICS APPLIED TO THE 
SPECIFIC HEAT OF A DIATOMIC GAS 

In the last section the specific heat at constant volume of a classical 
ideal gas imagined to consist of point masses was computed to be +R, in 
good agreement with the measured values of monatomic gases. Of course, 
the atoms of a monatomic gas are not simple point masses; they have a 
complicated internal structure and follow the laws of the quantum theory. 
Their translational kinetic energy, however, is not quantized, and for 
moderate temperatures the electron configuration is always that of the 
ground state. Thus, the atoms of a monatomic gas behave (at moderate 
temperatures) as if they were point masses. 

Now consider the specific heat of a gas of diatomic molecules. There 
are three contributions to the total energy of such molecules: the 
(unquantized) translational kinetic energy of the center of mass, the (quan- 
tized) rotational kinetic energy of the molecule as a whole about the center 
of mass, and the (quantized) vibrational energy of the atoms of the 
molecule. The molecules' translational kinetic energy contributes to 
the total energy of the gas at all finite temperatures, but there are 
contributions to the total energy from rotation and vibration only if an 
appreciable fraction of the molecules exist in excited rotational or 
vibrational states. 

If all molecules were in the lowest rotational state (J = O), the 
rotational kinetic energy would be zero, and if all molecules were in 
the lowest vibrational state (v = 0), there would be no contribution from 
vibrational energy (except for the ever-present zero-point vibration). 
We can determine under what circumstances molecular rotation and 
vibration make significant contributions to the total energy of a diatomic 
gas by applying the Maxwell-Boltzmann statistics to find the tempera- 
tures for which excited rotational and vibrational states are appreciably 
occupied. 

The number n(Er) of molecules, each with a rotational kinetic 
energy E,, can be found by using (12-14) and the Maxwell-Boltzmann 
distribution function, (12-11). The density g(Er) of states for pure rotation 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 19-5. 
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FIG. 12-16. Themt~tiue 
number of H molecules 

occupying 10tutiomE stetes at 
three different tempwrrtures. 

is W + I, where J is the rohtiond (angular momentum) quantum 
number. (This corresponds to the Zeernan degeneracy for the orbital 
angular-momentum quantum number I ,  as given in Sec. 7-5.) Therefore, 

A(E~) = ( 2 ~  f (12-26) 

where 

£mm (12-2). The number of noleculm occupying some particular rota- 
tional state J depends only on the moment of inertia I of the molecules 
and the temperature T of the gae. 

Consider the population of the rotatiand states for the hydrogen 
lnoIecule H2, which has a relatively amall moment of inertia, I = 4-64 x 
10-4B kg-m2. Figure 12-16 shows the relative number of molecules in the 
first several rotational states for the temperatures 66, 170, and 340 K. 
computed from (12-26). It is clear that at 56 K most of the hydrogen 
molecules are in the lowest (J = 0) rotational state; at thk tempratwe 
most of the molecules do not rotate, and there ia very Iittle contribution 
to the total energy of the me from molecular rotation. On the other 
hand, at a temperature of 340 K a large fraction of the molecules are 
rotating. In ~hort, there is a large increaee in the rotational energy 

J = O  1 2  3 4 5 6 

( a )  T =  5 6  K 

d - 0  1 2  3 4 5 6 

( c )  T = 340 K 
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of this gas from 56 to K, because the higher rotational states become 
more popdated as the temperature of the gas is raised. 

We can make a similar computation for the relative population of 
the vibrational states. For vibration we have g(E,) = 1, and the number 
n(E,) .of moleculm, each having a vibration energy Eu, is then given by 

where E" = (U + +)hf and f = 1 
2n p 

from (12-7) and (124). For the hydrogen moIecule H2 we have f = 
1.32 x 1014 Hz. Figure 12-17 shows the relative number of hydrogen 
moleculea in the lowest ~everal vibrationaI states for the temperatures 
1590,6350, and 12,700 K, computed from (12-27). 

It is clear that at temperatures of less than about 1600 K essentially 
all molecules are in the mound state (v = 0 vibrational state) and 
that at temperaturea of 10,000 K or more a substantial fraction of the 
molecules are in excited vibrational states. Thus, for T < 1600 K ap- 
preciable vibration does not occur, whereas for T > 10,MXI K the hydro- 
gen gas a significant contribution to its total energy from molec- 
ular vibration. 

u = O  1 2  3 4 4  5 6  7 8 FIG.12-17. Thereletivenumbet 

( c )  T = 12,700 K of H , molecules occupying 
vibrationel states at rhfee di&rent 
rempsratures. 
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FlG.12-18. Molarspecific 
heal of molecuEar hydrogen ( H ,) 

as B function of te178pet8tUrC 
showing the specific- heat 

contributions arising tn 
consequence of rr~nsier~on, 

rotation, and vibration. 

We have seen that there is an energy of 3kT per molecule associated 
with each of the three degrees of freedom for translation, the total 
translational kinetic energy being #KT per molecule. Two degrees of 
freedom are associated with molecular rotation of diatomic molecules, 
one for each of the two mutually perpendicular directions with respect 
to the interatomic axia about which rotation can take place. Thus, at 
temperatures at which n substantial fraction ofthe molecules are rohting 
the rotational energy per molecule is 2 x fkT = kT. For the single 
vibrational degree of freedom there are two contributions to the vibra- 
tional energy, one for the kinetic energy and one for the potentid energy, 
each +KT; therefore, again at sufficiently high temperatures, the vibra- 
tional energy per molecule is also kT. 

We have seen that for T < 50 K only translatiand energy ia impor- 
tant for hydrogen gas; therefare, the totaI energy per molecule is +kT 
in this region, as for a monatomic gas. MoIecular rotation of H, becomes 
significant at temperatures of a few limbed degrees and the total energy 
per molecule i s  then 3 + fkT = )kT. Finally, at a few thousand degrees 
molecular vibration (besides rotation and translation) takes place, and 
the total energy per molecule ia  then (3 + 3 + 4)kT = $kT. The 
corresponding molar specific heats (at constant volume) for the three 
temperature regions are +R, $R, and ill, respectively. The observed 
values of the specific heat of a hydrogen gas are shown in Fig. 12-18. 
ClearIy, the observed variation of specific heat with temperature demon- 
strates the quantization of molecular vibration and rotation and is in 
accord with theoretical expectation. 

12-6 THE LASER 

The relative population of the quantid states of atomic system 
enters crucially in the operation of a laser, an acronym for "light 
amplfication by the stimulated emission of radiation." Such a device 
produces unidirectional, monochromatic, intense, and-most importantly 
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.--coherent *ible 1ight.t The corresponding device for operation in the 
microwave region of the electromagnetic spectrum is the maser. 

Consider fist the several processes by which the energy of a h e  
atom can change in a quantum transition with the emi~aion or absorption 
of a photon, as shown in Fig. 12-19; these processes are spontaneous 
ernimion, atimdated absorption, and stimulated emission. 

In spontaneous emission an atom is initially in an excited state and 
decays to a lower energy state with the emission of a photon of energy 
hv = E2 - E l .  The excited atom, initially at rest and having no preferred 
direction in space, can emit the photon in any direction. After emission 
the atom, now in a lower energy state, reeoila in a direction opposite to 
that of the emittea photon. Like the radioactive decay of urntable 
nuclei, the decay of unstable atoms is governed by an exponential decay 
law [Eq. (9-131 with a characteristic half-life or mean life. Typically, an 
excited atomic state has a lifetime of the order of lo-' a ; that is, the time, 
on the average, for an atom in an excited state to decay spontaneously 
with the emission of a photon is only 10-'s. Some few atomic transitions 
are, however, much slower, For such s+calIed metastable states the 
atomic lifetime may be as long as lop3 9. (The spontaneous transition of 
an atom from a lower to a higher energy state i ~ ,  of course, rded out by 
energy conservation.) 

?For a diwasion of coherent and incoherent sources of right see Weidner and Sells, 
EIementary Claasicaf Physics. md ed, Sec. 38-5. 
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In stimulated absorption an incoming photon stimulates an atom to 
make an upward transition, and the photon is thereby absorbed. After 
absorption the atom recoils in the same direction as that of the incoming 
photon. 

In stimulated emission an incoming photon stimulates, or induces, an 
atom initially in an excited state to make a downward transition. The 
atom emits a photon as its energy is lowered, this photon being in addition 
to the photon inducing the transition: One photon approaches the atom 
in an excited state, and two photons leave, the atom now being in the 
lower energy state. Moreover, the two photons both leave in the same 
direction as that of the incoming photon, and they are exactly in phase 
relative to one another; that is, they are coherent. We may see that 
stimulated emission produces coherent radiation simply by noting that, 
if the two photons were out of phase by any amount, they would at least 
partially interfere destructively, in violation of energy conservation. 
The stimulated-emission process produces light amplification, or photon 
multiplication. The trick in constructing a laser is to make the 
stimulated-emission process dominate competing processes. 

The probability of decay by spontaneous emission is characterized 
by the mean life of the excited state. Similarly, one can assign prob- 
abilities Pa and P, to the respective processes of stimulated absorption and 
stimulated emission. Detailed quantum-mechanical analysis shows that 

Pa = P, (12-28) 

That is, given a photon energy and type of atomic system, stimulated 
emission is just as probable as stimulated absorption. Thus, if a certain 
number of photons directed at a collection of atoms all initially in a 
lower energy state cause, say, a tenth of the atoms to undergo stimulated 
absorption, then the same number of photons directed at the same 
collection of atoms in the upper energy state will cause a tenth of the 
atoms to undergo stimulated emission. 

The three processes of spontaneous emission, stimulated absorption, 
and stimulated emission apply to free atoms interacting with photons. 
If a system consisting of many interacting atoms is in thermal equilib- 
rium, still other so-called relaxation processes may operate to change the 
quantum state of an atom without, however, emission or absorption of 
photons. For example, an atom in an excited state may make a non- 
radiative transition to a lower energy state, the excitation energy going 
into the thermal energy of the system rather than into the creating of a 
photon; conversely, an atom may be raised to a higher energy state as 
the thermal energy of a system decreases. 

Consider a collection of atoms in thermal equilibrium at some 
temperature T for which E ,  > kT, where E ,  is the energy of an atom. The 
distribution of the atoms among the available energy states can be given 
to a good approximation by the classical Maxwell-Boltzmann distribu- 
tion. The statistical weight g(el) will depend upon the detailed char- 
acteristics of the atoms but typically will not differ drastically between 
one quantum state and another. Then we have, using (12-14), 

n(ci) cc fMe cc e-eilkT (12-29) 



Some atoms are in the ground state, others occupy the &st excited 
state, and still others are in higher energy states. The relative number 
of atom in the various possible states is controlld by the system's 
temperature T amording to the Boltzmann factor e-"jkT. If the numbem 
of atoms in progressively higher energy states 1,2, and 3 are n,, n,, and 
n3, respectively, wherela, ac e-"IkT, n, oc E - " " ~ ,  and n3 oc ~-~f"~,th,hen, 
since El < E2 < E,, it follows that n,  > nz > nj. The ground atate is 
more heavily populated than the h t  excited ~tate, and the number of 
atom occupying higher states ia stiIl Iess, 

Suppose that we have a collection of atom# that have only tm 
energy states and are in thermal equilibrium (for example, atoms with 
free ar nearly f r e  electrons, whose spin direction may be aligned or 
antialigned with an external magnetic fieId). There are more atoms n, in 
the lower energy state than there are atoms n2 in the upper energy state; 
~ e e  Fig. 12-20. Suppose further that a beam of photons, each of energy 
hv = E, - El ,  illuminates the atoms. Ignoring for the moment apon- 
taneoua mimion and the relaxation processes within the system (or 
taking these process to be characterized by low probability or long mean 
life), we concentrate on the processee of stimulated absorption and 
stimulated emission only, which have the same probability. Stimulated 
absorption depopulates the lower energy state and reduces the number 
of photons. Stimulated emission depopulam the upper energy state 
and increases the number of photons. What is the net effect on the total 
number of photons? 

The number of photo- disappearing by virtue of stimdated absorp- 
tion is proportional ta Pan,, and the number of additional photons created 
by virtue of stimulated emi~sion is proportional to P,n, = P,n,, from 
(1228). But for thermal equilibrium we have n, > n,, so there i~ net 
absorption. Absorption dominates emission simply became more atoms 
occupy the lower energy state than the upper one, Moreover, the net 
absorption is accompanied by a tendency ta equalization of the popula- 

( 0 )  FIG. 12-20. Changes in the 
occupancy of quantized states 

E ,  - - - - - - - -  nz thug15 the processes of srimulsied 
absorption w n d  stimulated emissmn 
on&. (8) In thermal equilihiurn 
stimulated 8bsorpiion dommsres 
srimulated emission, and the 
number of phorons is reduced 

.F=1 - - n! (6) For a population inversion 

( b )  stimulated emission dominates stimulated absorption, and rhe 
number of photons is  enhanced. 
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tiona of the two states. 
Now, if we were somehow to produce a population inwrsion, in 

which the number of atoms occupying the upper energy atate exceeded 
the number in the lower state, then emisaiwn wodd dominate over 
abmxption; see Fig. 12-20, With a population inversion incoming light 
would be amplified coherently, aince the number of additional photons 
produced through stimulated emission would more than compensate for 
the number of photons decreaeed through stimulated absorption. Such 
population inversions have been achieved in a wide variety of materials 
by a number of clever procedures, most of them involving a relatively 
slow relaxation process. What follows helow ia a brief derscription of the 
first laser operating with a crystal of ruby. 

Ruby consists of aluminum oxide, A120,, with a few mattered atoms 
of Cr replacing Al; the chromium atoms are the ones responsible for the 
laser behavior. Figure 12-21 shown the important energy levels of 
chromium (level 3 actually consiata of a number of doaely spaced levele). 
The excited state El is metastable; the lifetime for spontaneous decay to 
the ground state is unusually long, a b u t  3 x s. Suppose that the 
atom, initially in thermal equilibrium, with nl r nz > n3, are "opticdly 
pumped" by the sending of light of wavelength 6500 A (yellow-green) at 
the atom. Atoms make transitions born state I to etate 3 by absorbing 
photons of this wavelength, and almmt immediately afternard are 
deexcited by transitions to state 2. Atoms brought to excited state 2 
remain in this state for relatively long times. The optical pumping 
depletes the population of state 1 and enhances the population of &ate 2. 
Indeed, nl is decreased to such a degree that na > n, ; population inver- 
sion ia achieved. Now, if a few photona of 6943 A (ruby-red light) appear, 
possibly from the spontaneow decay h r n  state 2 to etate 1, they will 
etimulate tramitions in which emission dominates absorption. Thus, 
the light ia amplified, each photon joining the trah being exactly in 
phase, or coherent, with the initial beam. 

In practice the light is ~ent through the ruby cqmtal many t h e 8  by 

Pump 
FIG. 12-21. Energy kwh of (5500  A) 

Cr in rr ruby hser. The pumping 
IsdIutIon between stsms I and 3 

depletes the popubtion of 
state I end increases fiat of 

state 2. The radiation between 

Amplifier 
(6943 A )  

.... - 
states 2 and 1 is amplified EI + 
~ ~ C U V S ~  of the p 0 p ~ l 8 t h  " 1 

(Metastable, 

10-3 s) 

n 2  > n l  

inversion with n2 2 n, . 
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being reflected &om optically flat and parallel ends, as in Fig. 12-22. 
At the ends aome light emapes and the remainder ia reflected back into 
the ruby crystal. But only that light which is precisely perpendicular 
to the reflecting ends will traverse the crystal in many round trips; 
photons traveling obliquely t o  the crystal axis escape from the crystal 
before substantial photon multiplication can take place. The amplified 
light is highly monochromatic, unidirectional, intense, and coherent. 

The technological applications of lasers are many; they all derive 
f h m  the fact that with lasers one can produce intense electromagnetic 
radiation in the visible region having the coherence properties heretofore 
available only in radio wavea. In addition to solid-state lasers, such as 
the ruby Iaser described above, there are gaa lasers and liquid lasers. 
Descriptions of these may be found in the bibliography at the end of 
this chapter. 

12-7 BIACKBOOY RADIATION 

A phydcal system illustrating the Bose-Einstein distribution law 
is that of a blackbody and its radiati0n.f Actually, it was the successful 
theoretical explanation of the electromagnetic radiation from a polid, 
given by Max Planck in 1900, that marked the beginning of the quantum 
theory. W e  have, however, postponed until now a discussion of this 
phenomenon because an interpretation of the radiation from solids 
involves not only the quantum theory but also the statistical distribution 
of particles in a many-particle system. 

All substance6 at a finite temperature radiate electromagnetic 
waves. The radiation spectra from atomic gases, in which the atoms are 
fax apart and interact only feebly with one another, consist of discrete 
frequencies or wavelengths. The spectra of molecules, with contributions 
from rotational and vibrational transitions besides eIectmnic transitions, 
again conaist of discrete lines. The molecular lines in the visible region 
appear, on casual observation, as continuous bands. A solid sepresenta 
a still more complex radiator or absorber, and it may be regarded in 
some ways as an enormoua molecule with a correspondingIg increased 
number of degrees of freedom. The radiation emitted by solids consists 
of a oa&'nuous spectrum, all frequencies or wavelengths being radiated. 
An adequate theory of blackbody radiation must account for how the 

7 See Weidner and Sella, Elementary CImsical Physics, 2nd ed., Sec. 2@-7. 

FIG. 1 2-22. Lesw cell with fiat 
parellsl rellecling ends. Only 
those photons traveling 
perpendicular to the endplates 
undergo eppfeciable phoran 
multrpficatron: obl~que photons 
escape through rhe sides before 
they have an opportunity to 
stimulate many emissrons. 



CHAP. 12 Molecular and Solid-state Physics 

radiation is distributed among the various frequency components and 
how it varies with the temperature of the emitting surface. 

Consider first what is meant by the term blackbody. Any solid will 
absorb a certain fraction of the radiation incident on its surface, the 
remainder being reflected. An ideal blackbody is defined as a material 
that absorbs all of the incident radiation, reflecting none. From the 
point of view of the quantum theory a blackbody is, then, a material that 
has so many quantized energy levels, spaced over so wide a range of 
energy differences, that any photon, whatever its energy or frequency, 
is absorbed when incident on it. Inasmuch as the energy absorbed by a 
material would increase its temperature if no energy were emitted, a 
perfect absorber, or blackbody, is also a perfect emitter. 

A very good approximation to an ideal blackbody, one that can be 
achieved in the laboratory, is a hollow container, completely closed 
except for a small hole, through which radiation can enter or leave. Any 
radiation entering the container through the hole has a very small 
probability of being immediately reflected out again. Instead, the radia- 
tion is absorbed or reflected repeatedly at the inner walls, so that effec- 
tively all radiation incident through the hole is absorbed in the container. 
By the same token, the radiation leaking out through the hole is 
representative of the radiation in the interior. 

When the container is maintained at some fixed temperature T, the 
inner walls emit and absorb photons at the same rate. Under these 
conditions the electromagnetic radiation may be said to be in thermal 
equilibrium with the inner walls; in different language, the photon gas 
may be said to be in thermal equilibrium with the system of particles 
(in the walls) creating and absorbing the photons. 

The observed frequency distribution of the radiation from a black- 
body, analyzed by measuring the radiation escaping through the hole, is 
shown in Fig. 12-23 for two fixed temperatures. Some general features of 
blackbody radiation may be seen from the figure, as follows. 

1. For a fixed temperature the energy E(v) dv emitted in the small 
frequency interval dv between the frequencies v and v + dv, first 
increases with frequency, then reaches a maximum, and finally de- 
creases at still higher frequencies. 

2. E(v) dv increases with the temperature T at any frequency; con- 
sequently, the total energy 

increases with T. Before Planck's development of the theory of black- 
body radiation ET was known to vary as T4; this is the so-called 
Stefan-Boltzmann law. 

3. A larger fraction of the emitted radiation is carried by the higher 
frequency components as the temperature of the radiating body is 
increased. The wavelength corresponding to the peak in the radiation 
spectrum is found to be inversely proportional to the absolute 
temperature; this relation is known as the Wien displacement law. 

4. The blackbody radiation spectrum is independent of the material of 
which the radiator is constructed. 
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All attempts to deduce the observed radiation curves from classical 
theory failed, and agrement with experiment was first achieved onIy 
when Planck introduced the quantum concepts. W e  shall not follow 
Planck's original arguments, which were based primarily on the energy 
quantization of particIes in the emitting or absorbing material; instead 
we shall use a somewhat simpler approach, in which our concern will be 
with the electromagnetic radiation, regarded as a photon gas. Photons, 
having a spin of 1, will, of course, obey the Bose-Einstein statistics. 

We may regard the equilibrium radiation within the blackbody 
enclosure in either of two ways: in terms of e lmmagnetic  waves or in 
terms of particlelike photons: 

1. When the radiation is treated as a collection of electromagnetic 
waves, the waves may be imagined to be repeatedly reflected from the 
w d s  of the container, producing standing waves. 

2. When the radiation is treated as a collection of deetromagnetic 
particles, the photons may be imagined to interact only with the 
container walls and to be in thermal equilibrium with the container. 

We wish to find the number of photons with energiee between e and 
e + de; aince c = hv, we may, equivalently, h d  the number of photons 
wi th  frequencies between v and v -t- dv. Thia number is the product of 
the number g(s) of available energy states between e and e + de and the 

red &en 
"(HZ) L* - FIG. 12-23. E n w y  disIribution 

Visible ns s ~ U I I C K ~ O ~  of frequency of 

spectrum efecLrumagnslic rsdietion emitted 
by 8 blackbody for two 
t8fL'PEf#tUleS. 
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Bme-Einstein distribution function fsa(e) = 1/{8'~" - I), which gives 
the average number of photons in a particular state of energy e. 

The strategy for finding thenumber of availabIe photon &am (which 
is to say, the number of possible electromagnetic waves) is the following. 
We imagine plane electromagnetic wavea to be codned within a cube 
(for simplicity) of edge L. Then we comt the number of stationary, or 
standing, wave patterns that can exist wi&n the cube. This procedure 
is not unduly restrictive. for the cube may be imagined arbitrarily large, 
so that even the longest waves can be accommodated. 

The atate of a photon i~ completely specified by giving the three 
components of its linear momentum, p,, py, and p,, and ita two possible 
polarization directions. Thw, there are two states for each particular set 
of p,, p,, arid p, values. The procedure for fitting stationary electm 
magnetic waves within a three-dimensional enclosure is  analogous to 
that used in Sec, 6-9 for finding the permitted quantum states of a particle 
confined to a unidirnensional potentialenergy well. Ody certain valuee 
of p,, p,, and p, will lead to stationary states. 

Figure 1224 shows one particular electromagnetic wave, traveling 
obliquely with respect to the sidea of the box, its direction of propagation 
begin given by the momentum vector p. The wavefronb, to which p is 
perpendicular, are one hdf-wavelength apart, where 1 = hlp. For 
stationary wavee to exist within the cubical box, the projection of any 
side along the direction of propagation muat be an integral number of 
half-wavelengths. Thue, for the side parallel to thep, direction we must 
have 

I L cos 0, = n, - 
2 

(1m) 

where n= itl an integer and 0, h the angle between p and the p, axis. For 
photons we have p = hlA and, therefore, 

h em 8, 
px = p cos 8, = - 

1 

FIG. 12-24. An allowed 
stationary pluns electro- 

magnetic wave in a cubicel box. 



Bkc*&dy R d h h  . SEC. 12-7 

Combining this with (12-301, we h d ,  for the permitted valuee of the p, 
component of p, 

h 
P* = tbx 

Similarly, 
h h 

. & = Z ~ Y  and p, = - n, 2L 

Figure 12-26 shows the allowed values of (p, p,, p,) in momentum 
space. Each point actually represents two paslsible states, because of the 
two pmible polarization directions (the heavy dot in the figure corre- 
sponds to the state illustrated in Fig. 1224). For a mamseopic length L 
the ~eparation between the adjacent points, h/2L, is very small compared 
mith the momentum of all photons except thoae of the longe~t wave- 
lengths, For example, if the cube is as small aa 5 cm, electromagnetic 
waves with wavelengths of less than 10 cm (in the microwave radio 
region) and asentially all wavelength0 in the visible region (z loL7 m) 
can be accommodated within the box. 

We are interested in the number of atatee within the small energy 
range 8 to e + dc, where e = pc and p = (pXZ + p,Z + p,3113. It c m  be 
found by computing the number of states within a shell of radius p and of 
thickness dp, counting only the p i t i v e  values of p,, p,, and p,. Then 

The factor 2 accounts for the two poldzation directions, the factor & is 
introduced because only one octant of the spherical shell may be 
included (only p s i t i v e  values of n,, np, and n, are permitted), and the 
factor ( f ~ 1 2 L ) ~   represent^ the volume associated with each point in 
momentum Bpace. With p = E ~ C  and L3 = V, the total volume of the box, 
(1233) becomes 

- * m P -  . 
/ :  . . 

FIG. 1 2-25. Alhwed v~lues d 
Pr p,. p,, and& in mcrmenIwrn space. 

The heavy dot c m p o n d s  lo the 
state (n, = Z n, = 3) illustreted 
in Fig. 12-24, 
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The quantity g(c) dc represents the number of states available for 
occupancy by photons in the energy range E to c + dc. Multiplying 
g ( ~ )  d~ by the average number of photons per state, fBE(&) ,  gives the num- 
ber of photons in the infinitesimal energy range d ~ .  Since each photon 
has an energy E = hv, we obtain for E(v) dv, the radiation energy per unit 
volume within the frequency interval dv = d ~ / h ,  the following: 

E(v) dv = 
hvg(c) d~ - - (hv)BnV(hv)'(h dv) 

V(eElkT - 1) Vh3c3(eElkT - 1) 

This is the Planck radiation equation, giving the blackbody radiation 
spectrum. It is in complete agreement with the observed experimental 
curves, such as Fig. 12-23. 

It is of interest to note that the Planck equation reduces for low 
frequencies, hv/kT << 1, to the classical Rayleigh-Jeans radiation 
formula: 

B R V ~ ~ T  dV 
For low v: E(v) dv = ---- (12-36) 

c3 

The classical Rayleigh-Jeans relation fails, of course, in the high- 
frequency region, because (12-36) predicts an infinite value of E(v) as v 
approaches infinity; this failure is known as the ultraviolet catastrophe. 
For high frequencies hv/kT >> 1, the Planck relation reduces to the Wien 
formula : 

For high v: 

This relation fails, of course, for low frequencies. 
Finally, we write the energy distribution in terms of the wavelength 

rl rather than the frequency v, and we set dE(rl)/drl = 0, to find the peak 
in the energy distribution as a function of wavelength; we arrive at the 
Wien displacement law : 

1,,,T = constant 
rl,,,T = 2.898 x lo7 RK 

where A,,, is the wavelength corresponding to the maximum of E(1). The 
Wien displacement relation shows that when the temperature of a 
blackbody is changed, the wavelength peak in the radiation spectrum is 
displaced inversely as the absolute temperature, a blackbody becoming 
progressively red, white, and blue as its temperature is raised. 

The total energy ET radiated from a blackbody is obtained by inte- 
grating E(v) dv in (12-35) over the entire range of emitted frequencies: 

I 3  = IOm E(v) dv = CT4 
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where Cis a constant. The power P radiated from a unit area of a black- 
body is given by P = oT4, where a is 5.67 x lo-' W/m2 = K4. 

12-8 THE QUANTUM THEORY OF 
THE SPECIFIC HEATS OF SOLIDS 

Another application of the quantum statistics is to the specific heat 
of solids. In this section we first review the partially successful classical 
theory and then give the quantum theory, again utilizing the Bose- 
Einstein statistics. 

Consider a crystalline solid composed of N atoms, each atom bound 
in the crystal lattice by forces arising from its neighboring atoms. 
When any one atom is displaced from its equilibrium position, it is sub- 
ject, in a first approximation, to a restoring force proportional to its 
displacement. Thus, any atom displaced from its equilibrium position 
will undergo simple harmonic motion. However, when one atom is 
displaced from its equilibrium position, so too are the neighbors with 
which it is coupled by interatomic binding forces. Consequently, if one 
atom undergoes simple harmonic motion, it causes neighboring atoms 
also to oscillate and the disturbance or deformation to be propagated 
through the crystal as an elastic wave. 

At temperatures below the melting point the total energy content of 
the solid which may change with temperature consists of the following 
contributions from each atom: the kinetic energy of the essentially free, 
outer, valence electrons and the energy of vibration of the remainder of 
the atom, namely the nucleus plus the tightly bound, inner electrons. At 
all moderate temperatures the quantum state of any of the bound elec- 
trons is unchanged. For this reason the nucleus plus the bound electrons 
may be treated as a single, inert, vibrating particle. If the internal energy 
of the solid changes, so too does the temperature, and the change in the 
internal energy of the crystal per unit change in temperature is the 
specific heat of the solid. The total specific heat of the solid consists of the 
electronic specific heat and the lattice (vibrational) specific heat. For all 
temperatures except the very lowest the electronic specific heat is negli- 
gible (Sec. 12-9); in this section we shall discuss the contributions arising 
from the lattice vibrations only. 

We first compute the specific heat of a solid by using the classical 
theory, attributing the lattice-energy content to N simple harmonic 
oscillators. For each degree of freedom of a simple harmonic oscillator 
there is 3kT of energy associated with potential energy and 3kT associated 
with kinetic energy (see also Sec. 12-5). Therefore, for oscillations in 
three dimensions the total vibrational energy E is the number of degrees 
of freedom, 3N, times the energy per degree of freedom, kT, 

E = (3N)(kT) = 3NkT 

and the classical lattice specific heat per mole, C,, is 
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where n is the number of moles, NA is Avogadro's number, and R is the 
constant of the general-gas law. This classical relation is known as the 
Dulong-Petit law.? The equation, predicting that the molar specific heat 
of any solid is the same constant, 3R, independent of the material and of 
the temperature, is in agreement with experiment at high temperatures. 
The classical theory is, however, incapable of explaining the observed 
decrease in the specific heat at low temperatures, as shown in Fig. 12-26. 

The first successful theoretical treatment of the lattice specific heat 
for all temperatures was given by A. Einstein in 1906. This early quantum 
treatment was improved upon by P. Debye in 1912 and is usually referred 
to as the Debye theory of specific heats. 

The essential quantum feature of lattice vibrations is the quantiza- 
tion of the atoms' vibrational energies. In this view, any one atom gains 
or loses energy in discrete amounts and transfers energy to neighboring 
atoms in discrete amounts, the amount of the mechanical energy trans- 
ferred being hf, where f is the classical frequency of vibration of the atom 
about its equilibrium position [Eq. (12-lo)]. Because the energy 
propagated through the lattice in the form of elastic deformations is 
quantized, we may speak of the propagation of quasiparticle quanta of 
vibrational energy, called phonons. Phonons are created and absorbed 
by quantized lattice vibrators upon changing their quantum states, just 
as photons are created or absorbed by the atoms of a blackbody. The 
phonons represent the thermal-energy content of a crystalline lattice, 
just as the photons represent the equilibrium electromagnetic radiation 
content of a blackbody. The Bose-Einstein statistics imposes no limit 
on the number of photons that can occupy any one available energy state. 
Similarly, the number of possible phonons is unrestricted, their distribu- 
tion being governed also by the Bose-Einstein statistics. By analogy with 
a photon, the energy of a phonon is given by & = hf, and its momentum is 
given by p = &/us, where v, is the speed of phonon propagation, the 
speed of sound. 

Because of the close analogy between a photon gas in equilibrium 
with a blackbody and a phonon gas in equilibrium with the quantized 
simple harmonic oscillators of an elastic solid the quantum lattice 
specific heat of the solid is closely related to the radiation distribution 
of the blackbody. Modifications must be made, however, because of the 
difference between a photon and a phonon. 

Again we wish to find the number n(&) d~ of states available within 
the energy interval de. To do this we again find the number of waves, 
now elastic rather than electromagnetic, that can be fitted as stationary 
waves between the boundaries of the medium, now the crystal boundaries 
rather than the walls of a blackbody. Thus, replacing the speed c with 
the speed v, in (12-34) and removing the factor 2 for the two photon 
polarization directions, we have, for the density of states, 

t See Weidner and Sells, Elementary Classical Physics, 2nd ed., Sec. 20-4. 
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or, since e = hf, 

Two distinct types of elmtic wave are propagated through the 
medium: (I) a tramverse wave traveling at a Bpeed v, and having twa 
possible, mutually perpendicular polarization directions, and (2) a 
longitudinal wave traveling at a different apeed, v,. The number of 
elastic mdm of vibration, or the total number of available phonon states, 
in the frequency interval df is then 

The total  number of vibrational modes is Iimited, however, to the 
total number 3N of degrees of freedom of the crystal. One of Debye's 
aontributions consisted in recognizing this restriction. The elastic 
vibrations are cut off at the frequency fD, called the &bye frequency, aa 
follows : 

Therefore. 

Equation 0239) may now k written in terms of the Debye hequency f,: 
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Because the elastic vibrations are quantized, but the number of 
phonons in any particular state is not restricted by the exclusion 
principle, the phonon distribution is given by the Bose-Einstein statistics, 
where again a = 0 in Eq. (12-12). Therefore, the number of phonons in 
the frequency range between f and f + df is 

Since the energy per phonon is hf, the total vibrational energy content 
of the crystal is 

where we have used (12-41) for g(f )  and defined x = hf/kT and xm = 
h f ~ / k T .  

It is convenient tq define a characteristic temperature, called the 
Debye temperature TD, as that temperature for which hfD = kTD. Then, 

TD 
hfD and xm = - TD = y 

T 

Equation (12-42) may then be written 

The integral in this equation must be evaluated numerically. 
The molar specific heat C, immediately follows from the definition 

C, =, (l/n)(dE/dT). Although one cannot easily evaluate C,, for all 
tederatures [because x and xm in (12-44) are functions of TI, it is possible 
to find expressions for E and C, for high temperatures and low 
temperatures. 

In the high-temperature limit we have kT >> hfD and x << 1 and, 
therefore, ex z 1 + x. Equation (12-44) becomes, at high temperatures, 

and the molar specific heat is 

In the high-temperature limit the quantum theory of lattice specific heat 
gives exactly the same result, C, = 3R, as the classical theory, (12-38). 

Consider now the lovy-temperature limit, where kT << hfD and 
x, + co. The integral in (12-44) may be evaluated in closed form to 
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yield 

and (12-44) becomes, at low temperatures, 

and the molar specific heat is 

The lattice specific heat is thus seen to vary as T3 in the low-temperature 
region, again in accord with observation; see Fig. 12-26. 

The observed temperature dependence of the specific heats for solids, 
whether insulators or conductors, are found to be in good agreement with 
the Debye theory, as shown in Fig. 12-26. This is, at first sight, rather 
surprising, inasmuch as the Debye theory takes into account the internal 
energy arising from the lattice vibrations but not the contribution to the 
specific heat-of the conduction electrons. An electric or thermal insulator 
is a material in which there are essentially no free electrons. It is to be 
expected, then, that the specific heat of an insulator would have con- 
tributions from the lattice vibrations alone, in agreement with experi- 
ment and the Debye theory, but that a conductor would have, in addition, 
a contribution to the specific heat from the free electrons. 

A good conductor is imagined to have a large number of unbound, 
free electrons, which can wander throughout the material (these con- 
duction electrons will show a net flow in one direction when a 
temperature gradient or external electric field is applied, accounting 
qualitatively for the high thermal and electrical conductivities of 
metals). Let us compute the electronic specific heat of a solid under the 
assumption that each of the N atoms of the solid has one free, or con- 
duction, electron and that the N free electrons may be regarded as 
classical particles of a Maxwell-Boltzmann gas. Three degrees of free- 
dom are associated with the translational motion of each particle and, 
if these free electrons are regarded as classical particles wandering 
throughout the solid conductor, much as molecules in a gas, then the 
total electronic energy is Ee = N(+kT). The electronic contribution to 
the molar specific heat would be C,,, = (l/n)(dE,/dT) = +(Nk/n) = +R. 
But at the high-temperature, classical limit of the Debye theory the 
lattice specific heat is 3R. Thus, if the conduction electrons of a con- 
ductor were to behave as classical free particles, the conductor's total 
molar specific heat a t  relatively high temperatures would be 3R + +R, 
or ZR, whereas the observed value of C, for both insulators and conduc- 
tors is 3R (for T > TD). ' 

A classical treatment of electronic specific heat is clearly untenable. 
It fails because a gas of free electrons is not a collection of classical 
particles but, rather, a system of particles obeying the Pauli exclusion 
principle and the Fermi-Dirac statistics. The almost negligible electronic 
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FIG. 12-27. Average potentiat 
anergy of a free deewon in a 

conducting solid. 

specific heat d metallic conductors, which ia inexplicable with the class- 
ical fieeelectron theory, is understd on the baeis of the quantum free- 
electron theory of a metal, to which we now turn. 

12-9 THE FREE-ELECTRON THEORY OF METALS 

The simple free-eEectron model of a mew, f h t  developed by W. 
Pauli and A. Sommerfeld in 1927, is an example of a system of particles 
subject to the Pauli exclusion principle and obeying the Ferrni-Dirac 
statistics. 

In the h l g c t r o a  model a metallic crygtal is imagined to conai~t of 
two components: the nudei tagether with their tightly bound electrons, 
and the weakly bound valence electrons, which may be considered to 
belong to the entire cryetalline ~ o l i d  rather than to any particular atom. 
The valence electrons are assumed to be free in the sense that any one 
of them experiences no net farce from the remaining on= or from the 
nuclei and bound electrons ofthe lattice. Therefore, it i~ aesumed that in 
the interior of the solid each valence electron experiences a constant 
electrostatic potential energy - E, which is independent of its location 
within the crystal. Theelectric potentid rises markedly at the boundaries 
of the crystal to zero ; this corresponds to the net electrostatic attraction 
on a valence electron at the boundary. A plot of the potential energy of 
a free electron is shown in Fig. 12-27. In the free-electron mode1 of a 
metal we have, therefore, a collection of a large number of free particles 
confined to a box-that irr, to the interior of the metal. The e h m n  gas 
is not, however, an ordinary gm, whose distribution is given by the 
Maxwell-Boltzmann statistice; rather, the free electrom exist in states 
restricted by the Pauli exclusion principle, and their distribution 
among available statea ie governed by the Fermi-Dimc statistics. 

We witish to fmd the number n(e) d? of free electron8 with energies in 
the range e to e + &, where n(e) = g(e)fm(e). With a knowledge of the 
energy distribution of the free electrons we ahall be able tr, interpret 
some aspects of the macroecopic behavior of a metal. 

The density g(p) dp of states in the momentum range p t o p  $. tip in  
computed by canaidering the totd number of waya in which N free 
electrone, regarded as waves, can be fitted within a tMimensiona1 
box of side L. Thie problem ia exactly analogous to that of finding the 
total number af way8 in which 117 photons, regarded as electromagnetic 
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waves, can be arranged within boundaries to form stationary wave 
patterns. Therefore (12-33), derived in the section on blackbody radiation, 
may be used directly: 

The factor 2, which was earlier introduced to account for the two 
possible polarization directions, is retained; it now accounts for the 
two electrons, one with spin up and the other with spin down, which have 
the same momentum components. For simplicity we measure electron 
energies upward from the constant potential in the interior of the 
metallic crystal, now taking the potential energy to be zero in the interior 
of the metal. Then the total energy s of a free electron is purely kinetic, 
and we can write 

Equation (12-45) then becomes 

where 

Note that g(e) varies as s2 for photons and phonons (both bosons) but as 
eltZ for molecules obeying the Maxwell-Boltzmann statistics and for 
electrons (fermions). 

The distribution function for a collection of fermions is given by 

where 4 s )  d& = ~FD(E)~(&) d& 

Using (12-46), we have 

This equation gives the energy distribution of free electrons in equilib- 
rium with a material a t  a temperature T. The significance of the quantity 
sF, called the Fermi energy, is best seen by considering the distribution 
of electron energies in a metal at the zero of absolute temperature. 

Metals at Zero Absolute Temperature. A plot of the energy distribution 
of an electron gas, (12-49), is shown in Fig. 12-28 for T = 0. The plot is 
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based on the product of two energy-dependent terms: the factor E'/', 
which accounts for the parabolic rise in n(e) from E = 0 upward, and the 
factor l/(e'E-E~''kT + 1)) the Fermi-Dirac probability distribution function 
(Fig. 12-13), which for T = 0 has the value of 1 from E = 0 to E = EF 

and zero at E 2 EF. 

Figure 12-28 shows that the free electrons do not all have zero 
kinetic energy at the zero of absolute temperature, as would the particles 
in a classical gas; rather, there are electrons with finite energies up to a 
maximum energy, the Fermi energy EF. The electrons have finite energies 
and are in motion, even at T = 0, because of the Pauli exclusion prin- 
ciple, to which electrons are subject: No more than two electrons, one 
for each of the two possible electron-spin orientations, are permitted in 
any particular energy state; hence, all the lowest states become filled, 
until the most energetic electrons reach E = EF. At zero absolute tem- 
perature the Fermi energy is the kinetic energy of the most energetic 
electrons, all states of lesser energy being filled and all states of greater 
energy being empty. 

The value of the Fermi energy tF can be computed quite directly. 
The total number N of free electrons is 

Using the value of C from (12-47), we have 

where n is the number of free electrons per unit volume and m is the 
electron mass. For copper, with a valence of 1 and one free electron per 
atom, the Fe~nli energy is computed from this equation to be 7.0 eV; for 
the conductor sodium, 3.1 eV. The values of s are typically of the order of 
a few electron volts. Thus, the most energetic electrons of a conductor 
have a kinetic energy of several electron volts even at the lowest possible 
tem~erature. 

The average kinetic energy B of a free electron at absolute zero may 
be found directly, as follows. 

But C E ~ ~ ~ ~  = +N, from (12-50), and hence 

The relatively high average kinetic energy, a few electron volts, of a 
free electron in a metal at T = 0 K may be contrasted with the average 
kinetic energy per classical free particle, #kT, which is a mere 0.04 eV 
at room temperature and zero, of course, at T = 0 K. This extraordinary 
behavior, in which electrons of a material at T = 0 K have a sizable 
kinetic energy, is, like the zero-point vibration of a simple harmonic 
oscillator, strictly a quantum phenomenon. 
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6 E~ FIG. 12-28. E n e r ~ y  distribution 
of free t?/e~lfWM in 8 # 8 I d  St 
T = O K .  

An energy-level diagram showing the occupied energies of the free 
electrons of a metal at absolute zero is shown in Fig, 12-29. The electrons 
occupy energy states continuousIy up to the Fermi energy; all higher 
states axe unfdled. The binding energy of the least tightly bound elec- 
trons of the metal {those at the Fermi surface) is, of cauree, the work 
function 4 (Section 42); hence, 

Since all three quantities in this equation can be determined indepen- 
dently, the simple features of the quantum free-electron model can be 
verified. The work function Q can be mearsured in experiments involving 
the photoelectric effect. The Fermi energyw+ is evaluated by means of 
(1251). The difference in potential energy E, between the interior and 
the exterior of the crystal produces a change in the speed of an electron 
upon entering the crystal. This results in a refraction of electrons at the 
aurface, and thia refraction is manifest in turn in the diffmtion of elec- 
trons by the crystal lattice. In this way Et can Ix measured and (12-53) 
verified. For example, the conductor lithium, with one valence electron, 
haa El = 6.9 eV, EF = 4.7 eV, and = 2.2 eV, in agreement with (12-53). 
We shall s w  that the values of EF and El are nearly temperature- 
independent and that (12-61) halds for all moderate temperatures. 

FIG. 1 2-29. Occupufion of the 
enefgy levels by  the free electrons 
ofametafat  T = OK.  
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FIG, 1 2-30. Energy distribution 
of ffm electrons in e metal at 

a finire rempereture. 

Matab at a Finite Temperature. We now inquire into the changm that 
occur when the temperature of the conductor is raised. A plot of the 
energy distribution for a finite temperature it3 shown in Fig. 1230, 
following (12-49). The energy distribution at a moderate temperature is 
quite similar to that at T = 0 K; the only significant difference ie that the 
cornerm of the plot, at e = EF, are now dightly rounded. The rounding 
of the corners at the Ferrni energy i~ a reault that follows from the change 
in the Fermi-Dirac distribution function fFD(c), shown in Fig. 12-13. 

At room temperature kTia about 0.03 eV, an energy that is much less 
than the typical Ferrni energy e ~ ,  whch  is aIways a few eIectron volts. 
Therefore, the Fermi-Dirac distribution function f m ( ~ )  is unchanged 
from fFo(e) at T = 0 except for an electron energy .z close to the Ferrni 
energy BF.  Fm kT <c E ~ :  

I 

f~o( ' )  = e<=-rp,,*l + 1 x 1 when E << EF 

x 0 when e >> cg 

There is a difference between the energy distributions n(e) at a 
finite temperature T and at T = 0 K only within the small energy range 
in which je - gFI w kT; that is, the energy distributions differ signifi- 
cantly only within the range KT of the F m i  energy. We see from 
(12-48) that, when E = EF, then fFo(e) = f ; thus. for a finite temperature 
the Fermi energy corresponds to that energy for which there is a one-t* 
one chance that the state will be occupied. It can be shown that EF may 
be assumed to be a constant independent of the temperature for tem- 
peratures less- than a few thousand degrees. 

The distribution in energy of the free electrons of a metal at a finite 
temperature (Fig. 12-30) has an interesting interpretation. Those 
electrons whose energy is much less than the Femi enexgy remain in 
the low energy states that they occupy at T = 0 K. Only the m o ~ t  
energetic electrons, tho~e within the range KT of the Fermi energy, have 
available to them unoccupied higher energy states, to which they can be 
excited by thermal excitation. The low-energy electrons are, so to speak, 
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locked in their energy states when the metal is excited thermally, there 
being no unoccupied states available to them within an energy range 
kT, either above or below their states, at T = 0 K. Roughly speaking, a 
fraction of the electrons within the energy range kT of g are promoted to 
states on the high side of the Fermi energy, again within the range kT of 
the Fermi energy. Thus, as the temperature of a conductor is raised, 
only a very small fraction of all the free electrons can move to higher 
states and thereby increase the electronic energy content of the solid. 

We see from Fig. 12-30 that the electronic energy Ee(T) of the metal 
at some finite temperature T is greater than its energy Ee(0) at T = 0 K 
because of the shifting of a small fraction of the electrons (shaded areas) 
from below to above the Fermi energy. The number of electrons promoted 
to higher energies is proportional to kT. Furthermore, the average 
increase in the energy of each promoted electron is approximately kT. 
Therefore, we may write 

where A is a constant. The molar electronic specific heat C,., is then 
given by 

1 dE (T) C = A -  
v,e n dT 

- YT 

where y is a constant. The quantum free-electron theory thus predicts 
that the electronic contribution to the specific heat of a conductor is 
directly proportional to the absolute temperature. A more detailed 
analysis shows that y = (n2/2)z(k/c,)R, where z is the number of valence 
electrons per atom. Therefore, (12-54) becomes 

In copper, a typical conductor, z = 1, EF = 7.0 eV, and kT = 0.03 eV at 
room temperature. Using (12-55), we find that C,,, x 0.02R for copper at 
room temperature. The lattice molar specific heat for copper is nearly 3R 
at this temperature, so that the electronic contribution to the specific 
heat is negligible at moderate temperatures. 

The electronic specific heat becomes comparable to the lattice 
specific heat only at the very lowest temperatures (a few degrees Kelvin). 
That the electronic contribution is very small follows from the fact that 
only a very small number of the free, or valence, electrons are able to 
participate in an energy change when the temperature of a metal is 
changed. 

If the temperature of a conductor is raised to several thousand 
degrees, so that kT becomes comparable to the work function of the 
metal, some of the free electrons will have enough energy to escape from 
the metal surface, their kinetic energy E then equaling or exceeding the 
internal potential energy Ei (see Fig. 12-29). Thus, severe thermal 
excitation of free electrons can result in their emission from the metal. 
This process is known as thermionic emission. 

Although the quantum free-electron theory of metals is capable of 
accounting for such properties as the electronic specific heat and 
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thermionic emission, it cannot account for other important properties of 
solids, properties that depend on the fact that the electrons, even the 
valence electrons, in a metal are not completely free. In the next section 
we shall discuss a more realistic model of solids, in which the electrons 
experience a nonconstant potential within the metal. 

12-10 THE BAND THEORY OF SOLIDS: CONDUCTORS, INSULATORS. 
AND SEMICONDUCTORS 

The band theory of solids is the basis for understanding such 
phenomena as electrical and thermal conductivities and the distinction 
between conductors, insulators, and semiconductors. The band theory is 
able to account for the tremendous range in electrical resistivities from a 
good insulator to a good conductor, the ratios of which may be as large 
as 1030. Although a detailed, quantitative treatment of the band theory 
of solids involves a rigorous application of wave mechanics, it is possible 
to understand some of the important qualitative features of this highly 
successful theory without mathematical analysis. There are two 
approaches to the band theory: 

1. The theory of F. Bloch (1928) emphasizes the fact that a valence 
electron in a metal does not see a constant potential in its motion 
through the crystal but, rather, experiences a periodic potential, 
corresponding to the periodicity of the crystalline structure. 

2. The theory of W. Heitler and F. London (1927) considers the effects on 
the electron wave functions when isolated atoms are brought close 
together to form a crystalline solid. 

Consider first a perfect crystal with nuclei located at fixed lattice 
positions (called sites) within the crystal. These nuclei form a geo- 
metrically ordered array, small groups of nuclei being repeated through- 
out the crystal. Associated with them are the electrons, whose total 
number is such that the crystal as a whole is electrically neutral. An 
inner electron is tightly bound to an individual nucleus and must, there- 
fore, remain at all times with this nucleus. On the other hand, an outer, 
or valence, electron is weakly bound to any one nucleus and may wander 
from one nucleus to another. A wandering valence electron, according 
to the Bloch theory, is considered to belong to the entire crystal rather 
than to any one nucleus. Furthermore, a valence electron sees a periodic 
electric potential arising from the fixed nuclei and the remaining 
electrons. 

A representation of a simple periodic potential seen by an electron 
in a crystal is shown in Fig. 12-31. Now, the problem of determining the 
allowed states and energies of valence electrons basically is that of 
determining what electron wavelengths are possible within the crystal. 
Thus, one is confronted with the problem of finding what electron wave- 
lengths can be fitted to the periodic potential that characterizes the 
interaction between a valence electron and the remainder of the crystal, 
a very complicated problem indeed. 

The second approach to the band theory of solids, that of Heitler 
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and London, lenda itmlf more emily to a, qualitative description. We 
conaider N identical, isolated (noninteracting) atom. Each free atom 
hae ita own particular set of energy lwela, and the p&ed edtates of 
Borne one etom are identical with tho= of any other atom. For an example 
the energy-level diagram of a lithium atom is shown in Fig. 12-32a to- 
gether with the number of available states for each dlowed energy. 
Since the energy-level dia&ams of all atoms are identical, the combined 
energy-level diagram of the N atoma, all separated far from one another, 
is simply that of the single atom. except that the number of available 
states for each energy level is now increased by a factor of N. A single 
atom can accommodate 2 electron8 in an 8 energy level and 6 electrons 
in a p energy level (gee See. 7-81, but N atome have room for 2N electrons 
in the s energy level and 6N electrons in the p energy level, aa shown in 
Fig. 1332b. 

When the N etama gte brought together ao that the separation 
between adjacent atome ie comparable to the separation of the atom in a 
crystalline golid, they interact fairly etrongly with one another. A mn- 
seguence of the interaction ia to broaden the energy levele of the sy-m 
so that those ataten which were earlier degenerate, with the same energy, 
now have slightly different energiem (we saw an exampIe of this ~plitting 

Number of Number of Number of 
available available available 

states states states 

FIG. 12-31. ParEOdic~~IWIti~l 
seen by sn eAectron in a 
crysm//ins solid, 

One isolated A! isorated N interacting FIG. 1 2-32. Schematic mpm- 
atom atoms atoms rntwion of tha ensrOy lavals md 

status av~ileble lo {a) one 
(0 1 ( b )  (c) isolated lithium atom, (b) R 

iSd8fsd lithium Eh7Y& 8nd 
(c) N interacting l i thim atoms 
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in Fig. 12-4, in the case of two hydrogen atoms that were brought together 
to form H2). The effect of bringing together a very large number of the 
originally isolated atoms (Fig. 12-328) to form a bound system is shown 
schematically in Fig. 12-32c. The 2N available states for the 1s energy 
level are no longer coincident but are spread essentially continuously 
throughout the 1s energy band. Similarly, there are 2N available states 
in the 2s energy band and 6N available states in the 2p energy band. The 
regions between the available energy bands cannot be occupied by any 
electron at all and are known as forbidden bands. The width and separa- 
tion of the energy bands depends, of course, on the particular crystalline 
material with which they are associated. 

We have, up to this time, discussed only the available states in the 
energy bands of a solid but not how the electrons occupy them. To 
illustrate the distribution of the electrons among the various energy 
bands, of the crystal, we first consider the conductor sodium in the ground 
state at T = 0 K. We shall, for simplicity, assume at first that the several 
energy bands do not overlap. The electron configuration of an isolated 
sodium atom in the ground state is ls22s22p63s' ; thus, all electron shells 
are filled up to the 3s shell, which contains only one electron. Therefore, 
the sodium crystal has energy bands for each of the electron shells of the 
atom, as shown in Fig. 12-33a. The Is, 2s, and 2p bands are all filled with 
2N, 2N, and 6N electrons, respectively. The 3s band, which has 2N 
available states, is only half-filled, with N 3s electrons. Note that the 1s 
band, corresponding to inner electrons, is quite narrow compared with 
higher bands; this band is relatively narrow because the inner electrons 
are strongly attracted to their parent nuclei and are less influenced by 
neighboring electrons and nuclei. 

The fact that the uppermost energy band of a conductor, such as 
sodium, is only partially filled is responsible for the high electrical 
conductivity of these materials. Consider what happens to the occupa- 
tion of the energy bands when an electric field is applied to the metal. 
It is then possible for the electrons in the partially filled band to gain 
small amounts of energy by the action of an external electric field and so 
be promoted to the continuum of available states lying immediately 
above. One accounts similarly for the high thermal conductivity of 
metallic crystals. 

The distribution of the electrons among the available states at some 
finite temperature differs only slightly from the distribution at absolute 
zero. The shift in occupation of electrons is controlled here, as in the 
simple free-electron theory, by the Fermi-Dirac statistics. Consequently, 
the significant change in the distribution occurs only for those very few 
electrons which lie within a region of energy kT about the uppermost 
filled level (the Fermi level) at T = 0 K. 

The energy bands of sodium shown in Fig. 12-33a do not include the 
unoccupied 3p band, which comes immediately after the 3s band. Not 
only is the 3p band quite broad, but also it overlaps the 3s band, as shown 
in Fig. 12-33b. Thus, the number of unoccupied levels available to the 
electrons in the 3s shell is increased further, and this leads to a very high 
electrical conductivity. 
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Number of 
states occupied I] 3, 

2:V F tG. 1 2-33. Schematic 
1 6  1s representation of the energy bands 

end their occupancy by elecfions 

( 0 )  I h )  k sodium. The dark regions 
correspond ro occupied states. 

The very low electrical conductivity of an inadator, such as dia- 
mond, &, can also be understood on the bash of the band theory. The 
electron eonfiguration of carbon in its ground state is 1s~Z8~2p~~. Because 
the 2p energy band is only partidy filled, with 6N available states but 
only 21V electrons, it might at first appear that diamond would be an 
electrical conductor. There are, however, two distinct 2p energy bands, 
~eparated from each other by a forbidden region of 6 eV, as shown in  
Fig. 12-34. This separation of the 2p band arises from the nature of the 
crystalline structure of diamond. The lower 2p band is filled completely 
with 2N electrons in the 2N available states. At room temperature kT ia 
about 0.03 eV; thus, the gap width for diamond is so much greater than the 
thermal excitation energy kT that virtually no electrons occupy the 
upper 2p band. When an external electric field is applied, electrons 
cannot gain enough energy to be promoted to the upper, unoccupied 
2p band. Thus, an external field cannot cause a net electron flow, or 
electric current. In short, a substance tiuch as diamond is a good in- 
sulator in that there is a sizable energy gap between a filled band, 
called the vcrlerm bcrtld, and the next empty (but available) energy band, 
called the conduction band. 

FIG* 12-34. Schsmafic mpte- 
sentarion of the energy bends and 
their occupancy in diamond. Note 
the ~izeable fwbidden region 
between the rwo 2p bends. 
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FIG. 1 2-35. Enetpy bands for 
~ i c o n d u c ~ o r s ,  such as #/icon 

or germanium, with 8 smell. 
forbidden energy gap sepmring 

the vslence and conduction 
bands. 

Similarly, the electrons in the valence band of an insulator cannot 
have their energiee r a i d  by the abeorption of photone whose enexgy is 
less than the gap width. This means that in diamond a11 vi~ible-light 
photons are transmitted through the cryetd without absorption, which 
is to say that diamond is perfectly tramparent to visible light. By the 
same token, eonductom are opaque; this follows from the fact that a 
continuum of unfilled energy statee lies immediately above the filled 
etates, to which electrone in a conductor can be promoted by the absorp- 
tion of photons over a continuum of wavelengths. 

Some crystalline solids, such a5 silicon and germanium, have a filled 
valence band and an empty conduction band, like diamond, but a much 
smaller forbidden region separating the ban&, as shown in Fig. 12-35. 
The energy gap between the valence and conduction bands is 1.1 eV for 
silicon and 0.70 eV for germanium, both an order of magnitude smaIIer 
than that of the insulator diamond. At very low temperatures the 
thermal excitation of the valence electrons is ao small that essentially 
none of theee electmns are excited to stat= in the conduction band, and 
thus at low temperatures these materiala behave as insulators. 

Coneider now, however, the occupation of states in the conduction 
band a t  higher temperaturm. If the gap width is small, there will be 
some electrons occupying available statee within the conduction band, 
and under the influence of an external electric field they can p a r t i c i ~ t e  
in a net electron flow through the material. At tbe same time the un- 
filled states in the valence band, called holes, also contribute to the 
electric current. conductivity of such materials lies between the very 
low valuea for insulators and the very high valuea for conductors and 
80 are known as semiconductors. The type of semiconductor described 
above, which coneists strictly of atom of a single type and depends for 
i t a  semiconductivity on those electrons in the conduction band which 
have been thermally excited across the energy gap, is known aa an 
intrinsic semiconductor. 

A wecond type of aemieondrrctor, c d e d  an e x t r i ~ i c ,  or impurity, 
semicotadu~tor, depends for its semimnductivity upon the presence 
within a aemiconducting cry~tal of a few atoms, called impurity atom, 
of a type different from those of the crystal. Before we di~cusa the 
iduence of the impurity atoms on the energpband ~tructure, we must 
fist examine the bonding of atoms and impurity atoms within the crystal. 
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Silicon or 
g~rrnaniurn FIG. 2 2-38. Covahnt bodm of 
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betwen nwrest neighboring 
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covalent bond. with the shering 
of two vetence electrons. 

Silicon and germanium both lie in the fourth column of the periodic table, 
their o u t m o s t  shells having 3s23p2 nnd h24pZ electron configurations, 
mpectively. Each silicon or germanium atom in the crystalline solid is 
bound to ita four neared neighbors by covalent hnde, each saturated 
h n d  representing the sharing of two valence electrom, ae shown 
schematically in Fig. 1236. This structure i~ called the diamond ~truc- 
ture, since it is like that ofthe diamond cryetal (,C with a22p2 electrons). 

Now con~ider the effect of a few atom of arsenic in a silicon crystal. 
The element ,,As lies in the mh column of the periodic table, its 
ground-state electron configuration being 4s24p3. Thus, a neutral atom 
of areenic has one more electron than a neutral atom of ailicon, and 
when an arsenic atom replacea a silicon atom in the crystal, there is one 
additional electron that is not bonded covalently (see Fig. 12-37). The 

FlG.12-37. A n e m o f r  
donor impwily .Iwn in silicon. 
producing n-type mmiconductinly. 

49a 
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FIG. 1 2-38. An example d an 
acceptor impurity atom in 
silicon, producing p-type 

semiconductivi~y. 

unpaid eIectron from the impurity atam may be imagined to move in 
an orbit of very great ~ize (because of the high dielectric constant in the 
crystal's interior) about the nucleus of the arsenic atom, The electron 
consequently is very weakly bound, and one m y  regard the impurity 
atom as having donated a carrier of negative electric charge to the 
cryatal. Therefwe, impurity atoms in the iifth column of the periodic 
table are donors a d  produce. mtyp impuriby semiconductors, 

Suppose now that the impurity atoms are from elements in the third 
column of the periodic table, such as gallium, ,lGa, with an electron 
configuration of only one p electron. Then the covalent banding around 
an impurity atom in the crystal is not complete. One incomplete bond is 
a~oc ia t ed  with each impurity atom (eee Fig. 12-38). The covalent bond- 
ing around such an impurity atom is; completed by the inpurity atom's 
accepting an electron from the valence band, thereby producing one 
vacancy, or hole, in the valence band. This hole may be imagined to 
move in an orbit about the now negatively charged impurity ion. When 
one  peaks of the motion of a hole, imagined as an equivalent pmitive 
charge, one is, in effect, deecribing the motion in the opposite direction 
of electrons. An impurity atom, which accepts an electron for complete 
bonding, is known as an acceptor, and a semiconductor containing such 
impurities (and, hence, holes), is known as a ptype impurity 
semicondmtor. 

The effect an the enermband ~tructure of impurities in eilicon is 
shown in fig. U-39. The n-type impuritie~ introduce additional, clwely 
spaced energy leveIs lying just below the top of the conduction band, 
these lwele being occupied by the weakly bound electrons contributed by 
the donor atom. The electrons in these discrete energy levels may be 
excited to the available  state^ in the conduction band, which Iie im- 
mediately above. The p-type imputitiea introduce closely apaced levels 
just above the valence band, Therefore, electrons from the valence band, 
just below, can be excited upward and occupy these available impurity 



I 
Conduction Eland \ 

\  ono or 
Valence band 

/ ~ c c e p l o r  
impurity impurity 

l e v ~ l s  levels 

( a )  rr type 
FIG. 12-39, E m - k ~ e l  

16) p type diupum of s silicon crystsf 
modifid by (8) d a m  jmpw~'ties 
and (b) acceptor impurilres. 

atatea, thereby accounting for the slight conductivity of the senicon- 
ductor. The conductivity of an impurity semiconductor may be controIled 
by the relative concentration of the impurity atoms. 

Impurity semiconductors have a number of significant technological 
applications: Used singly or in combination, they may form rectXem, 
amplifiers, detectors, tranei~tom, and other solid-state devicea. One 
such device, the pla junction, is described below. 

Consider the junction between a p-tgpe semiconductor, with positive 
charge carriers, or holes, and an ntype semiconductor, with negative 
charge carriem, or electrons ; see Fig. 12-40. The boundary is not pro. 
duced merely by pressing together the two semiconductor types; rather, 
the boundary changes continuously from p type to n type through so- 

FIG. 12-40. Apnjunction. The 
cherge caniw& fmm impwity 
atoms, positive on the p side end 
negariwe on ths n side, ate shown 
encirckd. 
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called "doping" procedures, in which impurity atoms are diffused in 
controlled fashion through the materid. There is a concentration of 
holes within the ptype materid on the left and a concentration of 
electrons within the mtype material on the right. Both @ides of the junc- 
tion a r e  electrically neutral. At the junction itself the mobile electrons 
and holes combine. Thus, the n-type side adjoining the junction has, 
through a loss of eIectmna, a net positive charge, while the ptype aide 
adjoining the junction has, through a loss of hales, a net negative charge. 
The charge layers on either side of the junction thereby p d u c e  an 
internal electric field from the n-type to the ptype side (toward the Ieft 
in Fig. 12-40). 

Consider the effects of this internal electric field. It produces a 
force to the Ieft on the holea on the ptype side (strictly, of course, the 
force is on eIectrona, which move to a1 vacancies), and the internal 
electric field produces a force to the right on the electrons on the n-type 
side, thereby preventing further recombination of electrons and holes 
at the junction. 

Suppose now that an external d d c  field is applied acmw the 
junction through an electric potential difference across the electrod- 
attached to the p-type and n-type sides. If the ptype side is negative and 
the n-type aide positive, the external electric fidd is to the left and in the 
same direction aa the internal electric field. Then the electrons and 
holes are further prevented from moving or recombining, and the electric 
current through the junction under these circumstances is small, arising 
aolely from thezmally generated electrons and holes at the junction. 
This condition is referred to as the reverse birss of a pn junction. 

When the polarity of the potential difference is reversed, so that the 
ptype ~ i d e  is positive and the n-type aide negative, the external applied 
electric field is to the right. This condition is known as forward bias. 
The external electric field to the right exceeds the internal electric field 
to the left, and holea are driven ta the right and electrons to the left. 
Both typee of charge carrier contribute to a conventional cwrrent to the 
right, which may be subetantial, In short, the pn junction is a good 
conductor for forward bias but a poor conductor for reverse bias. The 
junction acta a5 8 rectzer, patwing c m e n t  easily in one direction but 
not in the other. Moreover, the junction is a nodinear, or nonohmic 
circuit element: Its current-voltage characteristic is not a straight line 
corresponding to O W E  Iaw. 

S U M M A R Y  

Thp two principal t y p ~ s  of rnol~culnr hinding arc ionic (llcteropolar) 
binding. resulting from the rlectrostatic atkr~ction of  ions, and 
covalent (homopol~tr) binding, resulting from tIw sharine OF vstlmcr 
rlrctrons. 

The rotational and vibrational t n r rg i r s  of  a diatomic molecule 



TABLE 12-2 
-- - - - - 

A OTATIO N VIRRATION 

Allowed ~ n e r 6 ~ s  of rnolccuIe .I(J + 1)h2 
iTr = E,. = (u  + J)hf  

Z I  
whprr J = 0, 1, 2,. . . where v = 0, 1, 2,. . . 

and 1 = pro2 and f = (1/2n) d& 
Allowed trnns~t~ons A J =  +I AV = +_I  

Frequency of photons v = (h/2nI}(J, + 11 I. = f 
-- - -- --LA -.- 

are qua 
rotrrtio 
infrarc 

". 

large n 
mann, 1 

dist-rib1 
-3 

~ntized. Thcphotons absorbed or emitted in transitions b~tween 
nal s t a t e s  or vihr~t ional  s t ~ t e s  are in the far-infrared and 
d regions of the electromagnetic spectrum, respectively. The 

tlpp~ication of quantum mechanics to the rotational ~ n d  vibrational 
motions of a diatomic molecule leads to the results shown in Tahle 
12-2. 

Thc three kinds of probability distributions for dealing with 
umbers of weakly interacting particles are the Maxw~ll+BoItz- 
the Bose-Einstein, and the Fermi-DIrac. The properties of these 
ution functions are summarized in Table 12-1. 

I nc  number n ( ~ , )  of particirs with an energy nP E, is given by 
n(q)  = f (~ , ) ,q (c , } ,  where f ( E , ) ,  the distribution function, is t h e  average 
number of particles in the state i ,  and g{c,) is the numhcr of states 
with the  energy For very d o s ~ l y  spaced enerEy Ievels one may 
write n(e) dt: = f (s )g(c)  dr: wherc g(e) ,  t h e  density of states, ~ives the 
number of states per unit of energy. and n ( ~ )  is the number of particles 
per unit energy. See Table 12-3. 

Characteristics of Various Solids 

Conductors. The uppermost hand contain in^ elect rnns is only 
partially occupied. 

Irasttlntor*. The uppermost hand holding electrons is completely 
filled; the next available. higher-lying (conduction) hand is s ~ p a r a t ~ d  
from the  fillpd (valenc~) hand hy a forbidden gap of a few electron . . 
V o l t s .  

I n  
separa. 
from tl 

tne co 
transp~ 
Introd1 
semiso 

trinsic semiconductors. The conduction and vnIence hands are 
ted by a narrow forbidden gnp, and semiconductivity arises 
le electrons thermally excited to the conduction hand. 

lrnprfrit-v ssemiconduciors. Traces of impurities in troduc~  availahle 
states into the re~ion of the forhidden Rap. The donor impurity atoms 
of an n-type semiconductor introduce tliscret~ states lying just helow 
" nduction hand, and s~miconductivity results from elrctron 

~ r t .  The acceptor impurity atoms of a p-type s~miconductor 
~ c c  discrete s t a t ~ s  lying just above the valrnce hand, and 
nductivity results from the  transport or holes. 



A 
(D 0 
OD 

f ( 4  PARTICLES g(4 RESULTS 0 
4 

Ideal gas 
N 

~ M B  Point particles g(e) oc e l l2  E = 3kT 
(E = p2/2m) Cv = $R s 

P 
Diatomic gas f ~ s  Diatomic mole- g(Er) = W + 1 Low temperatures: 5 

cules g(E.1 = 1 - - 
E z E. = 3kT P 

Ct, z (CAI, = 3R 
J 
4 

3 
Intermediate temperatures: a $ 

Z z st, + E, = 3kT 2 
Cv z (Cv)tr + (CA, = 3R ." 

S 
3 

High temperatures : $' 
s z E,, + E, + El, = ZkT 

cv z (Cv)tr + (C.1, + (Cu)v = ZR 

Blackbody radiation fBE Photons 
-- 

Planck radiation equation: 

Lattice specific heat  BE Phonons 
of solids 

g(&) 2 9Nhf 
(8 = PUS) 

For high temperatures: T >> TD 

(Cv)~rtt~ec = 3R 

For low temperatures: T << TD 

(Cv)ratc~~~ oc T 3  

Electronic specific fro Electrons g ( ~ )  cc t 1 I z  hZ 3n 213 

heat ( E  = p2/2m) Fermi energy eF = - 2m (-) 8n 

(Cv)c~cctron~c T 

Band theory of ~ F D  Electrons Not calculated. (E = p2/2m + V), Available states for electron occupancy 
solids where Vis theperiodic potential are bands (ls, 2s, 2p band, etc.) with 

energy between an electron and possible forbidden gaps between the 
the crystalline lattice bands 



Problems 

B I B L I O G R A P H Y  

K I ~ L ,  C.: Ekmentary Solid State Physics. New York: 
John Wiley a Sons, Inc., 1962. This is a short and 
elementary version of the author's standard text, 
Introduction to Solid State Physics, which contains 
detailed references to original papers and numerical 
values of many physical properties of solids. 
MCKELVEY, J. P.: &lid State and Semiconductor 
Phvsics. New York: Harper a Row, 1966. An analytical 
treatment, a t  a fairly elementary level, of fundamental 
problems in solid state physics, together with a thorough 
treatment of the quantum theory required. 
SCHALOW, A. L.: ''Optical Masers," Scientific American, 

P R O B L E M S  

12-1. Show that the moment of inertia, I = mlr12 + 
m2rZ2, of a diatomic molecule about an  axis perpen- 
dicular to the interatomic axis and passing through the 
center of mass may also be written as I = pro2, where 
the reduced mass is p = mlm2/(ml + m2) and ro = 
rl + r2 is the interactomic distance. 
12-2. Show that in the correspondence limit of large 
rotational quantum numbers the photon frequency for 
quantum transitions between adjacent rotational 
energy levels of diatomic molecules is the same as the 
classical frequency of rotation of the molecule about itg 
center of mass. 
12-3. Show that the frequencies of the lines in the pure 
rotational spectrum are given by v = (fi/2nI)(J + l) ,  
where J is the rotational quantum number of the lower 
energy state. 
12-4. A typical interactomic potential curve, such as 
Fig. 12-2, has its minimum at  a few angstroms and a 
depth, relative to infinite separation, of a few electron 
volts. From these parameters arrive at  a typical value 
of the force constant k for molecular vibration, and 
show that the vibration spectrum is expected to be found 
in the near-infrared region of the electromagnetic 
spectrum. 
12-5. Compute the ratio of the vibrational frequencies 
of the 'H35C1 and lH3'C1 molecules, assuming the 
interatomic force constant to be the same for both 
molecules. 
12-6. (a) What is the zero-point vibrational energy of a 
simple pendulum 1.0 m long with a mass of 1.0 kg? 
(b) What is the vibrational quantum number when the 
pendulum oscillates with an  amplitude of 1.0 mm? 
12-7. An electronic transition in the molecule CO 
produces bands of lines in the visible region (6000 A) 

June, 1961 ; A. L. Schalow, "Advances in Optical Lasers," 
Scientific American, July, 1963; A. Lempicki and H. 
Samelson, "Liquid Lasers," Scientific American, June, 
1967. 

SPROULL, R. L.: Modern Physics, 2nd ed. New York: 
John Wiley a Sons, Inc., 1963. A large part of this 
book is devoted to solid state physics, particularly 
semiconducting devices. 

TROUP, G. J. F.: Masers and h e r s ,  2nd ed. London: 
Methuen a Company, Ltd., 1963. A very short book 
giving the basic principles of maser and laser operation. 

of the spectrum. What is the approximate separation in 
wavelength between adjacent rotational lines of the 
bands, if the interatomic distance for CO is 1.128 A? 
This illustrates the apparently continuous band 
spectrum of molecules in the visible region. 
12-8. Show that the Bose-Einstein and Fermi-Dirac 
distribution functions approach the Maxwell-Boltzmann 
distribution in the high-energy limit ( E  >> kT). 
12-9. (a) Show that the ratio of the statistical weights 
of the n = 2 state to the n = 1 state of free hydrogen 
atoms is 4. (b) A gas of atomic hydrogen is at  room 
temperature; what is the ratio of the number of atoms in 
the n = 2 state to that in the n = 1 state? 
12-10. Show that the Maxwell-Boltzmann velocity 
distribution of an ideal gas of classical point particles 
is given by n(v) = Av2e-mu2/2kT, where A = (41 4;) x 
(m/2kT)31Z. (Hint: n(v) dv = n ( ~ )  d ~ . )  
12-11. At what temperature will 4 percent of the 
molecules of a CO gas be found in the first rotational 
state, assuming the remainder to be in the zeroth 
rotational state? The interatomic distance of carbon 
monoxide is 1.128 A. 
12-12. The temperature T of a system of particles may 
be defined in terms of the relative occupancy of the 
allowed energy states. Suppose that the particles of a 
two-level system have energies El atld E2, where 
E2 > El.  The corresponding number of particles in the 
two states are nl and n2. If n2 > n, ,  a population inver- 
sion has been achieved. (a) Show that under these cir- 
cumstances the system may be said to have a negative 
absolute temperature equal to (E2 - El)/[k In (nl/n2)l 
(take the number of particles with energy E to be 
proportional to the Boltzmann factor e-"IkT). (b) Suppose 
that a system of particles with two energy levels, such as 
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a collection of protons whose spins are aligned with or 
against an external magnetic field, has initially a 
population inversion and therefore a negative absolute 
temperature. The system is isolated from external 
influence, but internal relaxation process may change 
the relative population of the two allowed states, 
until the system finally achieves thermal equilibrium 
with its surroundings. Show that the system's tempera- 
ture first rises to an infinite negative value, then 
becomes infinitely positive, and finally decreases to a 
finite positive value. 
l2-13. Consider a collection of atoms in which the 
ground state and the first excited state-with energies 
El and El-are occupied. The corresponding numbers of 
atoms occupying these states are nl and n,, respectively, 
where nl is proportional to e-'1lkT and a similar relation 
holds for nl. When the atoms mutually interact, there 
are spontaneous upward and downward transitions 
between the two states. Show that the probability for a 
spontaneous downward transition to that for an upward 
transition is given by e-(El-E2)hT. 
12-14. The particles of a certain system have three 
possible energies: El ,  El, and E3, where El < E2 < E3. 
The corresponding number of particles in three states 
are nl ,  n,, and n3, where for thermal equilibrium 
nl > n2 > n3. The system is irradiated by pumping 
radiation, each photon having an energy hv = E3 - El.  
Under high-intensity pumping radiation the populations 
of the two participating states become equal. Show 
that there must then exist a population inversion be- 
tween the states of one other pair, with either n3 > 
n2 or n2 > nl .  
12-15. (a) Compute the relative number of hydrogen 
molecules occupying the fist  several rotational states 
at 170 K, and compare your results with Fig. 12-16. (6) 
Compute the relative number of hydrogen molecules 
occupying the first several vibrational states at 6350 K, 
and compare your results with Fig. 12-17. 

12-16. Show that the molar specific heat at constant 
pressure of Hz is $R, ZR, and +R for the three tempera- 
ture regions shown in Fig. 12-18. 

12-17. Show that the condition for the existence of 
stationary waves within a cubical box [Eq. (12-30)] 
illustrated in Fig. 12-24 is consistent with the boundary 
conditions for the existence of standing waves produced 
by wavefronts traveling obliquely within the box. 

12-18. What is the number of modes of electromagnetic 
waves between the wavelengths of 6000 and 6100 A in a 
black box 10 cm on a side? 
12-19. (a) Calculate the momentum and energy of 
photons in a box 10 cm on a side, in the available states 
for which (n,, n,, n,) is (1, 0, 0) and (1, 1, 0). (b) What is 

the difference in energy between these two states com- 
pared with the energy of the lower state? (c) Repeat 
parts (a) and (b) for the states (100,0,0) and (100, 1,O). 
12-20. A blackbody is at a temperature of 1000 K. 
(a) What is the radiation energy per unit volume in the 
visible region from 3000 to 3100 A [assume that E(v) is 
constant over this range of wavelengths]? (b) What is 
the radiation energy per unit volume in the same 
wavelength band at the radio frequency 1.0 MHz. 
12-21. In the treatment of a blackbody there is a 
derivation of the number of states for electromagnetic 
waves trapped in a box in which it is assumed that the 
waves are completely reflected from the inner walls of 
the container. In actuality the waves must be regarded 
as being partially absorbed and partially reflected at 
each encounter with a container wall. Show that in the 
actual situation involving absorption as well as reflec- 
tion the mathematical decription for electromagnetic 
waves trapped in a box is altogether equivalent to the 
situation in which all waves are perfectly reflected. 
12-22. (a) What is the approximate temperature for the 
filament in an incandescent bulb as indicated by the 
fact that the color of the light it emit. lies primarily in 
the yellow region of the electromagnetic spectrum? 
(b) The light emitted from a fluorescent lamp is shifted 
toward shorter wavelength as compared with radiation 
from an incandescent bulb. Why is it that a fluorescent 
lamp is not hotter than an incandescent bulb? 
12-23. (a) Show that the RayleighJeans radiation 
formula, Eq. (12-36), is the low-frequency approximation 
to the Planck radiation formula. (b) Show that the Wien 
formula, Eq. (12-37), is the high-frequency approximation 
to the Planck radiation formula. 
12-24. Verify that the Stefan-Boltzmann radiation law 
follows from the Planck radiation relation. 
12-25. Verify that the Wien displacement law is a 
consequence of the Planck radiation relation. 
12-26. The Debye temperature of diamond is 1860 K. 
What is the molar specific heat of diamond at room 
temperature? Use Fig. 12-26. 
12-27. The molar specific heats of copper and beryllium 
are 2.8R and 1.7R, respectively, at room temperature. 
Which material has the higher Debye temperature? 
12-28. Show that the Fermi energy of a typical metal is 
of the order of magnitude of a few electron volts. 
12-29. The element copper has a Debye temperature of 
315 K. What is the specific heat of copper (in cal/g-K) at 
room temperature? 
12-30. Show that if the atoms of a lattice are assumed 
to be arranged in a cubical array (as in Fig. 5-I), the 
Debye frequency corresponds to an elastic wave for 
which the distance between adjacent atoms is approx- 
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imately one half-wavelength. Assume, for simplicity, internal potential energy seen by a free electron is 
that v, = v,. 6.31 eV, the atomic weight is 138, and the density is 

It is assumed in the Debye theory that the elastic 3.78 g/cm3. Calculate the number of free electrons per 
waves are uropagated through an essentially con- atom in barium. - - -  - 
tinuous medium, for which the wavelength is long 
compared with the interatomic distance. The Debye 
cutoff occurs when the wavelength is so short that 
elastic waves cannot be propagated. 
12-31. Verify that the electronic specific heat of a 
typical conductor is very small compared with the lattice 
specific heat a t  room temperature. 
12-32. For the element sodium the Debye temperature 
is 150 K, the Fermi energy is 3.1 eV, and the number of 
valence electrons per atom is 1. At what temperature 
are the contributions from the lattice and the electronic 
specific heats equal? 
12-33. For barium the work function is 2.51 eV, the 

12-34. (a) When an impurity atom from the fifth 
column of the periodic table, such as arsenic, replaces a 
silicon atom in a silicon crystal, the unbonded electron 
sees a charge of e located at the arsenic atom. The 
dielectric constant of silicon is 12. Assuming for sim- 
plicity that the unbonded electron moves in a Bohr 
orbit about the positive charge in silicon, compute the 
radius of the first Bohr orbit and compare it with the 
distance of 2.35 A between nearest neighboring atoms 
in silicon. (b) Compute the corresponding orbital 
radius of arsenic impurity atoms in germanium, which 
has a dielectric constant of 16. The distance between 
nearest neighbors in germanium is 2.44 A. 



Appendix I 

The Atomic Masses 

Given here are the masses of the neutral atoms of all stable nuclides and a 
few of the unstable nuclides (designated by an asterisk following the mass 
number A). Masses are given in unified atomic mass units (u) where M is exactly 
12 u for 'ZC, by definition. 

These data are derived from J. H. E. Mattauch, W. Thiele, and A. H. Wapstra, 
Nuclear Physics, 67,l (1965). The uncertainties are less than 0.000001 u for many 
nuclides of low mass number and as large as 0.001500 u for some nuclides of 
high mass number. 

ATOMIC MASS ATOMIC MASS 

ELEMENT A U ELEMENT A U 
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The Atomic Masses 

ELEMENT A 
ATOMIC MASS 

u 

135.904 300 
136.905 500 
137.905 000 
137.906 910 
138.906 140 
135.907 100 
137.905 830 
139.905 392 
141.909 140 
140.907 596 
141.907 663 
142.909 779 
143.910 039 
144.912 538 
145.913 086 
147.916 869 
149.920 915 
143.911 989 
146.914 867 
147.914 791 
148.917 180 
149.917 276 
151.919 756 
153.922 282 
150.919 838 
152.921 242 1 

151.919 794 
153.920 929 
154.922 664 
155.922 175 
156.924 025 
157.924 178 
159.927 115 

158.925 351 

155.923 930 
157.924 449 
159.925 202 
160.926 945 
161.926 803 
162.928 755 
163.929 200 

164.930 421 

161.928 740 
163.929 287 
165.930 307 
166.932 060 
167.932 383 

ATOMIC MASS 
u 
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Answers to Odd-numbered 
Problems 

C H A P T E R  2 

0.98~ 
(a) 1.3 x s + 1.3 x 10-lo s ;  
(b) 1.3 s + 1.3 x s 
(a) 0.20 m m ;  (6) (0.20 mm) + (d, x lo-' mm) 
T + co for v/c -t co 
e2 = tan-' {tan el/[l - ( v / ~ ) ~ ] l I ~ }  
0.93%, 30.9" east o f  south 
1.2 x lo-' s 
(a) 17.6 m ;  (b) 3.5 m 
(a) 17.2 billion yr; (b) 6173 A (red) * 
(a) 0 .S  along positive X axis; (b) xl = 0, 
tl = 0 ;  xi = 1.14 km, tl = 2.09 x s 
(a) yes; (b) yes, contracted; (c) yes; (d)  yes, 
contracted 
(a) 2.4 x 10' m/s;  (b) 1.67 x s ;  
(c) 1.44 x lo2 m 

C H A P T E R  3 

3-1. (a) 0.89%; (b) 
3-3. (a) 17.2 keV;  
3-7. (a) 0.45 t o  4.5 GeV/c; (b)  1.0 t o  4.6 GeV 

(a) 0.99999824~; (b) 8 MW 
4.3 x 10-l3 
8.9 x lo9 V 
(a) 10.96E0/c; (b) 0.995~ 
(a) 21.3E0; (b) 22.3301~ 
4.1 x 109 kg/s; 6.5 x 1 0 4  
3.3 x lo-'' C/m 
(a) 4.22 x 10-lo; (b) 11 eV 
1.0 MeV 
35" 

C H A P T E R  4 

(a) 3.23 e V ;  (b) 2.97 eV 
(a) 2.3 e V ;  (b) 5.2 x lo-'' J-s/C 
(a) 7 x J/s;  (b) 3 x lo3 yr 
(experimentally z s) 
(a) 2.05 e V ;  (b) 1.52 x lo7 photons/cm2-s; 
(c) 4.94 x 1014 
cc l / r2  
Electron 1 
(a) 1.0 k V ;  (b) 0.98 V 
(a) 6.7 x kg-m/s ; (b) 6.0 x 10" photons 
per pulse 
0.0016 mm 



Answers to Odd-numbered Problems 

4-25. (a)0.620A,0.644A;(b)0.620A,0.632A 
4-29. 12.2 keV 
4-35. 55 MeV 
4-37. (a) 3; (b) 3;  (c) unchanged; (4 f; ( 4  3 
4-39. (a) 1.24 MeV; (b) 1.24 MeV (unmodified 

Compton), 0.51 MeV (annihilation photons), 
0.36 MeV (modified Compton) 

4-41. 0.103 MeV/c in forward direction 
4-45. 195 

C H A P T E R  5 

5-1. (a) 1.24 x 10-l2 m ;  (b) 7.09 x 10-l3 m ;  
(c) 2.86 x lo-'* m 

5-5. 1.08 A 
5-9. (hc/EO)[(~B/&')' - 1]1'2 

5-11. 3.28 A 
5-13. (a) 13.2'; (b) 26.4" 
5-15. 32.8" for diffraction from Bragg planes along 46" 

diagonal 
5-17. (a) 1.68"; (b) 51' 
5-21. (a) 4.75 x 1O1O mls; (b) 1.90 x lo6 m/s;  

(c) 1.33 x kg-mls; (d) 7.7% 
5-23. (a) 5.0 x 1013 ~ m - ~ ;  (b) 1.0 x lo7 ~ m - ~ ;  

(c) 3.4 cm-j  
5-25. w 1 m/s 
5-27. (a) 4.1 x lo-" eV;  (b) 2.1 x lo-"; 

(c) 2.1 x 
5-31. (b) It can not be localized. 
5-35. (a) w 0.06 A; (b) 400 
5-39. (a) n2fi'/2mR2; (b) nfi 

C H A P T E R  6 

6-1. (a) 6.3 x lo4; (b) 2.5 x lo5 
6-3. ~ ~ l l ~ 2 ) 2 1 ( w l / w 2 )  
6-5. (a) &; (b) 
6-7. (a) 4.4 keV;  (b) 8.0 MeV; (c) 1.8 x 10' 
6-9. (a) 5.9 MeV 

6-13. (a) 3.9 x 10-l4 m ;  (b) 7.2 x lo-' 
6-15. (a) 1.06 rnA; (b) 12.7 T ;  (c) antiparallel 
6-23. (a) 2.55 x 10-l3 m ;  (b) 2.82 keV;  (c) same 
6-25. (a) 2.0. x m; (b) infrared 
6-29. (a) 0.660 eV;  (6) 0.660 eV/c; (c) 1.88 x m ;  

(d) 2.32 x 10-lo eV 
6-31. (a) eV;  (b) lo-'; (c) complete uncertainty 
6-35. 1.85 
6-37. 217 eV 
6-43. 6564.71 A and 6562.91 A 
6-45. 91.8 eV 
6-47. (a) 12.7 eV;  (b) 12.7 eV;  (c) 25.5 eV 

6-49. (a) 16 keV;  (b) Only there are particles not 
appreciably deflected by the earth's magnetic 
field. 

C H A P T E R  7 

7-3. 5.95 eV 
7-5. All pairs o f  lines have the same frequency 

difference, corresponding to the energy differ- 
ence o f  the doublet energy level o f  the 3P state. 

7-9. (a) z 1019; (b) % 10-l9 rad 
7-15. 1.76 x 10" C/kg 
7-17. 0.43 Wb/m2 
7-19. (a) 2 x 10" ssl  (Note that, on this classical 

model, the equatorial speed is z 200 c !); 
(b) (J3/2)(eli/2m), one-halfof the correct quantum 
value. 

7-23. 5.2 x 10' MHz 
7-25. 24" 
7-31. (a) ( J 3 2 ) f i  and (11 JZ)(efi/2m), using the results 

o f   rob. 7-28; (b) (JZ12)ti and JZ(efi12m) 
7-33. Quantum numbers (n, 1, m,, mJ :  (a) (1,0,0, -)), 

(1, 0, 0,  41, and (2, 0, 0, -a; (b) (2. 0, 09 +) and 
(2, 1, 0, -*I 

7-35. 14Si 
7-37. 0.14 A 

C H A P T E R  8 

(a) 4.3 x lo5;  (b) 6.9 x lo-'* C ;  (c) 4.6 V 
(a) 2.4 x cm; (b) 1.3 cm 
100 v 
(a) 310 V ;  (b) 286 V ;  (c) 208 V 
(b) 0.32 GeV 
4.2 x lO-'s 
(a) 0.9969~ ; (b) 300 GeV/c ; (c) 299 GeV 
(a) 5 x (b) 1.7 x loa4 k m  
30 kV 
z 7 m  
(a) up;  (6) positron; (c) 9.0 MeV 
(a) 31'; (b) 1.2 GeVIt; (c) 5 m ;  (d) 5.6 x lo-' s 
(a) second tube, 4.9 cm, and last tube, 5.0 cm; 
(b) 20 m 
(a) 7.67 MHz; (b) 6.05 MeV 
(a) 2;  (b) 2 
(a) 1.82 Wb/m2; (b) 18.0 MHz 
(a) 4.1 x lo6; (b) 3.9 x lo5 k m ;  (c) 3.1 MHz 
% 200 percent 
(a) +; (b) 4 ;  (c) 2,700 GeV 



Answers to Odd-numbered Problems 

C H A P T E R  9 C H A P T E R  11 

21.3 MHz 
(a) 13.00589 u; (b) 13.00573 u 
(a) 12.2 MeV; (b) 79 keV 
;:Si 
(a) +; (b) 3; ( 4  3; ( 4  4 
3.8 x lo-' s-I 
1.0 x 10-l2 g 
(b) 6 x lob7 m/s down 
(a)  8-, B+, electron capture; (b) electron capture; 
(c) 8+, electron capture; (d )  8- ,  electron capture 
(a) 0.413 MeV; (b) 0.413 MeV/c; (c) 2.2 eV 
(a) 0.86 and 0.38 MeV; (b) 0.48 MeV 
1.80 keV 

C H A P T E R  1 0  

(a) 141 MeV; (b) 0.44 x s 
filroc 
(a) 493 MeV; (b) 1.3 x s 
llm. 
(a) 69 MeV; (b) 52 MeV 
5 x lO-'eV 

and %= have different rest energies, mean 
lives, decay products, and strangeness number. 
A beam o f  mesons striking a target may 
produce the reaction + p + A0 + n +, whereas 
a beam o f  KO mesons could not because it 
would violate the conservation o f  strangeness. 
Violation o f  the conservation law of: (a) strange- 
ness; (b) charge; (c) energy, strangeness; 
(d)  energy, strangeness; (e) strangeness. 
(b) 2y + 2e- + 2% + 2v, + 2% + p 

(a) 8 - ;  (b) 8+ and electron capture; (c) 8- ;  
(d) 8+ and electron capture 
1.0 kg 
(a) :C(P, y)',JN, ~ N ( Y ,  n ) yN ,  a)vN, 
(b) ::Ne(n, ~):iNe, :zNe(d, p)::Ne, 
::Na(d, a)::Ne, (c) ::Fe(n, y)::Fe, :zFe(d, p)::Fe, 
:iNi(n, a)::Fe 
9.02 MeV, 6.85 MeV, 5.62 MeV, 5.36 MeV 
2.37 MeV 
(a) 6.28 MeV; (b) 8.60 MeV 
5.38 MeV 
(a) 0.959 MeV; (b) 0.959 MeV; (c) 44.7 eV 
a cc A213 
(a) 1.55 x lo1' ; (b) 6.8 x lo6 s-I 
4 MeV, 8 MeV, and 10 MeV 
5.4 x 1011 K 
z 1030 J = loz4 k w - h  

C H A P T E R  1 2  

12-5. HJ7Cl t o  H3'Cl ratio: 0.99925 
12-7. z 1 A 
12-11. 1.4 K 
12-19. (a) For (1,0,0) 6.2 x eV/c and 6.2 x eV, 

and for (1, 1,O) 8.8 x eV/c and8.8 x eV;  
(b) 41 percent; (c) for (100, 0, 0) 6.2 x lo-* eV/c 
and 6.2 x lo-* eV, and for (100, 1, 0) 6.2 x 
lob4 eV/c and 6.2 x eV;  0.005 percent 

12-27. Beryllium 
12-29. 0.03 cal/g-K 
12-33. 2 



Index 

(see Angstrom) 
Absorption: 

coefticient, 133 
photon, 132 
spectrum, 205 

Accelerators, particle, 296 
betatron, 297 
cyclotron, 302 
drift-tube linear, 298 
synchrocyclotron, 303 
synchrotron, 304 
Van de Graaff, 297 
waveguide linear, 298 

Acceptor, 494 
Actinium series, 360 
Activation, nuclear reaction, 393 
Activity, 339 
Affinity energy, 444 
Alkali metals, 237 
Alkaline earths, 237, 262 
Allowed transition, 235 
Alpha decay, 343 

tunnel effect, 347 
Alpha-particle scattering, 192 
Alternate-gradient focusing, 307 
Anderson, C. D., 128 
Angstrom (unit), 114 
Angular momentum: 

conservation law, 5 
electron spin, 248 

510 

nuclear spin, 318 
orbital, 230 
photon, 236 
quantization, 208 
spin, 231 
total, 252 

Annihilation, pair, 128 
Annihilation quanta, 130 
Anticoincidence counting, 286 
Antineutrino, 352, 356 

muon, 422 
Antiparticle, 126 
Antiproton, production, 141, 312 
Artificial radioactivity, 372 
Associated production, 436 
Atomic structure: 

many-electron atoms, 229 
Bohr theory, 206 

Available energy, 377 

Balmer, J. J., 204 
Balmer series, 204 
Band: 

conduction, 491 
energy, 490 
forbidden, 490 
spectrum, 454 
theory of solids, 488 

valence, 491 
Barn (unit), 383 
Barrier penetration, 347, 384 
Baryon, 420 
Becker, H., 372 
Becquerel, H., 274 
Beta decay, 347, 356 
Beta-ray spectrometer, 311 
Betatron, 297 
BeV (unit), 96 
Binding: 

covalent, 445 
heteropolar, 445 
homopolar, 448 
ionic, 444 
metallic, 449 

Binding energy, 84 
hydrogen atom, 211 
stable nuclei, 329 

Blackbody radiation, 471 
Bloch, F., 488 
Bohr, A., 336 
Bohr, N., 10,159,206, 214 
Bohr magneton, 245 
Bohr radius, 208,219 
Born, M., 162 
Bose-Einstein distribution, 457 
Bose-Einstein'statistics: 

blackbody radiation, 471 
specific heats, solids, 477 

Boson, 457 
Bothe, W., 372 



Bound particles: 
hydrogen atom, 183 
infinite potential well, 183 
simple harmonic oscillator, 183 

Bound system, 84 
Bragg. W. H., 147 
Bragg, W. L., 147 
Bragg: 

law, 148 
plane, 147 
reflection, 147, 154 

Branching, 359 
Breeder reactor, 400 
Bremsstrahlung, 115,409 
Bubble chamber, 288 
Bucherer, A. H., 77 
Busch, H., 313 

Carbon cycle, 401 
Carbon 12 mass scale, 97 
Carbon 14 dating, 369 
Cascade shower, 131 
Centersf-mass reference frame, 376 
Cerenkov detector, 285 
Chadwick, J., 372, 404 
Chain reaction, 398 
Characteristic x-ray spectra, 264 
Christofilos, N., 307 
Classical: 

electron radius, 367 
phyeics, 2 
planetary atomic model, 200 

Cloud chamber, 287 
Cockcroft, J. D., 371 
CoeEcient, absorption, 133 
Coherent light, 467 
Coincidence counting, 286 
Colliding beam experiment, 315 
Collisions, quantum theory. 221 
Complementarity principle, 156 
Compound nucleus, 385 
Compton, A. H., 119 
Compton: 

edge, 284 
effect, 118, 411 
effect, nuclear, 372 
wavelength, 121 

Computations, relativistic dynamics, 
96 

Condon, E. U., 347 
Conduction band, 491 
Configuration: 

electron, 259 
nuclear, 336 

Conaervation laws: 
angular momentum, 5 
baryon number, 420 
electric charge, 5 
energy, 4 
lepton. 420 
local character of, 68 
mass, 3 
mass-energy, 78 

momentum, 4 
in nuclear reactions, 375 

nucleon, 337 
parity, 425 
strangeness, 435 

Constanta of motion, classical, 230 
Contraction, space, 47 
Control rod, 399 
Coordinate transformations: 

Galilean, 26 
Lorentz, 43 

Correspondence principle, 10 
Galilean-Lorentz transformations, 

45 
photon-orbital frequencies, 215 
quantum-classical physics, 171 
relativistic-classical physics, 65 
wave-classical mechanics, 169 
wave-ray optics, 12, 169 

Cosmic radiation, 131 
Coulomb force, 7, 412 
Courant, E., 307 
Covalent binding, 445 
Cowan, C. L., 357 
Critical nuclear reaction, 399 
Cross aection: 

differential, 197 
nuclear reaction, 381 
resonances, 384 
scattering, 196 

Crystal, sodium chloride, 146 
Curie (unit), 340 
Cyclic accelerator, 301 
Cyclotron, 301 

D lines, sodium, 240 
D state, 233 
Dark-line spectrum, 205 
Davisson, C., 145, 151 
de Broglie, L., 144 
de Broglie: 

relation, 144 
waves, 143,172 

Debye. P., 478 
Debye: 

frequency, 479 
temperature, 480 
theory, specific heats, 478 

Decay constant, 338 
Decay law, 337 
Decay, nuclear: 

alpha, 343 
beta, 347 
electron capture, 348, 354 
gamma, 340 
internal conversion, 341 
K capture, 349 
positron, 353 
summary table, 365 

Degeneracy, 233,455 
Delayed neutrons, 399 
Deneity, nuclear matter, 329 
Density of states, 459 

Detectors, particle: 
Cerenkov, 285 
gas-med, 278 
neutron, 392 
scintillation, 282 
semiconductor, 281 

Deuterium, 212 
Deuteron, 320 
Diamond structure, 493 
Diatomic molecular spectra, 453 
Differential cross aection, 197 
Diffraction, 11 

alpha-particle, 194 
double-slit. 163 
electron, 148 
single-slit, 167 
x-ray, 148 

Dilation, time, 48 
Dirac, P. A. M., 128,254,457 
Disintegration constant, 338 
Diaintegration energy, 344 
Dispersion, 22 
Dissociation energy, 445 
Distribution function, 456 
Distribution laws, 454 
Donor, 494 
Doppler effect, 67, 226 
Dosimeter, 310 
Double-slit diffraction, 163 
Duality, wave-particle, 157 
Dynode, 283 

Einstein, A., 24, 110, 457, 478 
Electric charge conservation, 5 
Electric charge invariance, 91 
Electric dipole moment, 445 
Electric force, 7 
Electromagnetic: 

interaction, 408 
momentum, 10 
radiation, 103 
spectrum, 11, 114 
waves, 8 

Electromagnetism, special relativity, 
91 

Electron: 
affinity energy, 444 
capture, 348,354 
configuration, 259, 263 
exchange, 447 
microscope, 189 
radiua, classical, 367 
spin, 248 
-spin resonance, 272 
volt (unit). 97 

Electronegative element, 444 
Electronic specific heat, 487 
Electropositive element, 444 
Electrostatic focusing, 312 
Elementary particles, 407 

table, 439 
Emission spectrum. 203 
Endoergic nuclear reaction, 374 
Energetics, nuclear reactions, 373 



Energy: 
band, 490 
binding, 84 
conservation law, 4 
dissociation, 445 
excitation, 211 
hydrogen atom, 209 
ionization, 210 
-level diagram, 176 
mass-energy equivalence, 82 
mechanical, 84 
zero-point, 177 

Essen, L., 37 
Ether. 32, 37 
eV (see electron volt) 
Eveneven nuclides, 334 
Even-odd nuclides, 334 
Excitation by atomic collisions, 221 
Excitation energy, 211 
Excited state, 211 
Exoergic nuclear reaction, 374 

F state, 233 
fermi (unit), 319 
Fermi, E., 398, 418,457 
Fermi-Dirac: 

distribution, 457 
statistics, 482,490 

Fermi energy, 458, 484 
Fermion, 457 
Fertile nuclear fuel, 400 
Feynman, R. P., 412 
Feynman diagram, 412 
Fine structure, 248 
Fine-structure constant. 209 
Focusing, charged particles: 

alternate-gradient, 307 
electrostatic, 312 
magnetic, 293, 312 
magnetic quadmpole, 313 
phase, 303 

Forbidden band, 490 
Forbidden tramition, 235 
Four-vector: 

momentum-energy, 86 
space-time, 87 

Fragments, fission, 395 
Franck, J., 221 
Franck-Hertz experiment, 221 
Free-electron theory of metals, 482 
Frequency spectrum, 17 
Fry, D. W., 298 
Fundamental interactions, 418 

Galilean transformations, 25 
Gamma decay, 340 
Gamow, G., 347 
Gas-Glled detectors, 278 

Geiger counter, 281 
ionization chamber, 280 
prpportional counter, 280 

Geiger, H., 193 
Gell-Mam, M., 434,435 
Gerlach, W., 254 
Germer, L. H., 145, 151 
GeV (unit), 97 
Goudsmit, S. A., 248 
Grating space, 150 
Graviton, 418 
Group velocity, 20, 173 
Gurney, R. W., 347 

h, 110 
h, 208 
Hahn, O., 394 
Half-integral spin particles, 420 
Half-life, 339 
Halogen elements, 264 
Hard x-rays, 136 
Heisenberg, W., 162, 165 
Heisenberg uncertainty relation, 168 
Heitler. W., 488 
Helicity, 357 
Hertz, G., 221 
Hertz, H., 11, 106 
Heteropolar binding, 445 
Highenergy accelerators, 296 

betatron, 297 
cyclotron, 301 
drift-tube, 298 
synchrocyclotron, 303 
synchrotron, 304 
Van de Graaff, 297 
waveguide, 298 

Hole, semiconductor, 492 
Hydrogen atom: 

Bohr theory, 206 
correspondence principle, 214 
-like atoms, 237 
Schrijdinger equation, 217 
spectrum, 202 
21 c m  line, 271 
wave functions, 217 

Hydrogen molecule, 447 
Hydrogenic atoms, 212 
Hyperfine structure, 252 
Hyperon, 426 

Impact parameter, 195 
Impurity atom, 492 
Indeterminacy principle, 166 
Inertial system, 25 
Instruments, nuclear phyeics. 274 
Insulator, band theory, 488 
Integral spin particlee, 420 
Inteneity, 8, 133 
Interaction: 

electromagnetic, 408, 418 
fundamental, 418 
gravitational, 6. 418 
nuclear, 319 
strong, 418 

weak. 418 
~ n t e r n i  conversion, 341 
Intrimic semiconductor, 492 
Invariance: 

electric charge, 91 
energy comervation, 30 
four-vector, 88 
momentum conservation, 30 
Newton's second law, 29 

Ionic binding, 444 
Ionization energy, 210 
Isobar, 324 
Immer, 341 
Imspin, 434 
Isotone, 324 
Isotope, 324 
Isotopic spin, 434 

Jaeeja, T. S., 37 
Javin, A., 37 
Jensen, J. H., 335 
Joliot, F., 372 
Joliot-Curie, I., 372 

k, 201 
K capture, 349 
K meson, 423 
K shell, 264 
keV (unit), 96 
Kinetic energy, 223 
Kinetic energy, relativistic, 78 

1,233 
L &ell, 266 
Lamb shift, 441 
Lambda particle, 422 
Land6 g factor, 273 
Larmor frequency, 272 
Laser, 466 
Lattice, 146, 482 
Lawrence, E. O., 302 
Lee, T. D., 357, 425 
Lepton. 420 
Libby, W. F., 364 
Light cone, 53 
Linac, 297 
Linear accelerator, 297 
Line spectrum, 204 
Liquid-drop model, 332, 395 
Livingston, M. S., 302, 307 
London, F., 488 
Lorentz, H. A., 37 
Lorentz transformations, 37 

coordinate, 43 
momentum-energy, 89 
velocity, 44 



M 

Magic number, 335 
Magnetic: 

bottle, 402 
dipole, 241 
force, 7, 91 
moment, nuclear. 319 
quadrupole lens, 313 
rigidity, 293 

Magnetogyric ratio, 242 
electron spin, 251 

Magneton: 
Bohr, 245 ' 
nuclear, 318 

Many-electron atoms, 229 
Marsden, E., 193 
Maser, 467 
MaEE: 

coneervation law, 3 
relativistic, 71 
rest. 75 
spectrometer, 294 

Maxwell, J. C., 9 
Maxwell-Boltzrnann distribution, 457 
Maxwell-Boltzmann statistics, 

applications 
diatomic gas, specific heat, 463 
ideal gm. 460 

Mayer, M. G., 335 
McMillan, E. M., 304 
Metala, free-electron theory, 482 
MeV (unit), 96 
Michelson, A. A., 33 
Michelson-Morley experiment, 33 
Microscope, electron, 189 
Millikan, R. A., 104 
Mirror nuclides, 367 
Moderation of neutrons, 394 
Modified wave, 123 
Molecular: 

binding, 444 
moment of inertia, 450 
physics, 443 
rotation, 449 
vibration, 451 

Momentum: 
conservation, 4, 375 
-energy four-vector, 86 
-energy Lorentz transformations, 89 
relativistic, 71 
selector, 293 
space, 460 

Morley, E. W., 33 
Moseley, H. G. J., 268 
Moseley law, 268 
Mijssbauer, R. L., 342 
Mijssbauer effect, 342 
Mottelsen, B., 336 
Muon, 422 

decay, 49 

Nakano, T., 434 
Natural radioactivity, 358 
Negative absolute temperature, 499 

Neptunium series, 360 
Neutrino, 362, 422 
Neutron: 

activation, 393 
crystal spectrometer, 393 
decay, 357 
detection. 392 
diffraction, 154,393 
discovery, 404 
meaeurement, 393 
moderation, 394 
production, 390 
properties, 317 
thermal, 153 
velocity selector, 393 

Newtonian t rdormat ions ,  25 
Niehijima, K., 434,435 
Nonconservation, parity, 357,425 
Normal Zeeman effect, 246 
n-type semiconductor, 494 
Nuclear binding energy, 329 
Nuclear configuration, 336 
Nuclear constituents, 317 
Nuclear emulsion, 290 
Nuclear energy levels, 385 
Nuclear W o n ,  394 

chain reaction, 398 
fragments, 395 
photo-Won, 396 

Nuclear force, 200, 319, 415 
Nuclear fusion, 401 
Nuclear physics instrumentation, 27 
Nuclear magnetic moment, 319 
Nuclear magnetic resonance, 366 
Nuclear magneton, 318 
Nuclear masses (table), 602 
Nuclear models, 332 

collective, 336 
liquid-drop, 332 
shell, 334 
single-particle, 334 

Nuclear radiation, 275 
Nuclear radii, 327 
Nuclear reactions, 370 

available energy, 377 
cross section, 443 
endoergic, 374 
energetics, 373 
exoergic, 374 
W o n ,  394 
fusion, 401 
momentum conservation, 375 
relativistic threshold energy, 380 
threshold energy, 378 

Nuclear reactor, 398 
Nuclear spin, 262, 318, 334 
Nuclear structure, 316 
Nuclear time, 341 
Nucleon, 320 

conservation law, 337 
Nucleus, atomic, 192 
Nuclides, 324 

masses (table), 602 
naturally radioactive (table), 359 
stable (table), 326 
types (table), 334 
unstable, 337 

Odd-odd nuclides, 334 
Odd-even nuclidee, 334 
Omega particle, 422 
One-dimensional potential well: 

snit0 height, 180 
infinite height, 179 

Optical pumping. 470 
Orbital angular momentum, 230 

quantum number, 232 
Orbital magnetic quantum number, 

243 

p orbital, 211 
p n  junction, 495 
p state, 221,233 
p-type semiconductor, 494 
Packet, wave, 16 
Pair annihilation, 128, 411 
Pair production, 126, 409 
Paia, A., 435 
Paramagnetism, 264 
Parity, 367,424 
Particle: 

d d p t i o n ,  13 
detectors, 278 
in one-dimensional box, 174 

'4 speed, wave packet, 173 
wave aspect, 143 

Pauli, W., 256, 352, 482 
Pauli exclusion principle, 256, 326, 

448,484 
Periodic table, 256, 263 
Phase focusing, 303 
Phase speed, 20,173 
Phonon, 478 
Phosphor, 282 
Photodieintegration, 322,373 
Photoelectric effect, 106, 409 

nuclear, 322 
Photoelectron, 106 
Photomultiplier, 282 
Photon, 110 

absorption, 132 
angular momentum, 139,236 
flux, 133,161 
gas. 472 
momentum, 119 

Photo-electron interactiona, 130, 409 
Photopeak, 284 
Pion, 417 
Planck, M., 106,110.471 
Planck constant, h, 110 
Planck radiation equation, 476 
Planetary atomic model, 200 
Plaama, 401 
Polar molecule, 446 
Population invemion, 470 
Positron, 126,411 

decay, 353 
Positronium, 130 
Pound. R. V., 343 
Pound-Rebka experiment. 368 



Index 

Poynting vector, 9 
Principal quantum number, 207 
Principal series, 237, 240 
Principle: 

complementarity, 156 
indeterminacy, 165 
relativity, 25 
supperosition, 20, 163 
uncertainty, 164 

Probability interpretation, 160 
Product nucleus, energy levels, 389 
Production of neutrons, 390 
Prompt neutrons, 399 
Proper length, 48 
Proper time, 49 
Proton, 317 
Proton-proton cycle, 401 
+, 162 

Q value: 
alpha decay, 343 
beta decay, 350 
electron capture, 354 
nuclear reactions, 374 
positron decay, 353 

Quantization: 
classical physics, 103 
electric charge, 105 
energy, 175 
orbital angular momentum, 232 
space, 240 

Quantum, 110 
Quantum number: 

electron spin, 248 
isotopic spin, 434 
orbital angular momentum, 232 
orbital magnetic, 243 
particle in box, 174 
principal, 207 
rotational, 450 
spin angular momentum, 250 
spin magnetic, 250 
strangeness, 435 

Quantum theory, 103 

R, Rydberg constant, 204,211,212 
Radiation: 

blackbody, 471 
force, 10 
pressure, 125 

Radiative capture, 373 
Radioactive decay: 

law, 337 
modes (summary table), 365 

Radioactive equilibrium, 362 
Radioactive series, 358 
Radioqctivity: 

artificial, 372 
natural, 358 

Radiocarbon dating, 364 
Radioisotope, 372 

Radius: 
Bohr, 208 
nuclear, 327 

Radium-beryllium source, 390 
Range, nuclear radiation, 278 
Rare earths, 264 
Rare gases, 262 
Ray optics, 11 
RayleighJeans radiation formula, 476 
Rebka, G. A., 343 
Recoilless emission, 342 
Reduced mass, 228 
Reference frame, center of mass, 376 
Reines, F., 357 
Relaxation process, 468 
Relativistic: 

Doppler effect, 67 
dynamics, 70 

computations, unita, 96 
kinematics, 24 
kinetic energy, 78 
mass, 71 
momentum, 71, 76 
rest energy, 79 
total energy, 79 
wave mechanics, 254 

Relativity, special theory, 24 
rotation, apparent, 67 
simultaneity, 44 

Resonance particle, 431 
baryon, 433 
meson, 433 

Resonant absorption, 342 
Rest energy, 79 
Rest mass, 75 
Roentgen, W., 116 
Roentgen (unit), 310 
Rotation in relativity theory, 68 
Rotation, molecular, 450 
Rotational quantum number, 450 
Rotational spectrum, 450 
Rutherford, E., 192, 371 
Rutherford (unit), 340 
Rydberg constant, 204,211,212 

s, electron spin, 250 
S state, 233 
Saturation: 

covalent binding, 448 
nuclear force, 332 

Scattering: 
alpha-particle, 192 
electromagnetic waves, 118 
experiment, 192 
Rutherford, 192 

Schrodinger, E., 162 
Schrijdinger equation, 162, 177 

atomic unita, 191 
hydrogen atom, 217 

Scintillation: 
detector, 282 
spectrometer, 283 

Selection rule: 
orbital angular momentum 

quantum number, 235 

orbital magnetic quantum number, 
245 

rotational quantum number, 450 
vibrational quantum number, 453 

Semiconductor, 492 
band theory, 488 
detector, 281 
n-type, 494 
p-type, 494 

Separation energy, 330 
Series, spectral lines, 205, 237 
Shell nuclear model, 334 
Sigma particle, 422 
Simple harmonic oscillator, 183, 191, 

451 
Single-particle nuclear model, 334 
Sodium chloride crystalline structure, 

146 
Sodium D lines, 240 
Sodium energy-level diagram, 239 
Snyder, H., 307 
Soft x-rays, 136 
Solid angle, 199 
Solid-state physics, 443 
Sommerfeld, A., 482 
Space contraction, 47 
Space quantization, 240, 254 
Space-time: 

events, 39 
four-vector, 87 
graph, 409 
interval, 58 
special relativity, 24 

Spark chamber, 288 
Special theory of relativity: 

dynamics, 70 
electromagnetism, 91 
kinematics, 24 
postulates, 37 

Specific heat: 
diatomic gas, 463 
electronic, 487 
ideal gas, 463 
solids, 477 

Spectra, molecular, 450 
Spectrograph, 203 
Spectrometer, 203 
Spectroscope, 203 
Spectrum: 

absorption, 205 
electromagnetic, 11 
emission, 204 
line, 204 

Speed of light, 8 
Spin: 

angular momentum quantum 
number, 250 

electron, 248 
isotopic, 434 
nuclear, 318 

Spin-orbit interaction, 249 
in sodium, 253 
nuclear, 336 

Spirality, 357 
Spontaneous emission, 467 
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