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Chapter 1: Vector Analysis
1.1 Vector Algebra

(i) Addition of  two vectors:
n Addition is commutative:  "⃗ + $ = $ + "⃗
n Addition is associative: "⃗ + $ + &⃗ = "⃗ + $ + &⃗
n Subtraction is to add to its opposite: "⃗ − $ = "⃗ + −$
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(ii) Multiplication by a scalar
! #⃗ + % = !#⃗ + !%

(iii) Dot product of  two vectors (scalar product): 
n #⃗ ⋅ % = #% cos +
n Dot product is commutative: #⃗ ⋅ % = % ⋅ #⃗
n Dot product is distributive: #⃗ ⋅ % + ,⃗ = #⃗ ⋅ % + #⃗ ⋅ ,⃗
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Example: Let "⃗ = $⃗ − &, and calculate its dot product with itself

"' = "⃗ ' = "⃗ ⋅ "⃗ = $⃗ − & ⋅ $⃗ − &
= $⃗ ⋅ $⃗ − $⃗ ⋅ & − & ⋅ $⃗ + & ⋅ &
= $' + &' − 2$& cos .

This the law of  cosines

(iv) Cross product of  two vectors (vector product): 
n $⃗×& = $& sin . 23
n Cross product is not commutative: $⃗×& = −&×$⃗
n Cross product is distributive: $⃗× & + "⃗ = $⃗×& + $⃗×"⃗
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"⃗ = "$ %& + "( %) + "*,̂

n "⃗ + - = "$ + -$ %& + "( + -( %) + "* + -* ,̂
n ."⃗ = ."$ %& + ."( %) + ."*,̂
n "⃗ ⋅ - = "$-$ + "(-( + "*-*

n "⃗×- =
%& %) ,̂
"$ "( "*
-$ -( -*

= "(-* − "*-( %& + "*-$ − "$-* %) + "$-( − "(-$ ,̂

; %& ⋅ %& = %) ⋅ %) = ,̂ ⋅ ,̂ = 1%& ⋅ %) = %& ⋅ ,̂ = %) ⋅ ,̂ = 0

Some rules

%&×%& = %)×%) = ,̂×,̂ = 0
%&×%) = ,̂; %)×,̂ = %&; ,̂×%& = %)
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Example: Find the angle between the face diagonals of  a cube

"⃗ = $% + (̂; * = $+ + (̂
"⃗ ⋅ * = 1; " = * = 2
cos 2 = 1

2 → 2 = 60°
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(i) Scalar triple product:

n "⃗ ⋅ $×&⃗ =
"( ") "*
$( $) $*
&( &) &*

= $ ⋅ &⃗×"⃗ = &⃗ ⋅ "⃗×$

"⃗ ⋅ $×&⃗ = +,-./0 ,1 2ℎ0 4565--0-47408
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(ii) vector triple product:
n "⃗× $×%⃗ = $ "⃗ ⋅ %⃗ − %⃗("⃗ ⋅ $) This the BAC-CAB rule

"⃗×$ ×%⃗ = −%⃗× "⃗×$ = −"⃗ $ ⋅ %⃗ + $ "⃗ ⋅ %⃗

Higher order products can be reduced the previous rules

"⃗×$ ⋅ %⃗×, = "⃗ ⋅ %⃗ $ ⋅ , − "⃗ ⋅ , $ ⋅ %⃗

"⃗× $× %⃗×, = $ "⃗ ⋅ %⃗×, + "⃗ ⋅ $ ( %⃗×,)

"⃗× $×%⃗ + $× %⃗×"⃗ + %⃗× "⃗×$ = 0
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(i) Position vector:
n "⃗ = $ %$ + ' %' + ((̂; "̂ = +⃗

+ =
, %,-. %.-//̂
,0-.0-/0

(ii) Infinitesimal Displacement vector:

n 12⃗ = 1"⃗ = 1$ %$ + 1' %' + 1((̂

(iii) Separation vector:

n 3⃗ = "⃗ − "⃗5 = $ − $5 %$ + ' − '5 %' + ( − (5 (̂
n 3 = "⃗ − "⃗5 = $ − $5 6 + ' − '5 6 + ( − (5 6

n %3 = +⃗7+⃗8
+⃗7+⃗8 =

,7,8 %,- .7.8 %.- /7/8 /̂
,7,8 0- .7.8 0- /7/8 0
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!" = ! cos ' ; !) = ! sin '

!̅" = ! cos '̅ = ! cos(' − /)
= ! cos ' cos/+sin ' sin/
= !" cos/ + !) sin/

!̅) = ! sin '̅ = ! sin(' − /)
= ! sin ' cos/−cos ' sin/
= !) cos/ − !" sin/

!̅2
!̅"
!̅)

=
0 0 1

cos/ sin/ 0
− sin/ cos/ 0

!2
!"
!)

→ 6 =
622 62" 62)
6"2 6"" 6")
6)2 6)" 6))

→ !̅7 =8
9:;

<
679 !9


