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What is Learning?

® Most often heard criticisms of Al is that machines cannot be called
intelligent until they are able to learn to do new things and adapt to
new situations, rather than simply doing as they are told to do.

e Some critics of Al have been saying that computers cannot learn!

® Definitions of Learning: changes in the system that are adaptive in the
sense that they enable the system to do the same task or tasks drawn
from the same population more efficiently and more effectively the
next time.

® Learning covers a wide range of phenomenon:

e Skill refinement : Practice makes skills improve. More you play tennis, better you

get

° Knowledge acquisition: Knowledge is generally acquired through experience
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Various learning mechanisms

Simple storing of computed information or rote learning, is the most
basic learning activity.

® Many computer programs ie., database systems can be said to learn in this
sense although most people would not call such simple storage learning.

Another way we learn if through taking advice from others. Advice
taking is similar to rote learning, but high-level advice may not be in a
form simple enough for a program to use directly in problem solving.

People also learn through their own problem—solving experience.

Learning from examples - we often learn to classify things in the world
without being given explicit rules.

Learning from examples usually involves a teacher who helps us
classify things by correcting us when we are wrong.
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An example application

®*  An emergency room in a hospital measures 17 variables (e.g.,
blood pressure, age, etc) of newly admitted patients.

o A decision is needed: whether to put a new patient in an
Intensive-care unit.

®  Due to the high cost of ICU, those patients who may survive
less than a month are given higher priority.

© Problem: to predict high—risk patients and discriminate them
from low-risk patients.
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Another application

® A credit card company receives thousands of applications for

new cards. Each application contains information about an
applicant,

o age

® Marital status

* annual salary

* outstanding debts

® credit rating

® etc.
® Problem: to decide whether an application should approved, or

to classity applications into two categories, approved and not

approved.
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Forms of Learning

* supervised learning
® an agent tries to find a function that matches examples from a sample set
each example provides an input together with the correct output
® ateacher provides feedback on the outcome

the teacher can be an outside entity, or part of the environment

° unsupervised learning

® the agent tries to learn from patterns without corresponding output values

* reinforcement learning
® the agent does not know the exact output for an input, but it receives
feedback on the desirability of its behavior

the feedback can come from an outside entity, the environment, or the agent
itself

the feedback may be delayed, and not follow the respective action immediately
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Learning Element Design Issues

selections of the components of the performance elements

that are to be improved
representation mechanisms used in those components

availability of feedback

availability of prior information
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Supervised learning

® [ ike human learning from past experiences.
44 . »
* A computer does not have experiences’.

® A computer system learns from data, which represent some

44 o 9 . o .
past experiences of an apphcatlon domain.

® Our focus: learn a target function that can be used to predict
the values of a discrete class attribute, e.g., approve or not-

approved, and high-risk or low risk.

® The task is commonly called: Supervised learning, classification,

or inductive learning.
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Example Inductive Learning

x)
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The data and the goal

® Data: A set of data records (also called examples, instances or
cases) described by
® kattributes: 4, 4,, ... 4,.

® aclass: Each example is labelled with a pre-defined class.

® Goal:To learn a classification model from the data that can be
used to predict the classes of new (future, or test)

cases/instances.

12
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An example: data (loan application)

1

el b

Aog Has Job | Own House | Credit Rating Class
YO false false faur ™0
Yy Oung false false Em‘-d ™0
YOI true talse co0d Yoes
Y OLUng true lrue faur Yoes
Y oung talse talse falr ™0
middle talse talse falr ™0
middle talse talse ~=_-um1 ™0
middle true gils a0 Yoes
middle false Lrue excellent Yoes
middle false Lrue excellent Yoes
ol false lrue excellent Y es
ol false Lrue cood Yes
old true false co0d Yoes
ol true talse excellent Yes
ol talse talse falr ™0




An example: the learning task

® | earn a classification model from the data

® Use the model to classify future loan applications into
® Yes (approved) and
® No (not approved)

e What is the class for following case/instance?

Age Has Job Own_house Credit-Rating  Class
young  false false good 7

L
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Supervised vs. unsupervised Learning

® Supervised learning: classification is seen as supervised learning
from examples.

® Supervision: The data (observations, measurements, etc.) are
labeled with pre-defined classes. It is like that a “teacher” gives the
classes (supervision).

® Test data are classified into these classes too.
® Unsupervised learning (clustering)
® (Class labels of the data are unknown

® Given a set of data, the task is to establish the existence of classes or
clusters in the data

15
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Supervised learning process: two steps

Learning (training) Learn a model using the training data

Testing: Test the model using unseen test data to assess the model
accuracy

Number of correct classifications
Accuracy = :

T otal number of test cases

[.carming
algorithm

Step I Traming Step 2: Testing
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What do we mean by learning?

® (Given
® o dataset D,
® 3 task T, and
® a performance measure 4/,
a computer system is said to learn from D to perform the task T
if after learning the system’s performance on T improves as
measured by M.

® In other words, the learned model helps the system to perform T
better as compared to no learning,
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An example

® Data: Loan application data
® Task: Predict whether a loan should be approved or not.

® Performance measure: accuracy.

No learning: classity all future applications (test data) to the
majority class (i.e., Yes):
Accuracy = 9/15 = 60%.
® We can do better than 60% with learning.

18




Decision Trees




e

Introduction

® Decision tree learning is one of the most Widely used

techniques for classification.
® Its classification accuracy is competitive with other methods, and

® it is very efficient.
® The classification model is a tree, called decision tree.

® C4.5 by Ross Quinlan is perhaps the best known system. It can
be downloaded from the Web.

20
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Boolean Decision Trees

® compute yes/no decisions based on sets of desirable or
undesirable properties of an object or a situation
® cach node in the tree reflects one yes/no decision based on a
test of the value of one property of the object

the root node is the starting point

leaf nodes represent the possible final decisions

® branches are labeled with possible values
¢ the learning aspect is to predict the value of a goal predicate
(also called goal concept)

LIP hypothesis is formulated as a function that defines the goal

predicate
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The loan data (reproduced)

Aog Has Job | Own Houoase | Credit Rating Class
YOLUng false false faar ™0
VO e false false ATRINT ™0
YO true false oo Yoes
young true Lrue faar Yoes
young false talse fair ™0
middle false talse fanr ™0
middle talse false oond ™0
middle true Lrue a0 Yes
middle false true excellent Y es
middle talse Lrue excellent Y es
ol false true excellent Yoes
old false Llrue oood Yoes
old true false a0 Yes
old true talse excellent Y es
old false talse fair ™0
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Learning Decision Trees

© problem: find a decision tree that agrees with the training set

e trivial solution: construct a tree with one branch for each
sample of the training set
® works perfectly for the samples in the training set
® may not work well for new samples (generalization)
® results in relatively large trees
® better solution: find a concise tree that still agrees with all
samples

° corresponds to the simplest hypothesis that is consistent with

the training set




Constructing Decision Trees - Ockham’s Razor

The most likely hypothesis is the simplest one that is
consistent with all observations.
® general principle for inductive learning
® a simple hypothesis that is consistent with all observations is

more likely to be correct than a complex one

® in general, constructing the smallest possible decision tree is

an intractable problem
® algorithms exist for constructing reasonably small trees

® basic idea: test the most important attribute first

e jttribute that makes the most difference for the classification
of an example

can be determined through information theory

° hopefully will yield the correct classification with few tests
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Decision Tree Algorithm

® recursive formulation

® select the best attribute to split positive and negative

examples

® if only positive or only negative examples are left, we are

done

® if no examples are left, no such examples were observers

return a default value calculated from the maj ority classification at the

node’s parent

® if we have positive and negative examples left, but no
attributes to split them we are in trouble
samples have the same description, but different classifications

may be caused by incorrect data (noise), or by a lack of information, or

by a truly non-deterministic domain
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A decision tree from the loan data

Decision nodes and leaf nodes (classes)

! Aoal !

Y oung middle old
|
| [as job? \ ‘ Cwn house? ‘ Credit mllng'?‘
A ™ Py o

true false true  false far  good excellent

’ b1 ’ ™, -~ | o
Yes No Yes Mo N Yes Vs
(2/2) (33 (3/3] (22 iUy 122 (22
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\
Use the decision tree
Age Has Jab Own_house Credit-Rating  Class
young  false false good ?
No
Age?
oung maddle old
- |
I [las job” (hwn house? | Credit rating”
A Fa Py
true false frue  false far good  excellent
’ ™, ’ ™, - | e
Yes NO Yes No No Yes Yes
(2/2) (3/3]) (33 (22 (11 (202 (22
27 %
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Is the decision tree unique?

No. Here is a simpler tree.
We want smaller tree and accurate tree
Easy to understand and perform better.

| Chwn house? |

Finding the best tree is NP-hard. tue  false
All current tree building algorithms v 1"’ "" —
. : (S Llas job” |
are heuristic algorithms (6/6) e
Idea: a good attribute splits the ;“l“ fﬂ'f"*‘—;l
examples into subsets that are Yes No
(ideally) "all positive" or "all (5/5 (441

negative"

\_ 28
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From a decision tree to a set of rules

A decision tree can be
converted to a set of rules

Each path from the root to a
leaf Is a rule.

Own_house = frue — Class =Yes

| Chwn house?! \

frue talse
’ ™
Yes | [las joh? |
(/6] A
true talse
ey LY
Yes N0
(5/5] (/4

sup=6/15, conf=6/6]

Own_house = false, Has_job = true — Class = Yes [sup=5/15, conf=5/5]
Own_house = false, Has_job = false — Class = No [sup=4/15, conf=4/4]

29
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Algorithm for decision tree learning

* Basic algorithm (a greedy divide-and-conquer algorithm)

Assume attributes are categorical now (continuous attributes can be handled
too)

Tree is constructed in a top—down recursive manner

At start, all the training examples are at the root

Examples are partitioned recursively based on selected attributes

Attributes are selected on the basis of an impurity function (e.g., information

gain)

® Conditions for stopping partitioning

30

All examples for a given node belong to the same class

There are no remaining attributes for further partitioning — majority class is

the leaf

There are no examples left




/Decision tree learning algorithm

CAlgorithm decisionTreel /0 A, 1)

1 if £ contains only tramming examples of the same class ¢; = ¢ then

2 make {a leal node labeled with class of

3 elseif ! = &2 then

- make [ a leal node labeled with op which 1s the most frequent class in /2

5 clse 7 1 contains examples belongmg to a mixture of classes. We select a single

¥ Aattmbute to partinon £ mto subsets so that each subset 1s purer

7 g = impurity Eval-1000);

8 for cach atinbute A; = |4, Az .. gl do

G = 1mpuritvbBval-2( 4, 1)

10 end

1] Select Ay e {4y, Aa .., Ayl that gives the biggest impurity reduction,

computed using g — o0

12 it g — pg, = threshold then A, does not significantly reduce impurity g,

13 make "a leat node labeled with ¢, the most frequent class i /3

14 clse A Agis able to reduce impurity g

15 Make ¥ a decision node on .

16 Let the possible values of A, be vy, va. ... vy Partition £ mto m
disjomnt subsets /2, fy, ... [y, based on the m values of A,

17 for cach oy (0, Da, D do

15 if /3= 7 then

19 create a branch (edge) node {; for vy as a child node of £

20 decisionTree(dy, A-fA. . T/ Ay 1s removed

2 cnd

22 end

23 end

24 end

&
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Choose an attribute to partition data

e The key to building a decision tree - which attribute to choose in

order to branch.

® The objective is to reduce impurity or uncertainty in data as much

as possible.

® A subset of data is if all instances belong to the same class.

® The heuristicin C4.5 is to choose the attribute with the maximum

Information Gain or Gain Ratio based on information theory.

32
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The loan data (reproduced)

Aog Has Job | Own Houoase | Credit Rating Class
YOLUng false false faar ™0
VO e false false ATRINT ™0
YO true false oo Yoes
young true Lrue faar Yoes
young false talse fair ™0
middle false talse fanr ™0
middle talse false oond ™0
middle true Lrue a0 Yes
middle false true excellent Y es
middle talse Lrue excellent Y es
ol false true excellent Yoes
old false Llrue oood Yoes
old true false a0 Yes
old true talse excellent Y es
old false talse fair ™0
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Two possible roots, which is better?

Young
..,pl'"'
Noo 3
Yes: 2

34

Aoel

middle

I
No: 2
Yes: 3

(A

old

T
~No: o
Yes: 4

| (wn house”

™
true  false
r N,
No: () Noo 6
Yes: b Yoes: 3
(B)
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Information theory

® Information theory provides a mathematical basis for
measuring the information content.

® To understand the notion of information, think about it as
providing the answer to a question, for example, whether a
coin will come up heads.

35

If one already has a good guess about the answer, then the actual
answer is less informative.

If one already knows that the coin is rigged so that it will come
with heads with probability 0.99, then a message (advanced
information) about the actual outcome of a flip is worth less than
it would be for a honest coin (50-50).
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Information theory (cont ...)

For a fair (honest) coin, you have no information, and
you are willing to pay more (say in terms of §) for
advanced information - less you know, the more valuable
the information.

® Information theory uses this same intuition, but instead

of measuring the value for information in dollars, it
measures information contents in bits.

® One bit of information is enough to answer a yes/ no

36

question about which one has no idea, such as the flip of
a fair coin




Information theory: Entropy measure

® The entropy formula,
C|

entropy(D) =—» Pr(c;)log, Pr(c;)
=1

C|

ZPr(cj):l,
-1

® Pr(c) is the probability of class ¢;in data set D

® We use entropy as a measure of impurity or disorder of data set

D. (Or, a measure of information in a tree)

<D
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Entropy measure: let us get a feeling

[. The data set [ has 530% positive examples (Priposiiive) = 0.5) and 50%
negative examples (Prinegative) = (0.5).

entropy( D) =-05xlog, 0.5-05xlog, 0.5=1

2. The data set D has 20% positive examples (Pripositive) = 0.2) and 80%
negative examples (Prinegative) = (0.8).
entropy( D) =-0.2xlog, 1.2 - 0.8« log, 0.8 =0.722
3. The data set 2 has [00% positive examples (Pripositive) = 1) and no

negative examples. (Prinegative) = 0)
enfropy( D) =—~1xlog, 1= Oxlog, 0 =0

As the data become purer and purer, the entropy value becomes
smaller and smaller. This is useful to us!

\_ 38




Information gain

* Given a set of examples D, we first compute its entropy:
|
v T3 — i T Foof
eniropn( L) —Z Pric¢ ; Vog, | ric,)
4=l
* It we make attribute A, with v values, the root of the current
tree, this will partition D into v subsets D, D, ..., D_.The

expected entropy it A. is used as the current root:

|D; |
D]

entropy, (D) =) —-xentropy(D,)
=1

©




Information gain (cont ...)

® |nformation gained by selecting attribute A. to branch or to

partition the data is
gain(D, A) =entropy(D) —entropy, (D)

® We choose the attribute with the highest gain to

branch/ split the current tree.




eain({), Age)

Own_house Is the best choice
for the root.

eain({), Has_Job)

a7l
cam( 1, Own_house)

(0.97]

i 1), Credit_Rating)

L B&E
0.971
0.647

0971

/ A n exa m I e 1D Age Has Job | Own House | Credit Rating | Class
p 1 Voung false false fair No
2 VoL false talse excellent N
6 6 9 9 3 young true false zood Yes
entropy( D) — X |ng X |ng =0971+4 voung true true oood Yos
15 15 15 5 yOLng false false fair No
f middle falze talse fair No
7 middle false false zood No
6 9 b middle true true oo Yes
entropYoun nousel P) = ——=xentropy(D,) ——xentropy(D,) 9 | middle false frue excellent Yes
- 15 15 10 middle false true excellent Yes
3] 9 11 old false true excellent Yes
= EXO+EXO'918 12 old false true oond Yos
13 old true false zood Yes
=0.551 14 old true lalse excellent Yes
15 old false talse fair No
5 3) 5
entropy,, (D) = ——xentropy(D,) — —xentropy(D,) — — x entropy(D;)
15 15 15
5 5 3)
=—x0.971+—x0971+—x0.722
15 15 15
—0.888

0083

0.55]

GOS8

0.420

0.324

363

<«
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We build the final tree

| {hwn house? |

False

!

frue
4

Yes |

Has job? |

[ O/ 0]
mc
-

Yes

[5/5]

42
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" Avoid overfitting in classification

* Overtfitting: A tree may overtfit the training data
® Good accuracy on training data but poor on test data
* Symptoms: tree too deep and too many branches, some may reflect
anomalies due to noise or outliers
® Trade-off full consistency for compactness

Larger decision trees can be more consistent

Smaller decision trees generalize better

e Two approaches to avoid overfitting

® Pre-pruning: Halt tree construction early

Difficult to decide because we do not know what may happen subsequently if
we keep growing the tree.

® Post-pruning: Remove branches or sub-trees from a “fully grown”
tree.

This method is commonly used. C4.5 uses a statistical method to estimates
the errors at each node for pruning.

A validation set may be used for pruning as well.
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Performance Evaluation
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Evaluating classification methods

e Predictive accuracy
Number of correct classifications
Accuracy = ————o—o——
['otal number ot test cases
o Efficiency

® time to construct the model
® time to use the model

® Robustness: handling noise and missing values
° Scalability: efficiency in disk-resident databases

® Interpretability:
® understandable and insight provided by the model

* Compactness of the model: size of the tree, or the number of rules.

@
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Evaluation methods

e Holdout set: The available data set D is divided into two
disjoint subsets,
® the training set D, (for learning a model)

® the test set D, (for testing the model)

* Important: training set should not be used in testing and the
test set should not be used in learning.

® [Unseen test set provides a unbiased estimate of accuracy.

® The test set is also called the holdout set. (the examples in the
original data set D are all labeled with classes.)

® This method is mainly used when the data set D is large.

47
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Evaluation methods (cont...)

e n-fold cross-validation: The available data is partitioned into n

equal—size disjoint subsets.

e Use each subset as the test set and combine the rest n-1 subsets as

the training set to learn a classifier.
® The procedure is run n times, which give n accuracies.

® The final estimated accuracy of learning is the average of the n

accuracies.
e 10-fold and 5-fold cross-validations are commonly used.

® This method is used when the available data is not large.
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Evaluation methods (cont...)

e Leave-one-out cross-validation: This method is used when

the data set is very small.
® Jtisa special case of cross-validation

e Each fold of the cross validation has only a single test example

and all the rest of the data is used in training,

® If the original data has m examples, this is m-fold cross-validation

49
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Evaluation methods (cont...)

e Validation set: the available data is divided into three subsets,
® a training set,
® 3 validation set and
® a test set.

* A validation set is used frequently for estimating parameters in
learning algorithms.

® In such cases, the values that give the best accuracy on the
validation set are used as the final parameter values.

® Cross-validation can be used for parameter estimating as well.




Classification measures

® Accuracy is only one measure (error = l-accuracy).
* Accuracy is not suitable in some applications.

® In text mining, we may only be interested in the documents of a
particular topic, which are only a small portion of a big
document collection.

® In classification involving skewed or highly imbalanced data, e.g.,
network intrusion and financial fraud detections, we are
interested only in the minority class.
® High accuracy does not mean any intrusion is detected.

® E.g., 1% intrusion. Achieve 99% accuracy by doing nothing.

® The class of interest is commonly called the positive class, and
the rest negative classes.

o1




Precision and recall measures

® Used in information retrieval and text classification.

® We use a confusion matrix to introduce them.

Classihed Positive Classihed .‘iu;__':uix o
Actual Positive P FI
Actual Megative P TN

where

TP the number of correct classilications ol the positive examples (true
positive).

FNthe number of incorrect classilications of positive examples (Talse
negative ).

FPOthe number ol mcorrect classihications of negative examples (False
positive ), and

PN the number ol correct classilicatons ol negative examples (true

negative ).
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Precision and recall measures (cont...)

Classihied Positive Classihied Negative
Actual Positive P N
Actual Negative PP TN
TP TP
p = : = :
TP + FP TP + FN

Precision pis the number of correctly classified positive
examples divided by the total number of examples that are
classified as positive.

Recall ris the number of correctly classified positive
examples divided by the total number of actual positive
examples in the test set.
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An example

Clas=ihied Positive Classihed Hu-__'-am %
Actual Positive I L
Actual Meoative (l | (3]

® This confusion matrix gives
® precision p = 100% and
® recallr = 1%
because we only classified one positive example correctly and no negative
examples wrongly.
® Note: precision and recall only measure classification on the

positive class.

<«




F,-value (also called F,-score)

® Jtis hard to compare two classifiers using two measures. F, score combines

precision and recall into one measure

2pr

F, =

P+ r

Fy-score 1s the harmome mean ol precision and recall,

-

h=T173
por

® The harmonic mean of two numbers tends to be closer to the smaller of the

two.

® For F,-value to be large, both p and r much be large.

N dEl»>




Supervised learning

Artificial Neural Networks
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Artificial neural networks:
Supervised learning

m Introduction, or how the brain works

m The neuron as a simple computing element

m The Perceptron

m Multilayer neural networks

m Accelerated learning in multilayer neural networks
m The Hopfield network

m Bidirectional associative memories (BAM)

B Summary
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Introduction, or how the brain works

- Machine learning involves adaptive mechanisms
that enable computers to learn from experience,
learn by example and learn by analogy.

- Learning capabilities can improve the performance
of an intelligent system over time.

- The most popular approache to machine learning is
artificial neural networks
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Artificial Neural Networks

m A neural network can be defined as a model of
reasoning based on the human brain. The brain
consists of a densely interconnected set of nerve
cells, or basic information-processing units, called
neurons.

m The human brain incorporates nearly 10 billion
neurons and 60 trillion connections, synapses,
between them. By using multiple neurons
simultaneously, the brain can perform its functions
much faster than the fastest computers in existence
today:.
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m Each neuron has a very simple structure, but an
army of such elements constitutes a tremendous
processing power.

= A neuron consists of a cell body, soma, a number of
fibers called dendrites, and a single long fiber
called the axon.




Biological neural network

Synapse
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m Our brain can be considered as a highly complex,
non-linear and parallel information-processing
system.

m Information is stored and processed in a neural
network simultaneously throughout the whole
network, rather than at specific locations. In other
words, In neural networks, both data and its
processing are global rather than local.

m Learning Is a fundamental and essential
characteristic of biological neural networks. The
ease with which they can learn led to attempts to
emulate a biological neural network In a computer.

&
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= An artificial neural network consists of a number of
very simple processors, also called neurons, which
are analogous to the biological neurons in the brain.

m The neurons are connected by weighted links
passing signals from one neuron to another.

m The output signal iIs transmitted through the
neuron’s outgoing connection. The outgoing
connection splits into a number of branches that
transmit the same signal. The outgoing branches
terminate at the incoming connections of other
neurons in the network.
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Architecture of a typical artificial neural network
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Analogy between biological and
artificial neural networks

Biological Neural Network

Artificial Neural Network

Soma

Neuron

Dendrite Input
Axon Output
Synapse Weight
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The neuron as a simple computing element

Diagram of a neuron

Input Signals

Weights

X1

X2

(v

(v

ol

Y

Output Signals

Y

> Y

N

~
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= The neuron computes the weighted sum of the input
signals and compares the result with a threshold
value, 0. If the net input is less than the threshold,
the neuron output is —1. But if the net input Is greater
than or equal to the threshold, the neuron becomes
activated and Its output attains a value +1.

m The neuron uses the following transfer or activation

function:
n +1, if X >0
X = ZXiWi Y =< i
i -1 1f X<6
m This type of activation function Is called a sign
function.

\_ J




Activation functions of a neuron

Step function

Ya
+1 .

(1 if X >0
0,if X <0

v Step _

Sign function
Y s
+1 o
>
0 X
— 1

Ysign_{u,ifxzo

-11f X <0

Sigmoid function

Y a
tl ]

L,

0 X

1 -

y Sigmoid _ 1
1+e

X

Linear function




Can a single neuron learn a task?

m In 1958, Frank Rosenblatt introduced a training
algorithm that provided the first procedure for
training a simple ANN: a perceptron.

m The perceptron Is the simplest form of a neural
network. It consists of a single neuron with
aajustable synaptic weights and a hard limiter.




Single-layer two-input perceptron

Inputs

X1 Linear Hard
\A@ Combiner Limiter
\ Output
/v®—’ " Y
() t
7 6

Threshold

X2




The Perceptron

m The operation of Rosenblatt’s perceptron 1s based

ont
MOC

haro

limiter.

ne McCulloch and Pitts neuron model. The
el consists of a linear combiner followed by a

m The weighted sum of the inputs is applied to the
hard limiter, which produces an output equal to +1
If Its Input is positive and —1 If it Is negative.
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m The aim of the perceptron is to classify inputs,
Xy, X, . . ., X, INt0 one of two classes, say
A, and A,.

m In the case of an elementary perceptron, the n-
dimensional space is divided by a /yperplane into

two decision regions. The hyperplane is defined by
the /inearly separable function:

n
D xiw; -6 =0
i=1




Linear separability in the perceptrons

~

X2A

AN

X{W1 + XoWoy — 0 =0 /XL Xq1W1 + XoWo + XgW3 —0 =0

(a) Two-input perceptron. (b) Three-input perceptron.
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How does the perceptron learn its classification
tasks?

- This Is done by making small adjustments in the
weights to reduce the difference between the actual
and desired outputs of the perceptron.

- The Initial weights are randomly assigned, usually
In the range [-0.5, 0.5], and then updated to obtain
the output consistent with the training examples.
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m |f at iteration p, the actual output is Y{(p) and the
desired output Is Y,(p), then the error Is given by:

e(p)=Yq(P)-Y(P) | where p=1,2,3,...

Iteration p here refers to the pth training example
presented to the perceptron.

m |f the error, &(p), IS positive, we need to Increase
perceptron output Y{p), but If it Is negative, we
need to decrease Y(p).




The perceptron learning rule

Wi (p+1) =w;(p)+a-Xx(p)-e(p)

where p=1, 2,3, ...
o IS the learning rate, a positive constant less than
unity.

The perceptron learning rule was first proposed by
Rosenblatt in 1960. Using this rule we can derive
the perceptron training algorithm for classification
tasks.




Perceptron’s tarining algorithm

Step 1: Initialisation
Set initial weights w;, ws,..., w,and threshold 6
to random numbers In the range [-0.5, 0.5].

If the error, &p), Is positive, we need to increase
perceptron output Y{p), but If It Is negative, we
need to decrease Y(p).
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Perceptron’s tarining algorithm (continued)

Step 2: Activation
Activate the perceptron by applying inputs x;(p),
X(p),..., x(p) and desired output Y, ().
Calculate the actual output at iteration p=1

Y (p) =step| > x;(p) w; (p)—6
1=1

where 771s the number of the perceptron inputs,
and sfep Is a step activation function.




Perceptron’s tarining algorithm (continued) A

Step 3: Weight training
Update the weights of the perceptron

W, (p+1) =w (p) +Aw, (p)

where Aw, (p) IS the welight correction at iteration p.

The weight correction is computed by the delta
rule:

Aw; (p) = % (p)-e(p)

Step 4: Iteration
Increase iteration p by one, go back to Step 2and
repeat the process until convergence.

\— _/




@xample of perceptron learning: the logical operation AND

Inputs | Desired Initial Actual | Error Final
Epoch output weights output weights
X1 | X2 Yq W1 Wo Y € W3 Wy
1 0|0 0 03 |-0.1 0 0 03 |-0.1
0 |1 0 03 [-01 0 0 03 |-0.1
110 0 03 |-0.1 1 -1 0.2 |-0.1
1 (1 1 02 |-0.1 0 1 03 | 0.0
2 0|0 0 03| 0.0 0 0 03| 00
0 |1 0 03| 0.0 0 0 03| 0.0
1|0 0 03 | 0.0 1 -1 02 | 00
1 (1 1 02 | 0.0 1 0 02| 00
3 0|0 0 021 00 0 0 02| 00
0 |1 0 02| 00 0 0 02| 0.0
1 ({0 0 02| 00 1 -1 01| 00
1 (1 1 01| 00 0 1 02| 01
4 0|0 0 02 | 01 0 0 02 | 01
0 |1 0 02| 01 0 0 02 | 01
1|0 0 02| 01 1 -1 01| 01
111 1 01| 01 1 0 01 01
S 0|0 0 01| 01 0 0 01| 01
0 |1 0 01| 01 0 0 01| 01
1|0 0 01| 01 0 0 01| 01
1 (1 1 01| 01 1 0 01| 01
Threshold: 6 = 0.2; learning rate: o= 0.1
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Two-dimensional plots of basic logical operations

N

Xo A X2 a Xo A

10 \10T 1 Q—I
X X
O O 1 cz\ >1 o)

X1
0 1 N\ 0 & o 1
(a) AND (X1 M X5) (b) OR (X1 W Xp) (c) Exclusive-OR
(X1 ® X2)
A perceptron can learn the operations AND and
OR, but not Exclusive-OR.
\_ /




Multilayer neural networks

= A multilayer perceptron is a feedforward neural
network with one or more hidden layers.

m The network consists of an input layer of source
neurons, at least one middle or hidden layer of
computational neurons, and an output layer of
computational neurons.

m The Input signals are propagated in a forward
direction on a layer-by-layer basis.
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Multilayer perceptron with two hidden layers

Input Signals

T

i
7
2

® =
PSS KA o &
.)6"’.”: 7o N =
'ﬂ\.',\'/"" 2
i /’= O\ 5
First Second O——
Input hidden hidden Output
layer layer layer layer

~




What does the middle layer hide?

m A hidden layer “hides” its desired output.
Neurons in the hidden layer cannot be observed
through the input/output behaviour of the network.
There 1s no obvious way to know what the desired
output of the hidden layer should be.

m Commercial ANNSs Incorporate three and
sometimes four layers, including one or two
hidden layers. Each layer can contain from 10 to
1000 neurons. Experimental neural networks may
have five or even six layers, including three or
four hidden layers, and utilise millions of neurons.
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Back-propagation neural network

m Learning In a multilayer network proceeds the
same way as for a perceptron.

m Atraining set of input patterns Is presented to the
network.

m The network computes Its output pattern, and If
there Is an error — or In other words a difference
between actual and desired output patterns — the
welghts are adjusted to reduce this error.




4 )

m |n a back-propagation neural network, the learning
algorithm has two phases.

m First, a training Input pattern Is presented to the
network input layer. The network propagates the
Input pattern from layer to layer until the output
pattern is generated by the output layer.

m |f this pattern is different from the desired output,
an error Is calculated and then propagated
backwards through the network from the output
layer to the input layer. The weights are modified
as the error Is propagated.




Three-layer back-propagation neural network A

Input signals

Input Hidden Output
layer layer layer

< Error signals
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The back-propagation training algorithm

Step 1: Initialisation
Set all the weights and threshold levels of the
network to random numbers uniformly
distributed Inside a small range:

where F;1s the total number of inputs of neuron /
In the network. The weight initialisation is done
on a neuron-by-neuron basis.
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Step 2: Activation

Activate the back-propagation neural network by
applying inputs x,(0), x%(p),..., x(p) and desired

outputs V,1(0), Vuo(0),--., Y D).

(a) Calculate the actual outputs of the neurons In

the hidden layer:

yj(p) =sigmoid| > x; (p)-w;;(p)—96;
-1

where 771s the number of inputs of neuron /in the
hidden layer, and sigmoid is the sigmoid activation

function.
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Step 2: Activation (continued)

() Calculate the actual outputs of the neurons in
the output layer:

m
Yk (p) = sigmoid| > X (p)- Wiy (p) — O
=1

where /77is the number of Inputs of neuron kin the
output layer.




(Step 3: Weight training

Update the weights in the back-propagation network
propagating backward the errors associated with
output neurons.

(a) Calculate the error gradient for the neurons in the
output layer:

Sk (P) =Yk (P)-1- Yk (P)]-ex (p)
where |ex(P)=Yqk(P)—Yx(p)

Calculate the weight corrections:
AW (p)=a-y;(p)- 6k (p)
Update the weights at the output neurons:
Wik (P+1) =wjx (p) +Awj, (p)
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Step 3: Weight training (continued)

(b) Calculate the error gradient for the neurons in
the hidden layer:

I
5i(P)=Yyj(P)-[1-y;(P)]- D 6k (P) Wik (p)
k=1

Calculate the weight corrections:
Awij(p) =a- X% (p)-J;(P)
Update the weights at the hidden neurons:

Wij (P +1) = w;j (p) + Aw;j (P)




Step 4: lteration

Increase Iteration p by one, go back to Step 2and

repeat the process until the selected error criterion
IS satisfied.

As an example, we may consider the three-layer
back-propagation network. Suppose that the
network is required to perform logical operation
Exclusive-OR. Recall that a single-layer
perceptron could not do this operation. Now we
will apply the three-layer net.




Three-layer network for solving the
Exclusive-OR operation

-1
W13
X —1
\\54’ y5
Xg ——» 2 >
W24
Input 04 Output
layer layer
-1

Hidden layer




4 )

m The effect of the threshold applied to a neuron in the
hidden or output layer is represented by its weight, 0,
connected to a fixed input equal to —1.

m The initial weights and threshold levels are set
randomly as follows:
W3 = 0.5, Wy = 0.9, Wy = 0.4, Wy, = 1.0, was = -1.2,
w,:=11,0;,=0.8,0,=-0.1and 6. =0.3.




4 )
m \We consider a training set where inputs x; and x, are

equal to 1 and desired output y, Is 0. The actual
outputs of neurons 3 and 4 In the hidden layer are
calculated as

y3 = sigmoid (X{Wy3 + XoWp3 —03) =1/ [1+ e_(1'0'5+1'0'4_1'0'8)_ =0.5250

Y4 = Sigmoid (xqWig + XoWos —04) = 1/[1+ g~ (109HLOHO | — 0.8508

= Now the actual output of neuron 5 in the output layer
IS determined as:

—(—0.52501.2+0.88081.1—1-0.3)] —0.5097

Y = sigmoid (y3was + YaWas —05) =1/| 1+

m Thus, the following error is obtained:
e =Yy 5— Y5 =0-0.5097 = -0.5097
\_ J




4 )

m The next step Is weight training. To update the
welights and threshold levels in our network, we

propagate the error, ¢, from the output layer

packward to the input layer.

m First, we calculate the error gradient for neuron 5 in
the output layer:

S5 = Vs (1— Y= ) e=0.5097 - (1 0.5097) - (—0.5097) = —0.1274

m Then we determine the weight corrections assuming
that the learning rate parameter, o, Is equal to 0.1
AW35 =a-Y3- 55 =0.1-0.5250- (—01274) =-0.0067
AW45 =a-Yyq- 55 =(0.1-0.8808- (—01274) =-0.0112

AOs = - (<1)- 5 = 0.1-(-1) - (-0.1274) = —0.0127
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m Next we calculate the error gradients for neurons 3

and 4 in the hidden layer:

53 = Ya(l—y3)- 55 - Was = 0.5250- (1—0.5250) - (—0.1274) - (—1.2) = 0.0381
54 =Yz (1— y4) . 55 *Wyg = 0.8808- (1—08808) . ( —0.127 4) -1.1=-0.0147

= \We then determine the weight corrections:

AWys = - X - 55 = 0.1-1-0.0381 = 0.0038

AWos = - Xy - 5 = 0.1-1-0.0381 = 0.0038

Ay = a-(~1)- S5 = 0.1-(~1)-0.0381 = —0.0038
AWz = - %4 - 54 =0.1-1-(~0.0147) = —0.0015
AW24 =Xy - 54 =0.1-1. (—00147) =—0.0015
A0, = - (=1)- 5,4 =0.1-(~1) - (=0.0147) = 0.0015

N




4 .
m At last, we update all weights and threshold:

W3 = W3 +Aumi; =0.5+0.0038 = 0.5038
Wig = MWy + Ay =0.9-0.0015 =0.8985

Woy = Whg + Aty = 0.4+ 0.0038 = 0.4038
Woy = Woy + Aoy =1.0—0.0015 = 0.9985
Was = Was + Angs = —1.2-0.0067 = —1.2067
Wys = Wys + Anys =1.1-0.0112 =1.0888

0, ="0,+A6,=0.8-0.0038 = 0.7962
6,=0,+A06, =-0.1+0.0015 = —0.0985

05 =0 +AB; =0.3+0.0127 = 0.3127

m The training process Is repeated until the sum of
squared errors Is less than 0.001.

\




_earning curve for operation Exclusive-OR

Sum-Squared Network Error for 224 Epochs

Sum-Squared Error

0 50 100 150 200
Epoch
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Final results of three-layer network learning

~

Inputs | Desired Actual Error sum of
output output sguared
X1 | X2 Yd Ve e errors
1 11 0 0.0155 —0.0155 0.0010
0 |1 1 0.9849 0.0151
110 1 0.9649 0.0151
0 |0 0 0.0175 —0.0175
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Network represented by McCulloch-Pitts model
for solving the Exclusive-OR operation

|
®

+1.5

+1.0

+1.0




Decision boundaries
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ary constructed by hidden neuron 4;
aries constructed by the complete

three-layer network
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Accelerated learning in multilayer

neural networks

= A multilayer network learns much faster when the
sigmoidal activation function is represented by a
nyperbolic tangent:

Ytanh _ za

—a
1+ e_bx

where @ and b are constants.

Suitable values for aand b are:
a=1.716 and b= 0.667
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Accelerated learning in multilayer

neural networks

m We also can accelerate training by including a
momentum term In the delta rule:

AW (p) = B-Awj (P—1) +a-Yi(P)- Ok (P)

where {3 Is a positive number (0 <3 < 1) called the
momentum constant. Typically, the momentum
constant Is set to 0.95.

This equation Is called the generalised delta rule.
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Learning with momentum for operation Exclusive-oa

Training for 126 Epochs
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_earning with adaptive learning rate

To accelerate the convergence and yet avoid the
danger of instability, we can apply two heuristics:

Heuristic 1

If the change of the sum of squared errors has the same
algebraic sign for several consequent epochs, then the
learning rate parameter, «, should be increased.

Heuristic 2

If the algebraic sign of the change of the sum of
squared errors alternates for several consequent

epochs, then the learning rate parameter, «, should be
decreased.

N




4 )

m Adapting the learning rate requires some changes
In the back-propagation algorithm.

m |f the sum of squared errors at the current epoch

exceeds the previous value by more than a
oredefined ratio (typically 1.04), the learning rate
parameter Is decreased (typically by multiplying
oy 0.7) and new weights and thresholds are
calculated.

m |f the error Is less than the previous one, the
learning rate Is increased (typically by multiplying
by 1.05).




Sum-Squared Error
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Learning with adaptive learning rate
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/Leaming with momentum and adaptive learning Fate

Training for 85 Epochs
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Accelerated learning in multilayer
neural networks

Back propagation using gradient descent often converges very slowly
or not at all.

On large-scale problems its success depends on user-specified learning
rate and momentum parameters.

Conjugate gradient algorithm is another approach to adjust weight
values using the gradient during the backward propagation of errors
through the network.

Conjugate gradient algorithm takes a more direct path to the optimal set
of weight values. Usually, conjugate gradient is significantly faster and
more robust than gradient descent. Conjugate gradient also does not
require the user to specify learning rate and momentum parameters.
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Accelerated learning in multilayer

neural networks

« The scaled conjugate gradient algorithm compute the optimal step size
In the search direction without having to perform the computationally
expensive line search used by the traditional conjugate gradient
algorithm.

« Tests performed by Moller show the scaled conjugate gradient
algorithm converging up to twice as fast as traditional conjugate
gradient and up to 20 times as fast as backpropagation using gradient
descent.

« Moller’s tests also showed that scaled conjugate gradient failed to
converge less often than traditional conjugate gradient or
backpropagation using gradient descent.
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Limiting network complexity

Number of hidden layers
— Given a sufficiently large number of hidden neurons, a two-layer MLP
can approximate any continuous function arbitrarily well

* The example below shows that a combination of four hidden neurons can
produce a “bump” at the output space of a two-layered MLP

* Alarge number of “bumps” can approximate any surface arbitrarily well

— Nonetheless, the addition of extra hidden layers may allow the MLP to
approximate more efficiently, i.e., with fewer weights [Bishop, 1995]

®
g

<o

\ [Bishop, 1995]
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Number of Hidden Layer

Network
structure

Type of

decision region

Solution to
exclusive-OR
problem

Classes with
meshed regions

Most general
decision surface
shapes

Single layer

©

Single @
/\ hyperplane
Two layers
Open or
closed @ @
convex
regions @ @
Three layers
Arbitrary O
(complexity @ @
limited by the
number of
nodes) @ @
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Limiting network complexity
Number of hidden neurons

— While the number of inputs and outputs are dictated by the problem, the
number of hidden units Ny is not related so explicitly to the application
domain

* Ny determines the degrees of freedom or expressive power of the model

» A small Ny may not be sufficient to model complex /O mappings

* Alarge Ny may overfit the training data and prevent the network from
generalizing to new examples

— Despite a number of “rules of thumb” published in the literature, a-priori
determination of an appropriate Ny is an unsolved problem

* The “optimal” Ny depends on multiple factors, including number of examples,

level of noise in the training set, complexity of the classification problem,
number of inputs and outputs, activation functions and training algorithm.

* In practice, several MLPs are trained and evaluated in order to determine an
appropriate N
— A number of adaptive approaches have also been proposed

* Constructive approaches start with a small network and incrementally add
hidden neurons (e.g., cascade correlation),

* Pruning approaches, which start with a relatively large network and
\_ incrementally remove weights (e.g., optimal brain damage)
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Tricks of the trade

Weight decay

— To prevent the weights from growing too large (a sign of over-training)
it is convenient to add a decay term of the form

win+1)=0-¢e)w(n)

* Weights that are not needed eventually decay to zero, whereas necessary
weights are continuously updated by back-prop

— Weight decay is a simple form of regularization, which encourages
smoother network mappings [Bishop, 1995]

Early stopping
— Early stopping can be used to prevent the MLP from over-fitting the
training set
— The stopping point may be determined by monitoring the sum-
squared-error of the MLP on a validation set during training
Training with noise (jitter)

— Training with noise prevents the MLP from approximating the training
set too closely, which leads to improved generalization
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Tricks of the trade

Activation function

— An MLP trained with backprop will generally train faster if the activation
function is anti-symmetric: f(—x) = —f(x) (e.g., the hyperbolic tangent)

Target values

— Obviously, it is important that the target values are within the dynamic
range of the activation function, otherwise the neuron will be unable to
produce them

— In addition, it is recommended that the target values are not the
asymptotic values of the activation function; otherwise backprop will tend
to drive the neurons into saturation, slowing down the learning process

* The slope of the activation function, which is proportional to Aw, becomes
zero at +oo
Input normalization

— Input variables should be preprocessed so that their mean value is zero or
small compared to the variance

— Input variables should be uncorrelated (use PCA to accomplish this)

— Input variables should have the same variance (use Fukunaga’s whitening
transform)
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Tricks of the trade

Initial weights
— Initial random weights should be small to avoid driving the neurons into

saturation
* HO weights should be made larger than IH weights since they carry the back
propagated error
* If the initial HO weights are very small, the weight changes at the IH layer will
initially be very small, slowing the training process

Weight updates
— The derivation of backprop was based on one training example but, in
practice, the data set contains a large number of examples
— There are two basic approaches for updating the weights during training
* On-line training: weights are updated after presentation of each example

* Batch training: weights are updated after presentation of all the examples (we
store the Aw for each example, and add them up to the weight after all the

examples have been presented)
— Batch training is recommended
* Batch training uses the TRUE steepest descent direction

* On-line training achieves lower errors earlier in training but only because the
weights are updated n (# examples) times faster than in batch mode

* On-line training is sensitive to the ordering of examples




Support Vector
Machines
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Linear Classifiers
X

° denotes +1

° denotes -1

Any of these

would be fine..

..but which is
best?

> yest

fix,w,b) = sign(w. x - D)



Classifier Margin 1
X > f > yest

f(xw,b) = sign(w. x - D)
° denotes +1

Define the margin
of a linear
classifier as the
width that the
boundary could be
increased by
before hitting a
datapoint.

° denotes -1




Maximum Margin
X

° denotes +1

° denotes -1

f - yest

f(xw,b) = sign(w. x - b)

The maximum
margin linear
classifier is the
linear classifier
with the, um,
maximum margin.

This is the
simplest kind of
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Linear SVM




Maximum Margin
X

° denotes +1

° denotes -1

Support Vectors?” .
are those
datapoints that
the margin
pushes up
against

\ 4

> yest

Linear SVM

f(xw,b) = sign(w. x - D)

The maximum
margin linear
classifier is the
linear classifier
with the, um,
maximum margin.

This is the
simplest kind of
SVM (Called an



Estimate the Margin

® denotes +1
) denotes -1J

e What is the distance expression for a point x to a
line wx+b= 0?
\x w+b| |x: W+b‘

T T




Estimate the Margin

® denotes +1
) denotes -1J

Margin %

e What is the expression for margin?

X-w+b)

margin = mind(X) =min

xeD xeD \/Ziclz1 Wi2




Maximize Margin

°“denotes +1 J

denotes -1

Margin y/

|b+x-w

argmax min :
,b XiED 2
" \/Zizlwi

subjectto vx; € D:y; (X;-w+b)>0

e Min-max problem = game problem



Maximize Margin

“denotes +1 J

denotes -1 Lo WX +b =0
Margin / " argmax min b+ -w
- wh <D \/Z?zlwiz
/ subjectto vx; e D:y;(X;-w+b)>0
Strategy: ﬁ

argmin 3¢ w2
vx; eD: |b+x;-w|>1 w,b
subjectto Vx; e D:y; (X -w+b)>1



Maximum Margin Linear Classifier

* *y ) d 2
{W,b}= arg\;rvrgm D Wi

subject to
yl(vT/->?1+b)21
Yo (W-%, +b) =1

yn (W-Xy +b)>1

e How to solve it?
Quadratic Programming



Uh-oh! This is going to be a problem!
What should we do?

° denotes +1

° denotes -1




Support Vector Machine (SVM) for
Noisy Data

x * . d 2 N
{W,b}=min) = w +cd = &
wb,s <=1 )= * denotes +1

er)21_“"1"91 >0 > denotes -1

=<

—~
S|

XU

Balance the trade off between
margin and classification errors




Nonlinear SVM - Kernels

The concept of a kernel mapping function is very powerful. It allows
SVM models to perform separations even with very complex
boundaries such as shown below.

Separation may be easier in higher dimensions

L
® o
@)
. feat S
® ealure o
map
® Q
® @ rating
o yperplane

complex in low dimensions simple in higher dimensions



kernel mapping

e The Kernel Trick

e Many kernel mapping functions can be used —
probably an infinite number. But a few kernel
functions have been found to work well in for a
wide variety of applications. The default and
recommended kernel function is the Radial Basis
Function (RBF).



kernel mapping




Kernel Examples

e Polynomial

t Nonlvigseparatlon boundary
i O
(O Ciass1,y=+1
\ *u
O O .
\ O
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i, \O O b
N 3 Points misclassified by
@ 2 linear separation bound-
/ ary are textured
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Kernel Examples
Example: SVM with Polynomial of Degree 2

2
Kernel: K(Z.%) = [¥-%+1]

plot by Bell SVM applet




Nonlinear Kernel (II)

Example: SVM with RBF-Kernel

i : 2
Kemel: ]\();C,.,.%j) = exp(—l,%,—a)j,l /o ) plot by Bell SVM applet




SVM applications

SVMs were originally proposed by Boser, Guyon and Vapnik
in 1992 and gained increasing popularlty in late 1990s.

SVMs are currently among the best performers for a number
of classification tasks ranging from text to genomic data.

SVMs can be applied to complex data types beyond feature
vectors (e.g. graphs, sequences, relational data) by
designing kernel functions for such data.

SVM techniques have been extended to a number of tasks
such as regression [Vapnik et a/. '97], principal component
analysis [Scholkopf et al. "99], etc.

Most popular optimization algorithms for SVMs use
decomposition to hill-climb over a subset of g;§ at a time,
e.g. SMO [Platt '99] and [Joachims "99]

Tuning SVMs remains a black art: selecting a specific
kernel and parameters is usually done in a try-and-see
manner.
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Supervised learning vs. unsupervised learning

° Supervised learning: discover patterns in the data that relate data

attributes with a target (class) attribute.
® These patterns are then utilized to predict the values of the target

attribute in future data instances.

® Unsupervised learning: The data have no target attribute.

® We want to explore the data to find some intrinsic structures in
them.
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Clustering

Clustering is a technique for finding similarity groups in data,
called clusters. l.e.,

® it groups data instances that are similar to (near) each other in one cluster
and data instances that are very different (far away) from each other into
different clusters.

Clustering is often called an unsupervised learning task as no
class values denoting an a priori grouping of the data instances are
given, which is the case in supervised learning,

Due to historical reasons, clustering is often considered
synonymous with unsupervised learning.

® In fact, association rule mining is also unsupervised

This chapter focuses on clustering.
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An Illustration

® The data set has three natural groups of data points, i.e., 3 natural

clusters.
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What is clustering for?

® Let us see some real-life examples

® Example 1: groups people of similar sizes together to make
“small”, “medium” and “large™I-Shirts.
® Tailor-made for each person: too expensive
® One-size-fits-all: does not fit all.

® Example 2: In marketing, segment customers according to their
similarities

® Todo targeted marketing.
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What is clustering for? (cont...)

* Example 3: Given a collection of text documents, we want to
organize them according to their content similarities,

° To produce a topic hierarchy
® In fact, clustering is one of the most utilized data mining
techniques.

® It has a long history, and used in almost every field, e.g., medicine,
psychology, botany, sociology, biology, archeology, marketing,

insurance, libraries, etc.

® In recent years, due to the rapid increase of online documents, text
clustering becomes important.
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Aspects of clustering

o A clustering algorithm
® Partitional clustering
® Hierarchical clustering

* A distance (similarity, or dissimilarity) function
® Clustering quality

e Inter-clusters distance = maximized

e Intra-clusters distance = minimized

® The quality of a clustering result depends on the algorithm, the
distance function, and the application.
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K-means clustering

e K-meansis a partitional clustering algorithm

® Let the set of data points (or instances) D be

X, Xy, ..., X},
where x, = (x,, x5, ..., x,) is a vector in a real-valued space X C R,

and r is the number of attributes (dimensions) in the data.

® The k-means algorithm partitions the given data into k clusters.
® Each cluster has a cluster center, called centroid.

® kis specified by the user
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K-means algorithm

* Given k, the k-means algorithm works as follows:
1)Randomly choose k data points (seeds) to be the initial centroids,
cluster centers
2)Assign each data point to the closest centroid

3)Re-compute the centroids using the current cluster memberships.

4)If a convergence criterion is not met, go to 2).
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K-means algorithm - (cont ...)

]
2
3
J
3
§

]
8

Algorithm f-means(k, D)
Choose & data pomts as the mitial centroads (cluster centers)
repeal
for cach data pomt x & D do
compute the distance from X o each centroid.
ass1en X 1o the closest centrowd [/ a centrond represents a cluster
endfor
re-compute the centronds usmg the current cluster memberships
until the stopping criterion 1s met
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Stopping/convergence criterion

I. no (or minimum) re-assighments of data points to different
clusters,

2. no (or minimum) change of centroids, or

3. minimum decrease in the sum of squared error (SSE),

SSE = Zk;ZXEC,. dist(x,m)’
-

® (s the jth cluster, m is the centroid of cluster C, (the mean
vector of all the data points in C), and dist(x, m)) is the distance
between data point x and centroid m..
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An example

ftevation 1 (B, Cluster assignment
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(L) Re-compute centronds
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An example (cont...)

.'I e r
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a0 (B ) Cluster assignment
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An example distance function

The k-means algorithm can be vsed Tor any application data set where the
mean can be delined and computed. In the Euclidean space. the mean ol a
cluster s computed with:

m -— Yy 2)
ll'r_.' x;el;

where |C 15 the number of data pomts i cluster €. The distance [rom one
data pomt x; to a mean (centroid ) my 15 computed with

a:.lr.f.i:.fl[ir--nlj}=|1r- m | (3)

2 :
PG )

— iy 2 iy
—JI[.‘I.” M1 (X, — g,
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A disk version of k-means

® K-means can be implemented with data on disk
® In each iteration, it scans the data once.

® 35 the centroids can be computed incrementally

® It can be used to cluster large datasets that do not fit in main

memory
® We need to control the number of iterations
® In practice, a limited is set (< 50).

* Not the best method. There are other scale-up algorithms, e.g.,
BIRCH.
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A disk version of k-means (cont ...)

|
7
3
4
3

f

s

L

Y
|
| ]

Algorithm disk-i-means( &, /)

Choose & data poimnts as the imtial centrinds m ] . ...k
repeat
mmbahze s; =07 = 1, .. & s a vector wath all 075

mitialize ny =07 =1, ... &
for cach data pomt x € D do
Jo=arg min disi (X, m ik
;
assign x to the cluster .
§ 8 X
iy = 0y |
endfor

m; = 8. 0= 1A

|2 until the stopping criterion 15 met
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Strengths of k-means
* Strengths:

® Simple: easy to understand and to implement
* Efficient: Time complexity: O(tkn),

where n is the number of data points,

k is the number of clusters, and

t is the number of iterations.

® Since both k and ¢ are small. k-means is considered a linear algorithm.
e K-means is the most popular clustering algorithm.

* Note that: it terminates at a local optimum if SSE is used. The

global optimum is hard to tind due to complexity.
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Weaknesses of k-means

® The algorithm is only applicable if the mean is defined.
® For categorical data, k-mode - the centroid is represented by most
frequent values.

® The user needs to specify k.

® The algorithm is sensitive to outliers

® Qutliers are data points that are very far away from other data

points.

® Qutliers could be errors in the data recording or some special data

points with very different values.
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A~ VWEARNESSES O k-MeEans. 1o aear

with outliers

® One method is to remove some data points in the clustering
process that are much further away from the centroids than other
data points.
® To be safe, we may want to monitor these possible outliers over a few

iterations and then decide to remove them.

* Another method is to perform random sampling. Since in
sampling we only choose a small subset of the data points, the
chance of selecting an outlier is very small.

® Assign the rest of the data points to the clusters by distance or similarity

comparison, or classification
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® The algorithm is sensitive to initial seeds.

Weaknesses of k-means (co

) uﬂ
o o [+
Q D o

Q 0

LA Random selecthion of seeds (centronds )

nt...)

(B teration | [, Teration 2

dEl»>
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Weaknesses of k-means (cont ...)

e If we use different seeds: good results

1 | nu
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Weaknesses of k-means (cont ...)

® The k-means algorithm is not suitable for discovering clusters

that are not hyper-ellipsoids (or hyper-spheres).

(A0 Two natural clusters

(B A-means clusters

dEl»
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K-means summary

® Despite weaknesses, k-means is still the most popular algorithm
due to its simplicity, efficiency and
® other clustering algorithms have their own lists of weaknesses.

® No clear evidence that any other clustering algorithm performs
better in general

° although they may be more suitable for some specitic types of data
or applications.

© Comparing different clustering algorithms is a difficult task. No
one knows the correct clusters!
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Cluster Evaluation: hard problem

e The quality of a clustering is very hard to evaluate because

® We do not know the correct clusters

® Some methods are used:

® [User inspection

Study centroids, and spreads
Rules from a decision tree.

For text documents, one can read some documents in clusters.
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Cluster evaluation: ground truth

® We use some labeled data (for classification)
* Assumption: Each class is a cluster.

* After clustering, a confusion matrix is constructed. From the
matrix, we compute various measurements, entropy, purity,

precision, recall and F-score.

® Let the classes in the data D be C = (¢, ¢,, ..., ). The clustering
method produces k clusters, which divides D into k disjoint subsets,
D, D,,...,D,.
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Evaluation measures: Entropy

Entropy: For ¢ach cluster. we can measure its entropy as follows:

i
entropy( D, ) = Z Pri(e; log, Priic,). (29)
i=1

where Priic;) 15 the proportion ol class ¢; data pomnts in cluster ¢ or ;. The
total entropy ol the whole clustering (which considers all clusters) s

15|
[

i
ENIropy e D) = Z < entropy( D)) (30)
i=1




/
Evaluation measures: purity

Purity: This agam measures the extent that a cluster contans onlv one
class ol data. The purity of each cluster 15 computed with

puritv( D)) = m}l‘ai Pric;)) (31

The total purity of the whole clustering (considerme all clusters) s

s

i

PUrify (D) = < purity(1),) (32)

i=]

D
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An example

Example 14 Assume we have a text collection £ of 900 documents [rom
three topics (or three classes). Science. Sports. and Politics. Each class has
00 documents. Each document in 2 s labeled with one ol the topics
(classes) We use this collection o perform clusterimg o hind three clus-
lers. Note that class/topie labels are not used m clustering. Alter clustering.
we wanl o measure the ellectiveness ol the clusterimg algorithm.
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Cluster] Science | Sports | Politics Entropy | Purity
I 250 20 L (. 354 () 893

2 20 | & =il | 19% 0 (3

3 30 | (3] 210 |.257 | 0617
Total 300 300 300 L0310 | 0711
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A remark about ground truth evaluation

° Commonly used to compare different clustering algorithms.

® A real-life data set for clustering has no class labels.

® Thus although an algorithm may perform very well on some labeled data
sets, no guarantee that it will perform well on the actual application data
at hand.

® The fact that it performs well on some label data sets does give

us some confidence of the quality of the algorithm.

® This evaluation method is said to be based on external data or

information.
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Evaluation based on internal
information

* Intra-cluster cohesion (compactness):

® Cohesion measures how near the data points in a cluster are to the

cluster centroid.

® Sum of squared error (SSE) is a commonly used measure.

* Inter-cluster separation (isolation):

® Separation means that different cluster centroids should be far away

from one another.

® In most applications, expert judgments are still the key.
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Indirect evaluation

® In some applications, clustering is not the primary task, but used
to help perform another task.

e We can use the performance on the primary task to compare
clustering methods.

® For instance, in an application, the primary task is to provide
recommendations on book purchasing to online shoppers.

® If we can cluster books according to their features, we might be able to
provide better recommendations.

® We can evaluate different clustering algorithms based on how well they
help with the recommendation task.

® Here, we assume that the recommendation can be reliably evaluated.
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Chapter Summary

1earning is very important for agents to improve their decision-

making process

® unknown environments, changes, time constraints

most methods rely on inductive learning

® 5 function is approximated from sample input-output pairs
decision trees are useful for learning deterministic Boolean functions

neural networks consist of sirnple interconnected computational

elements

rnulti—layer feed-forward networks can learn any function

o provided they have enough units and time to learn




