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Review: What is Al?

Views of Al fall into four categories:

Thinking humanly Thinking rationally

Acting humanly Acting rationally

We will focus on "acting rationally"

Acting rationally: rational agent

J  Rational behavior: doing the right thing

J The right thing: which is expected fo maximize goal achievement,

given the available information.
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What is an Agent?

® in general, an entity that interacts with its environment
perception through sensors

actions through effectors or actuators

Sensors

Percepts

2

Environment

Agent

Actions 2//4

Effectors

“Autonomous agents are computational systems that inhabit some
complex dynamic environment, sense and act autonomously in this
environment, and by doing so realise a set of goals or tasks for which
they are designed”

a - (Pattie Maes, MIT Media Lab)

.
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Examples of Agents

* human agent
eyes, ears, skin, taste buds, etc. for sensors
hands, fingers, legs, mouth, etc. for actuators

* powered by muscles

® robot

camera, infrared, bumper, etc. for sensors
grippers, wheels, lights, speakers, etc. for actuators

* often powered by motors

e software agent
fllIlCtiODS asS SENSsors

* information provided as input to functions in the form of encoded bit strings

or symbols
functions as actuators

e results deliver the output

-,
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Agents and Their Actions

e a rational agent does “the right thing”

® the action that leads to the best outcome under the given
circumstances

e an agent function maps percept sequences to actions
® abstract mathematical description

 an @agent program is a concrete implementation of the respective
function

® it runs on a specific agent architecture (“plattorm”)

o problems:
® what is “ the right thing”
® how do you measure the “best outcome”
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Performance of Agents

® criteria for measuring the outcome and the expenses of the agent
® often subjective, but should be objective
® task dependent

® time may be important

® vacuum agent

® number of tiles cleaned during a certain period
based on the agent’s report, or validated by an objective authority
doesn’t consider expenses of the agent, side effects
* energy, noise, loss of useful objects, damaged furniture, scratched floor
might lead to unwanted activities

* agent re-cleans clean tiles, covers only part of the room, drops dirt on tiles

to have more tiles to clean, etc.
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Rational Agent

® selects the action that is expected to maximize its performance
® based on a performance measure

® depends on the percept sequence, background knowledge, and feasible actions

® 3 rational agent 1S not omniscient
® it doesn’t know the actual outcome of its actions

® it may not know certain aspects of its environment

® rationality takes into account the limitations of the agent
® percept sequence, background knowledge, feasible actions

® it deals with the eXpected outcome of actions

-,
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Environments

® determine to a large degree the interaction between the
“outside world” and the agent
® the “outside world” is not necessarily the “real world” as we

perceive it

it may be a real or virtual environment the agent lives in

® in many cases, environments are implemented within

computers

o they may or may not have a close correspondence to the “real

world”
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Environment Properties

° fully observable vs. partially observable
® sensors capture all relevant information from the environment

® deterministic vs. stochastic (non-deterministic)
° changes in the environment are predictable

* episodic vs. sequential (non-episodic)
* independent perceiving-acting episodes

® static vs. dynamic
® no changes while the agent is “thinking”

e discrete vs. continuous
® |imited number of distinct percepts/actions

° single VSs. multiple agents
® interaction and collaboration among agents
® competitive, cooperative

o
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Structure of Intelligent Agents

* Agent = Architecture + Program

e architecture
® operating platform of the agent

computer system, specific hardware, possibly OS functions

® pl‘ogram
® function that implements the mapping from percepts to actions

® live in artificial environments where computers and networks
provide the infrastructure

emphasis in this course is on the program aspect, not on the
architecture

(-
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PEAS Description

P used to evaluate how well an agent solves the
task at hand

E surroundings beyond the control of the agent

determine the actions the agent can perform

S provide information about the current state of the
environment
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PEAS: Taxi Driver Agent

- Example: Agent = Taxi driver

< Performance measure: Safe, fast, legal, comfortable trip,
maximize profits

< Environment: Roads, other traffic, pedestrians, customers
< Actuators: Steering wheel, accelerator, brake, signal, horn

< Sensors: Cameras, sonar, speedometer, GPS, odometer,
engine sensors, keyboard
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Agent Programs

® the emphasis in this course is on progsrams that specify the
P prog pecily

agent’s behavior through mappings from percepts to actions

® less on environment and goals

° agents receive one percept at a time

o they may or may not keep track of the percept sequence

® performance evaluation is often done by an outside authority,

not the agent
® more objective, less complicated

® can be integrated with the environment program

(-
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Skeleton Agent Program

® basic framework for an agent program

function SKELETON-AGENT (percept) returns action
static: memory

memory := UPDATE-MEMORY (memory, percept)
action := CHOOSE-BEST-ACTION (memory)
memory := UPDATE-MEMORY (memory, action)

return action

(-
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Look it up!

* simple way to specify a mapping from percepts to actions
® tables may become very iarge
® almost all work done by the designer

® no autonomy, all actions are predetermined

with well-designed and sufficiently complex tables, the agent may

appear autonomous to an observer, however

° learning might take a very long time

SO long that it is impractical

there are better iearning methods
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Table Agent Program

® agent program based on table lookup

function TABLE-DRIVEN-AGENT (percept) returns action

static:
table // indexed by percept sequences
// initially fully specified
action := LOOKUP (percepts, table)

return action

* Note:the storage of percepts requires writeable memory

(-
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Agent Program Types

e different ways of achieving the mapping from percepts to
actions

e different levels of complexity
* simple reflex agents

® model-based agents
keep track of the world
® goal-based agents
work towards a goal

° utility-based agents

® learning agents

(-
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Simple Reflex Agent

® instead of specitying individual mappings in an explicit table,
common Input-output associations are recorded
® requires processing of percepts to achieve some abstraction
® frequent method of specification is through condition-action rules
if percept then action

® efficient implementation, but limited power

environment must be fully observable

® Problems
® Table is still too big to generate and to store (e.g. taxi)
® Takes long time to build the table
® No knowledge of non-perceptual parts of the current state

* Not adaptive to changes in the environment; requires entire table to

@ be updated if Changes occur




"Reflex Agent Diagram

Sensors

N\

What the world is like now

[ Condition-action rules ]

\- What shOl;;d | do now
Agent -

Actuators




e
Reflex Agent Program

© application of simple rules to situations

function SIMPLE-REFLEX-AGENT (percept) returns
action

static: rules//set of condition-action rules

condition := INTERPRET-INPUT (percept)
rule := RULE-MATCH (condition, rules)
action := RULE-ACTION (rule)

return action

(-
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Model-Based Reflex Agent

® an internal state maintains important information from
previous percepts
® Sensors only provide a partial picture of the environment

o helps with some partially observable environments

® the internal states reflects the agent’s knowledge about the

world

® this knowledge is called a model

® may contain information about Changes in the world

caused by actions of the action

independent of the agent’s behavior




"Model-Based Reflex Agent Diagram
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Model-Based Reflex Agent Program

© application of simple rules to situations

function REFLEX-AGENT-WITH-STATE (percept) returns action

static: rules //set of condition-action rules
state //description of the current world state
action //most recent action, initially none
state := UPDATE-STATE (state, action, percept)
rule := RULE-MATCH (state, rules)
action := RULE-ACTION[rule]

return action

(-
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Goal-Based Agent

* the agent tries to reach a desirable state, the goal

® may be provided from the outside (user, designer, environment), or inherent

to the agent itself

® results of possible actions are considered with respect to the goal

® casy when the results can be related to the goal after each action

® in general, it can be difficult to attribute goal satisfaction results to individual

actions

® may require consideration of the future
what-if scenarios

search, reasoning or planning

* very flexible, but not very efficient

(-




/GoaI-Based Agent Diagram
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Utility-Based Agent

® more sophisticated distinction between different world states

LI utility function maps states onto a real number

may be interpreted as “degree of happiness”

® permits rational actions for more complex tasks
resolution of conflicts between goals (tradeoft)
multiple goals (likelihood of success, importance)

a utility function is necessary for rational behavior, but sometimes it is

not made explicit




: Utility-Based Agent Diagram

Sensors

[ State ]7 »| What the world is

like now

if | do an action

[ How the world evolves J/ What happens‘
[ What my actions do /

How happy will | be then

Id | do now

Utility |
Goals What shou
Actuators—




e
Learning Agent

® performance element
® selects actions based on percepts, internal state, background

knowledge

® can be one of the previously described agents

® learning element

e jdentifies improvements

® critic
¢ provides feedback about the performance of the agent
P P g
® can be external; sometimes part of the environment

© problem generator
® suggests actions

@ ® required for novel solutions (creativity




Learning Agent Diagram
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Chapter Summary

° agents perceive and act in an environment

® jdeal agents maximize their performance measure
® autonomous agents act independently

® basic agent types
* simple reflex
e reflex with state
® goal-based
® utility-based
® Learning

® some environments may make life harder for agents

® inaccessible, non-deterministic, non-episodic, dynamic,

@ continuous




