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Bitonic Sort
· Bitonic Sort as Merge Sort using array implementation.
· Main Idea: 
If we have an array that has a bitonic sequence, and bitonic sequence is the half of array is in ascending order and the other half is descending order.
· Java Code:
[image: D:\Desktop\DataStructure\bontic.PNG]

· Time Complexity:
· Best Case Performance: O(log(n)2)
· Worst Case Performance: O(log(n)2)
· Average Case Performance: O(log(n)2)
· Space Complexity:
· Worst Case Space Complexity: O(n log(n)2)
· It is not In-place. Which means it uses extra memory. Stable.
· Example:
Let’s take [11, 13, 16, 35, 15, 4, 3, 1] as an example:
The first 4 elements is in ascending order and the rest is in descending order
1. Compare the two sets:
[11, 4, 3, 1, 15, 13, 16, 35]
2. Compare the two sets every one as two sets:
 [3, 1, 11, 4, 15, 13, 16, 35]
3. Compare the two sets every two element:
[1, 3, 4, 11, 13, 15, 16, 35]
4. Final result, SORTED.


Comb Sort
· Comb sort improves shell sort. Which means it is using array implementation.
· Main Idea:
Is that depends on delete the small values around end of the array, which make bubble sort slower.
· Java Code:
[image: D:\Desktop\DataStructure\comb.PNG]
· Time Complexity:
·   Best Case performance: O(n)
·   Worst Case performance: O(n2)
·   Average Case performance:  O(n2)

· Space Complexity: 
Worst case space complexity: O(1)
· It is in-place. Does not need extra memory.
· Example: Let’s take the following array of names as an example:
[10, 5, 8, 22, 3, 0]
The next shows steps of sorting the array using comb sort:
1. Gap = 3// [10, 5, 8, 22, 3, 0]
2.  [10, 3, 8, 22, 5,  0]
3. [10, 3,  0, 22, 5, 8]
4. Gap = 2// [0, 3, 10, 22, 5, 8]
5. [0, 3, 10, 22, 5, 8]
6. [bookmark: _GoBack][0, 3, 5, 22, 10, 8]
7. [0, 3, 5, 8, 10, 22]
8. Gap = 1 // [0, 3, 5, 8, 10, 22]
9. Sorted :)

Cocktail Sort
· Cocktail sort improves bubble sort. That means it is using 
· Main Idea: 
Is that this sort is using bubble sorting in each direction as it pass in the array.
· Java Code: 
[image: D:\Desktop\DataStructure\cocktail.PNG]
· Time Complexity:
·  Best Case performance: O(n)
·   Worst Case performance: O(n2)
·   Average Case performance:  O(n2)
· Space Complexity: 
Worst case space complexity: O(1)
· It is in-place. Does not need extra memory.
· Example:
 Let’s take this set of numbers as (30, 20, 50, 40, 10) an example. Sorting it will take one pass of cocktail sort to become sorted, but if using an ascending bubble sort would take four passes. However one cocktail sort pass should be counted as two bubble sort passes. Which means that cocktail is faster than bubble sort. The following shows how it works with this example: 
1.  (20, 30, 50, 40, 10)
2.  (10, 20, 30, 50, 40)
3. (10, 20, 30, 40, 50)
4. Sorted.





Cycle Sort
· Cycle sort is using array implementation.
· Main Idea: is that permutation to be sorted can be factored into cycles, which is rotated to give a sorted result. Sort an array in place and return the number of writes.
· Java Code: [image: D:\Desktop\DataStructure\cycle.PNG]
· Time Complexity:
· Best Case Performance: O(n2)
· Worst Case Performance: O(n2)
· Average Case Performance: O(n2)
· Space Complexity: 
Worst case space complexity: 
· O(n) total
· O(1) auxiliary

· It is in-place. And unstable.
· Example:
Let’s take [11, 2, 6, 12, 8] as an example:
 [11, 2, 6, 11, 12]
[11, 2, 8, 11, 12]
[11, 6, 8, 11, 12]
[2, 6, 8, 11, 12]
[2, 6, 8, 11, 12]
Writes: 5


Gnome Sort
· Gnome sort called stupid sort at first but changed to gnome sort, it is similar to insertion sort with some differences.
· Main Idea:
Compare every two elements and insert the element in its right place.
· Java Code:
 [image: D:\Desktop\DataStructure\Gnome.PNG]
· Time Complexity:
· Best Case Performance: O(n)
· Worst Case Performance: O(n^2)
· Average Case Performance: O(n^2)
· Space Complexity: 
Worst case space complexity: O(1)
· It is in-place. Does not need extra memory.
· Example: take following array as an example [10, 5, 2, 9 ]. And to sort it see following:
1. [5, 10, 2, 9]
2. [5, 2, 10, 9]
3. [2, 5, 10, 9]
4. [2, 5, 9, 10]










Comparing All Method Sort:
	
	Worst time complexity
	Best time complexity
	Average  time complexity
	Worst space complexity

	Comb
	O(n2)
	O(n)
	O(n2)
	O(1)

	Cocktail
	O(n2)
	O(n)
	O(n2)
	O(1)

	Bitonic
	O(log(n)2)
	O(log(n)2)
	O(log(n)2)
	O(n log(n)2)

	Gnome
	O(n2)
	Ω(n)
	O(n^2)
	O(1)

	Cycle
	O(n2)
	O(n2)
	O(n2)
	O(n) total

	
	
	
	
	O(1) auxiliary




· The best time complexity is for Gnome and Cocktail Sorts.
· The best between them in the worst case is comb sort.
· As we know now the space complexity isn’t a case. It is very speed.
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bitonic_sort(up, X!
if len(x) <= 1.
return x

else
first - bitonic_sort(True, x[:len(x) / 2])
second - bitonic_sort(False, x[len(x) / 2:])
return bitonic_merge(up, first + second)

bitonic_merge(up. x):
# assume input x is bitonic, and sorted List is returned
if len(x) == 1:

return x

else
bitonic_compare(up, x)
first - bitonic_merge(up, x[:len(x) / 2])
second - bitonic_merge(up, x[len(x) / 2:])
return first + second

bitonic_compare(up, x

dist = Ten(x) / 2
for 1 in range(dist):
if (x[i] > X[ + dist])
x[1], x[1 + dist] = x[i + dist], x[i] #swap
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public static <E extends Comparable<? super E>> void sort(E[] input) {
int gap = input.length;
boolean swapped = true;
while (gap > 1 || swapped) {
if (gep > 1) {
gep = (int) (gap / 1.3);
¥

Swapped = false;
For (int i=0; i+ gap < input.length; ist) {

if (input[i].compareTo(input[i + gap]) > 0) {
Et = input[il;
input[i] = input[i + gapl;
input[i + gap] = t;
Suapped = true;
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public static void cocktailsort( int[] A ){

boolean swapped;
do {
suapped = false;
for (int i =0; ic= A.length - 2;i+4) {
iFA[1]>A[1+1]) {

//test whether the two elements are in the wrong order

int temp = A[i];
A[i] = A[i#1];
Ali+1]=tenp;
swapped = true;

1

b

if (1swapped) {
//we can exit the outer Loop here if no swaps occurred.
break;

for (int

iFAL1]>A[1+1]) {
int temp = A[];
A[i] = A[i#1];
Ali+1]=tenp;
swapped = true;

1
1
7/if no elements have been suapped, then the List is sorted
} while (swapped);
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static int cyclesort(int[] a) {
int writes = 0;

for (int cycleStart = 0 cycleStart < a.length - 1; cycleStarts+) {

b

int val = alcyclestart];

// count the number of values that are smaller than val
7/ since cyctestart
int pos = cyclestart;
for (int i = cycleStart + 1 1 < a.length; ivs)
if (ali] < val)
pos++;.

7/ there aren’t any
if (pos = cyclestart)
continue;

/7 skip duplicates
uhile (val == alpos])
pos+;

7/ put vaL into final position
int tnp = alpos];

alpos] = vel;

val = tmp;

writeses;

/7 repeat as Long as we can find values to swap
77 otherwise start new cycle
while (pos != cyclestart) {
pos = cyclestart;
for (int i = cycleStart + 1 1 < a.length; ivs)
if (ali] < val)
pos++;

while (val
pos+

alpos])

tnp = alpos];
alpos] = val;
val = tmp;
writes.

b

return urites;
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public static void gnomeSort(int[] a)

if (a[i-1] <= ali] ) {
P

3 else
int tnp = ali-1];
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