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What is Algebra? 
Al-Khwarizmi  850 – 780  (Baghdad)

Statements to describe relationships between things

Do you know any algebra ( ربج )? 

Developed an advanced arithmetical 
system with which they were able to do 
calculations in an algorithmic fashion.

The Compendious Book on 
Calculation by Completion 

and Balancing

Symbols and the rules for manipulating these symbols
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A structure abstracting the computation with the 
truth values false and true.

Used extensively in the simplification of logic Circuits

Boolean Algebra 

George	Boole
1815-1864,	
England	

Introduced by George Boole in his first book The 
Mathematical Analysis of Logic (1847),

Instead of elementary algebra where the values of the variables are
numbers, and the main operations are addition and multiplication, the
main operations of Boolean algebra are the conjunction (∧)
the disjunction (∨) and the negation not (¬).
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374 Chapter 6 Set Theory

52.H (A△ B)△C = A△ (B△C).

53.H Derive the set identity A ∪ (A ∩ B) = A from the
properties listed in Theorem 6.2.2(1)–(9). Start by show-
ing that for all subsets B of a universal set U , U ∪ B = U .
Then intersect both sides with A and deduce the identity.

54. Derive the set identity A ∩ (A ∪ B) = A from the prop-
erties listed in Theorem 6.2.2(1)–(9). Start by showing
that for all subsets B of a universal set U, ∅ = ∅ ∩ B.
Then take the union of both sides with A and deduce the
identity.

Answers for Test Yourself
1. make the left-hand side unequal to the right-hand side (Or: result in different values on the two sides of the equation) 2. cite one
of the properties from Theorem 6.2.2 (Or: give a reason) 3. exactly

6.4 Boolean Algebras, Russell’s Paradox, and the
Halting Problem
From the paradise created for us by Cantor, no one will drive us out.
— David Hilbert (1862–1943)

Table 6.4.1 summarizes the main features of the logical equivalences from Theorem 2.1.1
and the set properties from Theorem 6.2.2. Notice how similar the entries in the two
columns are.

Logical Equivalences Set Properties

For all statement variables p, q, and r : For all sets A, B, and C :

a. p ∨ q ≡ q ∨ p a. A ∪ B = B ∪ A

b. p ∧ q ≡ q ∧ p b. A ∩ B = B ∩ A

a. p ∧ (q ∧ r) ≡ p ∧ (q ∧ r) a. A ∪ (B ∪ C) ≡ A ∪ (B ∪ C)

b. p ∨ (q ∨ r) ≡ p ∨ (q ∨ r) b. A ∩ (B ∩ C) ≡ A ∩ (B ∩ C)

a. p ∧ (q ∨ r) ≡ (p ∧ q) ∨ (p ∧ r) a. A ∩ (B ∪ C) ≡ (A ∩ B) ∪ (A ∩ C)

b. p ∨ (q ∧ r) ≡ (p ∨ q) ∧ (p ∨ r) b. A ∪ (B ∩ C) ≡ (A ∪ B) ∩ (A ∪ C)

a. p ∨ c ≡ p a. A ∪ ∅ = A

b. p ∧ t ≡ p b. A ∩U = A

a. p∨ ∼p ≡ t a. A ∪ Ac = U

b. p∧ ∼p ≡ c b. A ∩ Ac = ∅

∼(∼p) ≡ p (Ac)c = A

a. p ∨ p ≡ p a. A ∪ A = A

b. p ∧ p ≡ p b. A ∩ A = A

a. p ∨ t ≡ t a. A ∪U = U

b. p ∧ c ≡ c b. A ∩ ∅ = ∅

a. ∼(p ∨ q) ≡∼p∧ ∼q a. (A ∪ B)c = Ac ∩ Bc

b. ∼(p ∧ q) ≡∼p∨ ∼q b. (A ∩ B)c = Ac ∪ Bc

a. p ∨ (p ∧ q) ≡ p a. A ∪ (A ∩ B) ≡ A

b. p ∧ (p ∨ q) ≡ p b. A ∩ (A ∪ B) ≡ A

a. ∼t ≡ c a. U c = ∅
b. ∼c ≡ t b. ∅c = U

Table 6.4.1

Copyright 2010 Cengage Learning. All Rights Reserved. May not be copied, scanned, or duplicated, in whole or in part. Due to electronic rights, some third party content may be suppressed from the eBook and/or eChapter(s). 
Editorial review has deemed that any suppressed content does not materially affect the overall learning experience. Cengage Learning reserves the right to remove additional content at any time if subsequent rights restrictions require it.

Compare

Both are special cases of the same general 
structure, known as a Boolean Algebra.
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If you let ∨ (or) correspond to ∪ (union), ∧ (and) correspond to ∩ (intersection),
t (a tautology) correspond to U (a universal set), c (a contradiction) correspond to ∅ (the
empty set), and ∼ (negation) correspond to c (complementation), then you can see that
the structure of the set of statement forms with operations ∨ and ∧ is essentially iden-
tical to the structure of the set of subsets of a universal set with operations ∪ and ∩. In
fact, both are special cases of the same general structure, known as a Boolean algebra.
The essential idea of a Boolean algebra was introduced by the self-taught English math-
ematician/logician George Boole in 1847 in a book entitled The Mathematical Analysis
of Logic. During the remainder of the nineteenth century, Boole and others amplified and
clarified the concept until it reached the form in which we use it today.

In this section we show how to derive the various properties associated with a Boolean
algebra from a set of just five axioms.

• Definition: Boolean Algebra

A Boolean algebra is a set B together with two operations, generally denoted +
and ·, such that for all a and b in B both a + b and a ·b are in B and the following
properties hold:

1. Commutative Laws: For all a and b in B,

(a) a + b = b + a and (b) a ·b = b ·a.

2. Associative Laws: For all a, b, and c in B,

(a) (a + b) + c = a + (b + c) and (b) (a ·b) ·c = a ·(b ·c).
3. Distributive Laws: For all a, b, and c in B,

(a) a + (b ·c) = (a + b) ·(a + c) and (b) a ·(b + c) = (a ·b) + (a ·c).
4. Identity Laws: There exist distinct elements 0 and 1 in B such that for all a in B,

(a) a + 0 = a and (b) a ·1 = a.

5. Complement Laws: For each a in B, there exists an element in B, denoted a and
called the complement or negation of a, such that

(a) a + a = 1 and (b) a ·a = 0.

In any Boolean algebra, the complement of each element is unique, the quantities
0 and 1 are unique, and identities analogous to those in Theorem 2.1.1 and Theorem
6.2.2 can be deduced.

Theorem 6.4.1 Properties of a Boolean Algebra

Let B be any Boolean algebra.

1. Uniqueness of the Complement Law: For all a and x in B, if a + x = 1 and
a ·x = 0 then x = a.

2. Uniqueness of 0 and 1: If there exists x in B such that a + x = a for all a in B,
then x = 0, and if there exists y in B such that a · y = a for all a in B, then y = 1.

3. Double Complement Law: For all a ∈ B, (a) = a.

continued on page 376
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4. Idempotent Law: For all a ∈ B,

(a) a + a = a and (b) a ·a = a.

5. Universal Bound Law: For all a ∈ B,

(a) a + 1 = 1 and (b) a ·0 = 0.

6. De Morgan’s Laws: For all a and b ∈ B,

(a) a + b = a ·b and (b) a ·b = a + b.

7. Absorption Laws: For all a and b ∈ B,

(a) (a + b) ·a = a and (b) (a ·b) + a = a.

8. Complements of 0 and 1:

(a) 0 = 1 and (b) 1 = 0.

Proof:

Part 1: Uniqueness of the Complement Law
Suppose a and x are particular, but arbitrarily chosen, elements of B that satisfy the
following hypothesis: a + x = 1 and a ·x = 0. Then

x = x ·1 because 1 is an identity for ·

= x ·(a + a) by the complement law for +

= x ·a + x ·a by the distributive law for · over +

= a ·x + x ·a by the commutative law for ·

= 0 + x ·a by hypothesis

= a ·a + x ·a by the complement law for ·

= (a ·a) + (a ·x) by the commutative law for ·

= a ·(a + x) by the distributive law for · over +

= a ·1 by hypothesis

= a because 1 is an identity for ·.

Proofs of the other parts of the theorem are discussed in the examples that follow
and in the exercises.

You may notice that all parts of the definition of a Boolean algebra and most parts of
Theorem 6.4.1 contain paired statements. For instance, the distributive laws state that for
all a, b, and c in B,

(a) a + (b ·c) = (a + b) ·(a + c) and (b) a ·(b + c) = (a ·b) + (a ·c),
and the identity laws state that for all a in B,

(a) a + 0 = a and (b) a ·1 = a.

Note that each of the paired statements can be obtained from the other by interchanging
all the + and · signs and interchanging 1 and 0. Such interchanges transform any Boolean
identity into its dual identity. It can be proved that the dual of any Boolean identity is also
an identity. This fact is often called the duality principle for a Boolean algebra.
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Proving of Boolean Algebra Properties 

Proof:
Suppose a and x are particular, but arbitrarily chosen, elements of B that satisfy 
the following hypothesis: a + x = 1 and a·x = 0. Then 

12,

Proving of Boolean Algebra Properties 

Suppose B is a Boolean algebra and a is any element of B. Then 

and 


