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 Element of Image Analysis 

 Segmentation Methods

 Edge Based Methods

 Thresholding

 Region Growing

 Split and Merge

 K-Means

 Mean Shift

 Spectral Clustering

 Active Contour

 ………



Element of Image Analysis 
3

Preprocess
Image acquisition, restoration, and enhancement

Intermediate process
Feature extraction & Image segmentation

High level process
Image interpretation and recognition



Fundamentals
4



Fundamentals
5



Fundamentals
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 Importance of Image Segmentation
 Image segmentation is used to separate an image into 

constituent parts based on some image attributes. Image 
segmentation is an important step in image analysis
1. Image segmentation reduces huge amount of unnecessary  data while 

retaining only importance data for image analysis 

2. Image segmentation converts bitmap data into better structured data 
which is easier to be interpreted



Fundamentals
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 Image Attributes for Image Segmentation 
1. Similarity properties of pixels inside the object are used to 

group pixels into the same set.
2. Discontinuity of pixel properties at the boundary between 

object and background is used to distinguish between pixels 
belonging to the object and those of background.

Discontinuity:
Intensity change

at boundary

Similarity:
Internal 

pixels share
the same 
intensity



Fundamentals
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Image Segmentation Techniques
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Edge Based Method
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 Edge detection techniques transform images to edge 
images using the changes of grey tones in the images.
 Edges are the sign of lack of continuity, and ending.
 Edges are local changes in the image intensity and Edges occur 

on the boundary between two regions.

 Edge Detection Methods
 Spatial Gradient Measurements on an image

 Roberts Detection
 Prewitt Detection
 Sobel Detection
 Canny 

 Edge Detection Soft Computer approaches
 Fuzzy Logic Based Approach
 Genetic Algorithm Approach
 Neural Network Approach
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Thresholding - Effect of Noise 
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Thresholding - Effect of Illumination
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An image can be expressed as

),(),(),( yxryxiyxf 

i(x,y) = illumination component
r(x,y) = reflectance component

Reflectance 
Function r(x,y)

Illumination 
Function i(x,y)

Histogram

Image histogram

f(x,y)



Thresholding - Effect of Illumination
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Global thresholding of nonuniform 
illumination image can cause huge
errors!

Histogram

Global threshold level

Nonuniform illumination
image

Global thresholding
result



Thresholding - Effect of Illumination
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Basic Global Thresholding
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Basic Global Thresholding
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Optimal Global Thresholding
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Otsu’s Optimal Global Thresholding
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Otsu’s Optimal Global Thresholding
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Otsu’s Optimal Global Thresholding
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Otsu’s Optimal Global Thresholding
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Optimal Global Thresholding
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Optimal Global Thresholding
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Enhancing Global Thresholding by Smoothing
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Effect of Relative Object Size on Thresholding
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Effect of Relative Object Size on Thresholding
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Effect of Relative Object Size on Thresholding
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Variable Thresholding
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Variable Thresholding
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Variable Thresholding
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Thresholding Summery
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 Advantages: 

 Simple to implement 

 Fast (especially if repeating on similar images)

 Good for some kinds of images (e.g., documents, 
controlled lighting)

 Disadvantages: 

 No guarantees of object coherency— may have holes, 
extraneous pixels, etc. (incomplete) 

 solution: post-processing with morphological operators



Other Thresholding/Binarization Techniques
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 Niblack’s method 

 local-variance-based method by Sauvola

 Local adaptive method proposed by Bernsen

 Entropy-based method By Kapur

 learning framework for the optimization of the 
binarization methods by Cheriet



Segmentation by Region Growing

What is a region?



Region-based approach



Region growing segmentation

seed growing final region



Segmentation by Region Growing
41



Segmentation by Region Growing
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seed pixel



Segmentation by Region Growing
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Segmentation by Region Growing
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 How to select the seeds ?

 Nature of problem

 Random

 Interactively

 How to select the similarity properties?

 Nature of problem and image type (color ,monochrome ..)

 Use statistical measures of local neighborhoods

 May incorporate pixel location



Segmentation by Region Growing
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Seed-based region growing  segmentation:
example

original

image

threshold:  
225~255

threshold:  
190~225

threshold = 255
returns multiple  
seeds

threshold:  
155~255

Problem: To isolate the strongest lightning region of the 
image on the right hand side without splitting it apart.
Solution: To choose the points having the highest gray-
scale value which is 255 as the seed points shown in the 
image immediately below.



Region growing segmentation:  advantages &
disadvantages



Comparison of histogram and region growing
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Region splitting and merging segmentation

original image             splitting & merging         thresholding seg.



Splitting & merging: data structures

RAG with adjacency relations (in  red) for big 

black region.



Splitting & merging segmentation algorithm

RAG with adjacency relations (in  red) for big 

black region.



Segmentation by Region Splitting and Merging
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Region Splitting



Segmentation by Region Splitting and Merging
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Merging



Region splitting: example

original image

split 1

split 2

split 3

In this example, the criterion of homogeneity is the 
variance of 1.



Segmentation by Region Splitting and Merging
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Segmentation by Region Splitting and Merging
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Clustering Based Segmentation Methods
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 What is Clustering?

 Organizing data into classes such that:

 High intra-class similarity

 Low inter-class similarity

 What is similarity ?

 Cluster by features

 Color

 Intensity

 Location

 Texture

 ….
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K-means

 Given a K, find a partition of K clusters to optimise

the chosen partitioning criterion (cost function)

o global optimum: exhaustively search all partitions

 The K-means algorithm: a heuristic method 

o K-means algorithm (MacQueen’67): each cluster is represented 

by the centre of the cluster and the algorithm converges to 

stable centriods of clusters.

o K-means algorithm is the simplest partitioning method for 

clustering analysis and widely used in data mining applications. 
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K-Means Clustering Algorithm

 Given the cluster number K, the K-means  algorithm 
is carried out in three steps after initialization:

Initialisation: set seed points (randomly)

1) Assign each object to the cluster of the nearest seed point 

measured with a specific distance metric

2) Compute new seed points as the centroids of the clusters of the 

current partition (the centroid is the centre, i.e., mean point, of 

the cluster)

3) Go back to Step 1), stop when no more new assignment (i.e., 

membership in each cluster no longer changes)
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An example

+
+
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An example (cont …)
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Stopping/convergence criterion 

1. no (or minimum) re-assignments of data points to 
different clusters, 

2. no (or minimum) change of centroids, or 

3. minimum decrease in the sum of squared error (SSE), 

 Ci is the jth cluster, mj is the centroid of cluster Cj (the 
mean vector of all the data points in Cj), and dist(x, mj) is 
the distance between data point x and centroid mj. 







k

j
C j

j

distSSE
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mx



K-means Image Segmentation - Example

An image (I) Three-cluster image (J) on 

gray values of I

Note that K-means result is “noisy”
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Strengths of k-means 

 Strengths: 
 Simple: easy to understand and to implement

 Efficient: Time complexity: O(tkn), 

where n is the number of data points, 

k is the number of clusters, and 

t is the number of iterations. 

 Since both k and t are small. k-means is considered a linear 
algorithm. 

 K-means is the most popular clustering algorithm.

 Note that: it terminates at a local optimum if SSE is used. 
The global optimum is hard to find due to complexity. 
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Weaknesses of k-means

 The algorithm is only applicable if the mean is 
defined. 

 For categorical data, k-mode - the centroid is 
represented by most frequent values. 

 The user needs to specify k.

 The algorithm is sensitive to outliers

 Outliers are data points that are very far away from 
other data points. 

 Outliers could be errors in the data recording or some 
special data points with very different values. 



Variations of the K-Means Method

 A few variants of the k-means which differ in
 Selection of the initial k means

Dissimilarity calculations

 Strategies to calculate cluster means

 k-modes

 K-Medoids

 Fuzzy C-Means Clustering



Mean-Shift Clustering/Segmentation

 Simple, like K-means

 But you don’t have to select K

 Statistical method

 Guaranteed to converge to a fixed number of clusters.

68



Mean-Shift Segmentation
69

 Mean-shift is a variant of an iterative steepest-ascent 
method to seek stationary points (i.e., peaks) in a 
density function, which is applicable in many areas of 
multi-dimensional data analysis.

 Attempts to find all possible cluster centers in feature 
space (unlike k-means, where there is a requirement to 
know the number of different clusters).

 The mean shift algorithm seeks modes or local maxima 
of density in the feature space



Mean-Shift Motivation

 Finding Modes in a Histogram
 How Many Modes Are There?

 Easy to see, hard to compute

70



What is Mean Shift ?

Non-parametric
Density Estimation

Non-parametric
Density GRADIENT Estimation 

(Mean Shift)

Data

Discrete PDF Representation

PDF Analysis

A tool for:
Finding modes in a set of data samples, manifesting an 

underlying probability density function (PDF) in RN



Density Estimation
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 What is the distribution that 
generated these points?

 Parametric model:

 Can express distr. With a few 
parameters (mean And 
variance)

 Limited in flexibility!



Non-parametric density estimation
73

 Focus on kernel density estimates, using the data to 
define the distribution

 Build distribution by putting a little mass of probability 
around each data-point



Mean-Shift Basics
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 Mean-Shift is a procedure for locating maxima of a 
density function given discrete data samples from that 
function.

 This is an iterative method, and we start with an initial 
estimation of x.

 Let a kernel function K(xi-x) be given, determining the 
weight of nearby points for re-estimation of the mean.

 The weighted mean of the density in the window 
determined by K



Kernel Density Estimation
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Kernel Density Estimation

Gradient
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Computing The Mean Shift

Yet another Kernel 
density estimation !

Simple Mean Shift procedure:
• Compute mean shift vector

•Translate the Kernel window by m(x)
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Intuitive Description

Distribution of identical billiard balls

Region of
interest

Center of
mass

Mean Shift
vector

Objective : Find the densest region
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Real Modality Analysis

Tessellate the space 
with windows

Run the procedure in parallel



Real Modality Analysis

The blue data points were traversed by the windows towards the mode



Mean-Shift Clustering
87

 Find features (color, gradients, texture, etc)

 The mean shift algorithm seeks modes of the given 
set of points

1. Choose kernel and bandwidth

2. For each point:

a) Center a window on that point

b) Compute the mean of the data in the search window

c) Center the search window at the new mean location

d) Repeat (b,c) until convergence

3. Assign points that lead to nearby modes to the same 
cluster



Clustering  - Example

Not all trajectories
in the attraction basin
reach the same mode

2D space 
representation

Final clusters



Discontinuity Preserving Smoothing

Feature space : Joint domain = spatial coordinates + color space
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Meaning : treat the image as data points in the spatial and gray level domain

Image Data
(slice)

Mean Shift
vectors

Smoothing
result



Discontinuity Preserving Smoothing

y

z
Flat regions induce the modes !



Discontinuity Preserving Smoothing - Example



Parameters of the Mean-Shift Clustering
92

 hs: spatial resolution parameter

 Affects the smoothing, connectivity of segments

 hr: range resolution parameter

 Affects the number of segments

 M: size of smallest segment

 Should be choosen based on size of noisy patches



Discontinuity Preserving Smoothing

The effect of 
window size
in spatial and
range spaces



Mean Shift Segmentation

Segment = Cluster, or Cluster of Clusters

Algorithm:
• Run Filtering (discontinuity preserving smoothing)
• Cluster the clusters which are closer than window size

Image Data
(slice)

Mean Shift
vectors

Segmentation
result

Smoothing
result



Mean Shift Segmentation - Example

when feature space is only 
gray levels…



Mean Shift Segmentation - Example



Mean shift pros and cons

 Pros
 Does not assume spherical clusters
 Just a single parameter (window size) 
 Finds variable number of modes
 Robust to outliers

 Cons
 Output depends on window size

 Inappropriate window size can cause modes to be merged, or generate 
additional “shallow” modes

 Use adaptive window size: CAMshift (Continuously Adaptive Meanshift)

 Computationally expensive
 Does not scale well with dimension of feature space

 When to use it
 Oversegmentatoin

 Multiple segmentations

 Tracking, clustering, filtering applications



Other Segmentation Techniques
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 Morphological Watersheds

 Graph-based methods (graph--‐cut, random walk)

 Shape-based methods (level set, active contours)

 Energy minimization methods (MRF,..)

 Machine Learning based methods


