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This course is about:




Architecture & Organization 1

e Architecture is those attributes visible to
the programmer

—Instruction set, number of bits used for data
representation, I/O mechanisms, addressing
techniques.

—e.g. Is there a multiply instruction?

e Organization is how features are
implemented

—Control signals, interfaces, memory
technology.

—e.g. Is there a hardware multiply unit or is it
done by repeated addition?



Architecture & Organization 2

o All Intel x86 family share the same basic
architecture

e The IBM System/370 family share the
same basic architecture

e This gives code compatibility
—At least backwards

e Organization differs between different
Versions



Structure & Function
e Structure is the way in which components
relate to each other

e Function is the operation of individual
components as part of the structure



Function

e All computer functions are:
—Data processing
—Data storage
—Data movement
—Control
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Operations (b) Storage
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Operation (c) Processing from/to storage
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Operation (d)
Processing from storage to 1/O0
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General Purpose Processor/Computer System Generations

Classified according to imglementation technologx:
e The First Generation, 1946-59: Vacuum Tubes, Relays,
Mercury Delay Lines:

— ENIAC (Electronic Numerical Integrator and Computer): First
electronic computer, 18000 vacuum tubes, 1500 relays, 5000
additions/sec (1944).

— First stored program computer: EDSAC (Electronic Delay Storage
Automatic Calculator), 1949.

e The Second Generation, 1959-64: Discrete Transistors.
— e.g. IBM Main frames

e The Third Generation, 1964-75: Small and Medium-
Scale Integrated (MSI) Circuits.
— e.g Main frames (IBM 360) , mini computers (DEC PDP-8, PDP-11).

e The Fourth Generation, 1975-Present: The
Microcomputer. VLSI-based Microprocessors (single-
chip processor)

— First microprocessor: Intel’s 4-bit 4004 (2300 transistors), 1970.
— Personal Computer (PCs), laptops, PDAs, servers, clusters ...
— Reduced Instruction Set Computer (RISC) 1984




The Von Neumann Computer Model

e Partitioning of the computing engine into components:
— Central Processing Unit (CPU): Control Unit (instruction
decode , sequencing of operations), Datapath (registers,

arithmetic and logic unit, buses).

— Memory: Instruction and operand storage.

— Input/Output (I/0) sub-system: I/0 bus, interfaces,
devices.

— The stored program concept: Instructions from an
instruction set are fetched from a common memory and
executed one at a time

Memory| s
(instructionf, Datapath
data) registers
ALU, buses Output
Computer SystemL___CPU /O Devices

Major CPU Performance Limitation: The Von Neumann computing model implies sequential
execution one instruction at a time



Generic CPU Machine Instruction

Execution Steps
|

Instruction Obtain instruction from program storage
Fetch

l

Instruction Determine required actions and instruction size
Decode

l

Operand Locate and obtain operand data
Fetch

y

Execute Compute result value or status

k|

Result
Store

l

Next

Instruction
I

Deposit results in storage for later use (if required)

Determine successor instruction




A Simplified View of The Software/Hardware
Hierarchical Layers

Hardware




How to Speak Computer

High Level Language temp = v[K];
Program v[K] = v[k+1];
v[k+1] = temp;
Compiler
lw $15, 0($2)
Assembly Language lw $16,  4($2)
Program sw $16, 0($2)
sw $15, 4(%2)
Assembler
1000110001100010000000000000000
Machine Language 1000110011110010000000000000100
Program 1010110011110010000000000000000

1010110001100010000000000000100
Machine Interpretation

Control Signal Spec

ALUOP[0:3] <= InstReg[9:11] & MASK

Need translation from application to physics



The Big (Simplified) Picture

Machine code

010000101010110110

Hig h‘level COde 101010101111010101

101001010101010001
W 101010101010100101
char *tmpfilename; 111100001010101001

int num_schedulers=0;

i i 000101010111101011
int num_request_submitters=0;

intij; A SS E M B L E R 010000000010000100
if ¢ = fopen(ii i 000010001000100011
if (/(f = fopen(filename,"r"

xbt_assert1(0,"Cannot open file %s" filename); 5 101001010010101011
} o 000101010010010101
while(fgets(buffer,256,0) { U 9® 010101010101010101

if (Istrncmp(buffer," SCHEDULER",9))
num_schedulers++; 101010101111010101

if (Istrncmp(buffer,"REQUESTSUBMITTER",16)) 101010101010100101

, num_request_submitters++; 111100001010101001

fclose(f);
tmpfilename = strdup("/tmp/jobsimulator_

sll $t4, $t0, 2

add $t4, $s0, $t4

1w $t5, 0($t3)

1w $t6, 0(S$t4)

slt $t2, $t5, $t6
beq $t2, $zero, endif
add $t0, $tl, $zero
s11 $t4, $t0, 2

add $t4, $s0, $t4

1w $t5, 0($t3)

Program counter register

CPU

ALU A i ]

Assembly code
s11l $t3, $t1, 2
add $t3, $s0, $t3

COMPILER

1w $t6, 0(S$t4)
slt $t2, $t5, $t6
beq $t2, $zero, endif

7 -




Hierarchy of Computer Architecture

igh-Level Canguage Programs

\ Assembly Language

Software 1 Application Programs
_ Operating
Machine Language System
e.g.
Program _ - // v BIOS (Basic Input/Output System)
| Compiler | | Flrmwarej/ .
Software/Hardware L L1 ____ |nstruction Set

Boundary Instr. Set Proc. | 1/O system ArCh'(tle;E;re

»

Datapath & Controi The ISA forms an abstraction layer

that sets the requirements for both
complier and CPU designers

[ Digital Design

>k : Microprogram
Hardware Circuit Design P
Layout
o Register Transfer
Logic Diagrams VLSI placement & routing No%ation (RTN)

Circuit Diagrams



Technology Change

e Technology changes rapidly
—HW
— Vacuum tubes: Electron emitting devices
— Transistors: On-off switches controlled by electricity

— Integrated Circuits( IC/ Chips): Combines thousands
of transistors

— Very Large-Scale Integration( VLSI): Combines

millions of transistors

- What next?

—SW

- Machine language: Zeros and ones

- Assembly language: Mnemonics

- High-Level Languages: English-like

— Artificial Intelligence languages: Functions & logic
predicates

— Object-Oriented Programming: Objects & operations
on objects



Moore’s Law: 2X transistors / “year”
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Moore’s Law

e Increased density of components on chip
e Gordon Moore - co-founder of Intel

e Number of transistors on a chip will double every
year

e Since 1970's development has slowed a little
— Number of transistors doubles every 18 months

e Cost of a chip has remained almost unchanged

e Higher packing density means shorter electrical
paths, giving higher performance

e Smaller size gives increased flexibility
e Reduced power and cooling requirements
e Fewer interconnections increases reliability



Tracking Technology Performance
Trends

e Drill down into 4 technologies:
—Disks,
—Memory,
—Network,
—Processors

e Compare for Bandwidth vs. Latency improvements
in performance over time

e Bandwidth: number of events per unit time

—E.qg., M bits / second over network, M bytes /
second from disk

e Latency: elapsed time for a single event

— E.g., one-way network delay in microseconds,
average disk access time in milliseconds



Disks: Archaic(Nostalgic) v.

Modern(Newfangled)

e CDC Wren I, 1983

e 3600 RPM

e 0.03 GBytes capacity
e Tracks/Inch: 800

e Bits/Inch: 9550

e Three 5.25" platters

e Bandwidth:
0.6 MBytes/sec

e Latency: 48.3 ms
e Cache: none

Seagate 373453, 2003

15000 RPM (4X)
73.4 GBytes (2500X)
Tracks/Inch: 64000 (80X)
Bits/Inch: 533,000 (60X)

Four 2.5" platters
(in 3.5” form factor)

Bandwidth:
86 MBytes/sec

Latency: 5.7 ms
Cache: 8 MBytes

(140X)
(8X)



Latency Lags Bandwidth (for last ~20

years)
10000
1000
Relative _
BW ’ Disk
Improve
ment
10
(Latency improvement
1 = Bandwidth improvement)

1 10 100

Relative Latency Improvement

e Performance Milestones

e Disk: 3600, 5400, 7200,
10000, 15000 RPM (s, 143x)

(latency = simple operation w/o contention
BW = best-case)



Memory: Archaic (Nostalgic) v. Modern (Newfangled)

e 1980 DRAM e 2000 Double Data Rate Synchr.
(asynchronous) (clocked) DRAM
e 0.06 Mbits/chip e 256.00 Mbits/chip  (4000X)

e 64,000 xtors, 35 mm2 ® 256,000,000 xtors, 204 mm?

e 16-bit data bus per * 64-bit data bus per

module, 16 pins/chip  DIMM, 66 pins/chip (4X)
e 13 Mbytes/sec e 1600 Mbytes/sec (120X)
e Latency: 225 ns e Latency: 52 ns (4X)
e (no block transfer) e Block transfers (page mode)



Latency Lags Bandwidth (last ~20

years)
+0000 e Performance Milestones
1000
Relative Memory .
Disk
Imls:/(\)/veloo r/ . .
ent e Memory Module: 16bit plain
DRAM, Page Mode DRAM,
0 32b, 64b, SDRAM,
DDR SDRAM (ax,120x)
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! (latency = S|mp‘ie operation w/o contention
1 10 100 BW = best-case)

Relative Latency Improvement



LANSs: Archaic (Nostalgic)v. Modern (Newfangled)

Ethernet 802.3

e Year of Standard:

Coaxial Cable: / Plasti

1978

10 Mbits/s
link speed

Latency: 3000 usec
Shared media
Coaxial cable

?_

¢ Covering
Braided outer conductor

H
—O/ Insulator
— Copper core

Ethernet 802.3ae

Year of Standard: 2003

10,000 Mbits/s (1000X)
link speed

Latency: 190 usec (15X)

Switched media
Category 5 copper wire

"Cat 5" Is 4 twisted pairs in bundle
Twisted Pair:

Copper, 1mm thick,
twisted to avoid antenna effect



Latency Lags Bandwidth (last ~20

years)
10000
e Performance Milestones
1000
Netw ork
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morove 1000Mb, 10000 Mb/s (16x1000%)
ment e Memory Module: 16bit plain
DRAM, Page Mode DRAM,
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10000, 15000 RPM (sx, 143%)
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CPUs: Archaic (Nostalgic) v. Modern (Newfangled)

e 1982 Intel 80286 e 2001 Intel Pentium 4

e 12.5 MHz e 1500 MHz (120X)
e 2 MIPS (peak) e 4500 MIPS (peak) (2250X)
e Latency 320 ns e Latency 15 ns (20X)

e 134,000 xtors, 47 mm?2 ¢ 42,000,000 xtors, 217

e 16-bit data bus, 68 pins mm?

e Microcode interpreter, © 64-bit data bus, 423 pins

separate FPU chip e 3-way superscalar,

e (no caches) [Edwi ks Dynamic translate to RISC,
nEag o E= R Superpipelined (22 stage),
dieerl  [EREEIESS S Out-of-Order execution

S =1 « On-chip 8KB Data caches,

&% | 96KB Instr. Trace cache,
| 256KB L2 cache




Logic and Memory Performance Gap
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Solutions

e Increase number of bits retrieved at one
time
—Make DRAM “wider” rather than “deeper”

e Change DRAM interface
—Cache

e Reduce frequency of memory access
—More complex cache and cache on chip

e Increase interconnection bandwidth
—High speed buses
—Hierarchy of buses



Rule of Thumb for Latency Lagging BW

e In the time that bandwidth doubles,
latency improves by no more than a factor
of 1.2to 1.4

(and capacity improves faster than bandwidth)

e Stated alternatively:
Bandwidth improves by more than the
square of the improvement in Latency



Improvements in Chip Organization and
Architecture

e Increase hardware speed of processor

—Fundamentally due to shrinking logic gate size

— More gates, packed more tightly, increasing clock
rate

- Propagation time for signals reduced

e Increase size and speed of caches
—Dedicating part of processor chip
— Cache access times drop significantly
e Change processor organization and
architecture
—Increase effective speed of execution
—Parallelism



