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Single Random Variables and Probability Distributions: Basic Concepts

Sample Space

Real Line

si

X(si)



Examples on Discrete Random Variables

• Example: The sample space for an experiment is S={-1, 0, 1, 5}. List all 
possible values of the following random variables:

• 𝑋 = 𝑠 − 1 2

• 𝑌 = 1 + 𝑠 + 𝑠2

• Solution: We note that the random variable is a real-valued function 
of the elements of the sample space.

• X assumes the values X = {4, 1, 0, 16}; (one to one mapping)

• Y assumes the values Y = {1, 3, 31}; (note that both -1 and 0 get 
mapped into 1)
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Examples on Discrete Random Variables

The random Variable is a 
mapping function X(s)

Sample Space

X(F) = 0 X(S) = 1



4

1 2 3

(S,F) (S,F) (S,F)

2*2*2=8 outcomes
Example: 

P(FFF)=0.25*0.25*0.25

Examples on Discrete Random Variables
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Examples on Discrete Random Variables

TT (0.25), TH(0.25)
HT(0.25), HH(0.25)
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Discrete and Continuous Random Variables

x
x - axis

X ≤ x

x1 x2

This is a general definition 
which  applies to discrete as 
well continuous distributions, 
as we shall see next.
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Discrete Random Variables and Distribution

x
x - axis

X ≤ x

x1 x2



Continuous Random Variables and Distribution

x - axis

xX ≤ x
x1 x2

x - axis



Cumulative Distribution Function of a Discrete Random Variable

𝑭𝑿 −𝟎. 𝟓 = 𝑷 𝑿 ≤ −𝟎. 𝟓 = 𝟎
𝑭𝑿 𝟎− = 𝑷 𝑿 ≤ 𝟎− = 𝟎
𝑭𝑿 𝟎+ = 𝑷 𝑿 ≤ 𝟎+ = 𝑷(𝑿 = 𝟎)
𝑭𝑿 𝟎. 𝟓 = 𝑷 𝑿 ≤ 𝟎. 𝟓 = 𝑷(𝑿 = 𝟎)
𝑭𝑿 𝟏+ = 𝑷 𝑿 ≤ 𝟏+ = 𝑷(𝑿 = 𝟎)+𝑷(𝑿 = 𝟏)

The pmf of a discrete 
random variable X is 
shown in the figure. 
Construct the cumulative 
distribution function 
defined as

𝑭𝑿 𝒙 = 𝑷 𝑿 ≤ 𝒙

This pmf was derived 
in the previous 
lecture. X is the 
number of successes 
in 3 trials where 
P(S)=0.75

0
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x

𝑭𝑿 𝒙 = 𝑷 𝑿 ≤ 𝒙

0

1

x

𝑭𝑿 𝒙 = න
−𝟏

𝒙

𝒇𝑿 𝒖 𝒅𝒖

0.5-0.5

𝑭𝑿 𝒙 = 𝟏, 𝒙 ≥ 𝟏

-1≤ 𝒙 ≤ 𝟏
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Examples on Discrete Random Variables

The pmf of a random variable X is as shown in the figure. For 
this distribution, we can compute a number of probabilities 
as:

• 𝑷 𝑿 ≤ 𝟎. 𝟓 = 𝑷 𝑿 = 𝟎 = 𝟎. 𝟒

• 𝑷 𝑿 ≤ 𝟐 = 𝑷 𝑿 = 𝟎 + 𝑷 𝑿 = 𝟏 + 𝑷 𝑿 = 𝟐 = 𝟎. 𝟗

• 𝑷 𝑿 < 𝟐 = 𝑷 𝑿 = 𝟎 + 𝑷 𝑿 = 𝟏 = 𝟎. 𝟕

• 𝑷 𝟏 ≤ 𝑿 ≤ 𝟐 = 𝑷 𝑿 = 𝟏 + 𝑷 𝑿 = 𝟐 = 𝟎. 𝟓

• 𝑷 𝟏 ≤ 𝑿 < 𝟐 = 𝑷 𝑿 = 𝟏 = 𝟎. 𝟑



Example on the Cumulative Distribution Function
• Example: Let X be a continuous random variable that has the following cumulative 

distribution function

• Find K so that F(x) is a valid cumulative distribution function.

• Find P(X ≤ 5).

• Find the probability density function

• Solution: From the properties of the CDF, we should have

• 𝑭𝑿 𝟏𝟎 = 𝟏 = 𝟏𝟎𝟎𝑲 ⇒ 𝑲 = 𝟏/𝟏𝟎𝟎

• 𝑭𝑿 𝟓 = 𝑷 𝑿 ≤ 𝟓 =
𝟏

𝟏𝟎𝟎
𝟓𝟐 =

𝟏

𝟒
.

• f(𝑥) =
𝑑

𝑑𝑥
𝐹(𝑥) = ൞

0 𝑥 ≤ 0
2

100
𝑥 0 < 𝑥 ≤ 10

0 𝑥 > 10
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𝑭(𝒙) = ቐ
𝟎 𝒙 ≤ 𝟎

𝑲𝒙𝟐 𝟎 < 𝒙 ≤ 𝟏𝟎
𝟏𝟎𝟎𝑲 𝒙 > 𝟏𝟎



Mean and Variance of a Random Variable

Mean

-1 1

0.5

Mean

𝑓𝑋(𝑥)

The mean is analogous to 
the center of mass of a 
weight distribution

xx

𝑓𝑋(𝑥)Δ𝑥

Point of equilibrium



Mean and Variance of a Random Variable

Mean

-0.5 0.5

2

Mean

𝑓𝑋(𝑥)

-2 2

0.5

Mean

𝑓𝑋(𝑥)

𝑓𝑋(𝑥)Δ𝑥 𝑓𝑋(𝑥)Δ𝑥

x x

The variance is 
analogous to the 
centralized moment 
of inertia



Mean and Variance of a Random Variable

Analogous to the parallel axis 
theorem: centralized moment of 
inertia equals the centralized plus 
the square of the center of mass



Here, we only find the 
mean and variance of Y. In 
a later lecture, we will find 
also the pdf of Y.

The variance is not influenced by the 
constant b. Only the mean is affected.





MeanMean



Mean

Note that as (b – a) becomes 
larger, the variance also becomes 
larger but the mean value remains 
the same.

More examples in 
the next lecture

The Uniform Distribution



Median and Mode of a Continuous Distribution

MODE: Most probable value of X



Median and Mode of a Continuous Distribution

X0=0.832: Median

Mode

P=1/2 P=1/2



Median and Mode of a Discrete Distribution

Example: The mode of the distribution is the point x=0 since it 
has the highest probability of occurrence.
As for the median, it is the point x=1 since

𝑷 𝑿 ≤ 𝟏 = 𝟎. 𝟒 + 𝟎. 𝟑 = 𝟎. 𝟕 > 𝟎. 𝟓

𝑷 𝑿 ≥ 𝟏 = 𝟎. 𝟑 + 𝟎. 𝟐 + 𝟎. 𝟏 = 𝟎. 𝟔 > 𝟎. 𝟓

MODE: Most probable value of X



Review of Last Lecture and Additional Examples

From the Previous Lecture: Mean and variance 

Variance in terms of first and 
second moments

Expected value of a function 
of a random variable

Linear Transformation of a random variable



Review: Mean and Variance of a Discrete Random Variable





Example on a Continuous Random Variable 

• The pdf of a random variable X is: 𝑓 𝑥 = ቐ
0.25, 0 ≤ 𝑥 ≤ 1
0.75, 1 ≤ 𝑥 ≤ 2
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

• Find the mean and variance

• Find P(X ≤ 1.5)

• Construct the cumulative distribution function

• E X = ∞−׬
∞

𝑥𝑓 𝑥 𝑑𝑥 = 0׬
1
0.25 𝑥𝑑𝑥 + 1׬

2
0.75 𝑥𝑑𝑥 = 1.25

• E 𝑋2 = ∞−׬
∞

𝑥2𝑓 𝑥 𝑑𝑥 = 0׬
1
0.25 𝑥2𝑑𝑥 + 1׬

2
0.75 𝑥2𝑑𝑥 = 1.833

• 𝜎2 = E 𝑋2 − 𝜇2 = 1.833 − 1.25 2 = 0.27

• 𝐹 𝑥 =

0׬
𝑥
0.25 𝑑𝑥 = 0.25𝑥 ; 0 ≤ 𝑥 ≤ 1

0׬
1
0.25 𝑑𝑥 + 1׬

𝑥
0.75 𝑑𝑥 = 0.25 + 0.75(𝑥 − 1) ; 1 ≤ 𝑥 ≤ 2

1 𝑥 ≥ 2

0

0.25

0.75

0
0 1

1

0

0 1 2

F(x)

f(x)

2

x x



Example: Mean Value of a Continuous Random Variable





The Binomial Distribution

1 2 3 4 . n

(S,F) (S,F) (S,F) (S,F) (S,F) (S,F)

The mean and variance of X are
E(X) = np;   Var(x) = np(1-p)

𝒏
𝒙

: Number of sequences with x successes, order not 

important
𝒑𝒙 𝟏 − 𝒑 𝒏−𝒙: probability of any one of the sequences



0 0 1 1

0 1 1 0

1 1 0 0

1 0 0 1

1 0 1 0

0 1 0 1

Arrangements of 
elements of two 

different types k, n-k
𝒏

𝒌
=

𝒏!

𝒌! 𝒏 − 𝒌 !

1 2 3 4

(S,F) (S,F) (S,F) (S,F)

𝟒

𝟐
=

𝟒!

𝟐! 𝟐 !
= 𝟔

𝒏

𝒙
𝒑𝒙 𝟏 − 𝒑 𝒏−𝒙



Radioactive Substance
10 particles are emitted

P=0.02

Usually, the shield is 
made of lead



𝑷 𝑿 ≥ 𝟑 = 𝑷 𝑿 = 𝟑 + 𝑷 𝑿 = 𝟒 +𝑷 𝑿 = 𝟓

𝑷 𝑿 = 𝒙 = 𝒏
𝒙
𝒑𝒙 𝟏 − 𝒑 𝒏−𝒙, n=5, p=0.9



𝑷 𝑿 = 𝒙 = 𝒏
𝒙
𝒑𝒙 𝟏 − 𝒑 𝒏−𝒙, n=10, p=0.01

First hour
P(X=0)

Second hour
P(X=0)

P(A∩B)=P(A)P(B); independent events 



𝑷 𝑿 = 𝒙 = 𝒏
𝒙
𝒑𝒙 𝟏 − 𝒑 𝒏−𝒙, n=50, p=0.06



෍

𝒖=𝟎

𝒎
𝒎

𝒖
𝒑𝒖 𝟏 − 𝒑 𝒎−𝒖 = 𝟏 Binomial with 

parameters m, p





Theorem: Variance of the Binomial Distribution

෍

𝒖=𝟎

𝒎
𝒎

𝒖
𝒑𝒖 𝟏 − 𝒑 𝒎−𝒖 = 𝟏

Binomial with 
parameters m, p



S

F S

F F S

1

X=1

X=2

X=3

The Geometric Distribution

Trial(S, F)

End Experiment

S F

Repeat Trial

End Experiment

S F

Repeat Trial

S
F

End Experiment
Repeat Trial



The Geometric Distribution

Example:  It is known that 5% of the items produced by a certain machine are defective. An 
inspector takes out one item at a time from the machine’s production and examines it.
a. Find the probability that the first defective item is the fifth inspected item.
b. What is the probability that it takes the inspector less than 6  inspections to find a 

defective item. 
Solution: p = 0.05 ; 𝑷 𝑿 = 𝒙 = 𝒑 𝟏 − 𝒑 𝒙−𝟏

a. 𝑃 𝑋 = 5 = 1 − 𝑝 (5−1) 𝑝 = 0.95 4(0.05)

b. Here, we need to find

𝑃 𝑋 < 6 = 𝑃(𝑋 ≤ 5) = 𝑃 𝑋 = 1 + 𝑃 𝑋 = 2 + 𝑃 𝑋 = 3 + 𝑃 𝑋 = 4 + 𝑃(𝑋 = 5)
𝑃 𝑋 ≤ 5 = (0.05) + 0.95 1(0.05) + 0.95 2(0.05) + 0.95 3 0.05 + 0.95 4(0.05)
𝑃 𝑋 ≤ 5 = 0.05[1 + 0.95 1 + 0.95 2 + 0.95 3 + 0.95 4]

Will prove this result in the next example:   𝑷 𝑿 ≤ 𝒌 = 𝟏 − 𝟏 − 𝒑 𝒌

𝑃 𝑋 ≤ 5 = 1 − 0.95 5

F F

S

F F

S F

S

F F S …….
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The Geometric Distribution
Example:  A production line has a 10 % defective rate. Find the probability that it takes 10 or 
more inspections to observe the first defective item.
Solution: p = 0.1, k = 10 

𝑃 𝑋 = 𝑥 = 1 − 𝑝 (𝑥−1) 𝑝
Need to find  𝑃 𝑋 ≥ 𝑘 , for any p and k.

𝑃 𝑋 ≥ 𝑘 = 𝑃 𝑋 = 𝑘 + 𝑃 𝑋 = 𝑘 + 1 + 𝑃 𝑋 = 𝑘 + 2 +⋯
𝑃 𝑋 ≥ 𝑘 = 1 − 𝑝 𝑘−1 𝑝 + 1 − 𝑝 𝑘 𝑝 + 1 − 𝑝 𝑘+1 𝑝 +⋯
𝑃 𝑋 ≥ 𝑘 = 𝑝 1 − 𝑝 𝑘−1[1 + 1 − 𝑝 1 + 1 − 𝑝 2 + 1 − 𝑝 3 +⋯];

𝑃 𝑋 ≥ 𝑘 = 𝑝 1 − 𝑝 𝑘−1 1

1−(1−𝑝)
= 𝑝 1 − 𝑝 𝑘−1 1

𝑝
; geometric series 

𝑷 𝑿 ≥ 𝒌 = 𝟏 − 𝒑 𝒌−𝟏

In our example, p=0.1, k=10, hence 𝑷 𝑿 ≥ 𝟏𝟎 = 𝟎. 𝟗 𝟗 = 𝟎. 𝟑𝟖𝟕𝟒

From this we also conclude that:  𝑷 𝑿 < 𝒌 = 𝟏 − 𝟏 − 𝒑 𝒌−𝟏

ALSO:   𝑷 𝑿 ≤ 𝒌 = 𝟏 − 𝟏 − 𝒑 𝒌; cumulative distribution function

F (1) F (2) F (9)…….

3

S (10)



The Geometric Distribution

Example:  A production line has a 20% defective rate. What is the minimum number of 
inspections, that would be necessary, so that the probability of observing a defective is more 
that 75%?

Solution: p = 0.2 

𝑃 𝑋 = 𝑥 = 1 − 𝑝 (𝑥−1) 𝑝
Need to find k so that  𝑃 𝑋 ≤ 𝑘 ≥ 0.75

From the previous example, we have

𝑷 𝑿 ≥ 𝒌 = 𝟏 − 𝒑 𝒌−𝟏

𝑷 𝑿 ≤ 𝒌 = 𝟏 − 𝟏 − 𝒑 𝒌

What is the value of k such that 
𝑃 𝑋 ≤ 𝑘 = 1 − 1 − 0.2 𝑘 ≥ 0.75

This inequality is satisfied with k = 7 (𝑃 𝑋 ≤ 7 = 0.79028). 
That is, we need at  least 7 inspections to get the first defective item with a probability ≥ 0.75.

F(1) F(2)

S(2)

F (1) F (2)

S(1)

F(1)

S(3)

S (k)…….

4



5

=
𝟏

𝟏 − (𝟏 − 𝒑) 𝟐
=

𝟏

𝒑𝟐
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The Geometric Distribution

Example: 
A production line has a 20% defective rate. What is the average number of 
inspections to obtain the first defective?

Solution: p = 0.2 

𝑃 𝑋 = 𝑥 = 1 − 𝑝 (𝑥−1) 𝑝

𝐸 𝑋 =
1

𝑝
=

1

0.2
= 5

On the average, we need 5 inspections to get one defective item
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