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Model of a Communication System 

 

 Communication is defined as “exchange of information“. 

  Telecommunication refers to communication over a distance greater than would 

normally be possible without artificial aids. 

 Telephony is an example of point-to-point communication and normally involves a two –

way flow of information. 

 Broadcast radio and television : Information is transmitted from one location but is 

received at many locations using different receivers (point to multi-point communication) 

 Model of  a communication system : 

 

                                        x(t)                                           y(t) 

  

 

                                                Message signal                                                                        y'(t) + n(t) 

                                                                                      ̂(t) 

 

                                                                            Output signal                                                        Noise n(t) 

 The purpose of a communication system is to transmit information – bearing signals from 

a source located at one point to a user located at another end. 

 The input transducer is used to convert the physical message generated by the source into 

a time-varying electrical signal called the message signal. 

 The original message is recreated at the destination using an output transducer. 

 The transmitter modifies the message signal into a form suitable for transmission over 

the channel. Here modulation takes place. 

 The channel is the medium over which signal is transmitted, (like free space, an optical 

fiber, transmission lines, twisted pair of wires…). Here signal is distorted due to 

 

A. Nonlinearities and/or imperfections in the frequency response of the channel. 

B. Noise and interference are added to the signal during the course of transmission. 

 

 The purpose of the receiver is to recreate the original signal x(t) from the degraded 

version y’(t) + n(t) of the transmitted signal after propagating through channel . 

Here, demodulation takes place. 

Information source 

and input transducer 

Transmitter Communication 

channel 

Receiver Output  transducer 

and destination 

∑ 
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Classification of Signals 

Definition: A signal may be defined as a single valued function of time that conveys 

information. 

Depending on the feature of interest, we may distinguish four different classes of signals: 

1. Periodic Signals, Non-periodic Signals:  

A periodic signal g(t) is a function of time that satisfies the condition g(t) = g(t+T0),   t. 

The smallest value of T0 that satisfies this condition is called the period of g(t). 

Example: A Periodic Signal 

The saw-tooth function shown below is an example of a periodic signal. 

                                                                       g(t) 

                                                                            

                                                                          A 

 

                                                                         

                                                                                       0                        T0                       2T0 

Fig. 1.1: A periodic signal with period T0 

Example: A Non-periodic Signal 

The signal  

  ( )  {
       
           

 

is non-periodic, since there does not exist a T0 for which the condition g(t) = g(t+T0) is satisfied.  

2. Determinstic Signals, Random Signals: 

A deterministic signal is one about which there is no uncertainty with respect to its value at any 

time. It is a completely specified function of time .  

Example: A Deterministic Signal 

 x(t) =      u(t) ;   and α are constants. 



  3 
 

A random signal is one about which there is some degree of uncertainty before it actually occurs. 

(It involves a random variable ) 

Example : A Random Signal 

x(t) = A     u(t) ; α is a constant and A is a random variable with the following probability 

density function (pdf). 

FA(a)=  {
               
                     

 

3. Energy Signals, Power Signals: 

The instantaneous power in a signal g(t) is defined as that power dissipated in a 1-Ω resistor, i.e., 

P(t) = | ( )   . 

The average power is defined as: 

Pav         
 

   
∫   ( )  
 

  
   

The total energy of a signal g(t) is  

E      
   

∫   ( )  
 

  
   

A signal g(t) is classified as energy signal if it has a finite energy, i.e, 0 < E <   

A signal g(t) is classified as power signal if it has a finite power, i.e, 0 < Pav <   

The average power in a periodic signal is  

Pav   
 

  
∫   ( )  
  

 
   ; T0 is the period . 

Usually, periodic signals and random signals are power signals. Both deterministic and non 

periodic signals are energy signals. 

4. Analog Signals, Digital Signals : 

An analog signal is a continuous time - continuous amplitude function of time . 

Example: 

The sinusoidal signal  ( )           ,       , is an example of an analog signal. 

A discrete time- discrete amplitude (digital) signal is defined only at discrete times. Here, the 

independent variable takes on only discrete values. 
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Example: 

The sequence x[n] shown below is an examples of a digital signal. The amplitudes are drawn 

from the finite set {1,0,2}.                         x[n]     

                                                                                          2.0 

                                                           1.0     1.0                           1.0                   

 

                                                            -1       0        1          2         3                       t                   

More Examples 

Example: An Exponential Pulse 

Find the energy in the signal  g(t) = A      u(t). 

E= ∫   
 

 
         =   

      

  
   
  = 

    

    
  . Since E is finite, then g(t) is an energy signal. 

 

Example: A rectangular Pulse  

Find the energy in the signal: 

 ( )  {
       
                         

 

E= ∫      
 

 
 =    . This signal is an energy since E is finite. 

 

Example: A Periodic Sinusoidal Signal 

Find the average power in the signal : 

g(t) = A        ,        

Since g(t) is periodic, then : 

Pav= 
 

  
 ∫             
  

 
 
  

  
 ∫ (

        

 

  

 
) = 

  

  
 . 
  

 
 = 
  

 
  . 

Pav is finite and so g(t) is a power signal. 
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Example: A Periodic Saw-tooth Signal 

Find the average power in the saw-tooth signal g(t) plotted in Fig.1. 

g(t) = 
 

  
 t  , 0        

Pav = 
 

  
 ∫

  

  
 

  

 
       

 

  
 
  

  
  
  

 
   
    = 

     
 

    
  = 

  

 
  . 

 

Example: The Unit Step Function 

Consider the signal:  g(t) = A u(t). 

                                            g(t) 

                                            A 

 

 

     -T                      0                          T 

                            Fig. 1.2 

This is a non periodic signal. So let us first try to find its energy: 

E = ∫      
 

 
 =     

Therefore, g(t) is not an energy signal (E is not finite). 

To find the average power, we employ the definition : 

Pav         
 

   
∫   ( )  
 

  
   ,  

where  2T is chosen to be a symmetrical interval about the origin, as in Fig. 1.2 above. 

      Pav =       
 

   
∫   
 

 
     =       

    

   
  = 

  

 
 . 

So, even-though g(t) is non a periodic, it turns out that it is a power signal. 

This is an example where the general rule (periodic signals are power signals and energy signals 

are non periodic signals) fails to hold. 
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Fourier Series 

Let g(t) be a periodic signal with period T0 = 
 

   
. The signal g(t) may be expanded in one of three 

possible Fourier series forms: 

The complex form: 

   ( )  ∑     
     

 

    
  

where,   Cn = 
 

  
∫  ( )
  

 
            ;  

Cn : is a complex valued quantity that can be written as: 

Cn = | Cn |  
    

Discrete Amplitude Spectrum:  A plot of |Cn| vs. frequency 

Discrete Phase Spectrum:   A plot of    vs. frequency 

The term at    is referred to as the fundamental frequency. The term at 2  is referred to as the 

second harmonic, … 

The trigonometric form: 

 ( )     ∑(                    )

 

   

 

Where :   = 
 

  
 ∫  ( )   
  

 
      (dc or average value) 

                 = 
 

  
 ∫  ( )          
  

 
 

                  
 

  
 ∫  ( )          
  

 
 

The polar form : 

 ( )     ∑        (     

 

   

   ) 

where Cn  and    are those terms defined in the complex form. 

Remark: The above three forms are equivalent and are representations of the same waveform. If 

you know one representation, you can easily deduce the other. 
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Example: Find the trigonometric Fourier series of the periodic rectangular signal defined over 

one period    as: 

  ( )  {
               
           

 

Solution:  

   = 
 

  
 ∫  ( )   
    

     
 = 

 

  
 ∫     
    

     
 =     

     
 

  
 ∫  ( )    (

   

  
)   

    

     
 = 

 

  
 ∫     (

   

  
)   

    

     
 = 0 

     
 

  
 ∫  ( )    (

   

  
)   

    

     
 = 

 

  
 ∫     (

   

  
)   

    

     
 

     

{
 

 

 

 
  

  
                         

    
   

  
                         

                            

 

The first four terms in the expansion of  ( ) are:  

 ̃( )  
 

 
 
  

 
*   (    )   

 

 
   (     )   

 

 
   (     )  + 

The function  ̃( ) along with  ( ) are plotted in the figure for        

assuming     and       
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Remark: As more terms are added to  ̃( ),  ̃( ) becomes closer to  ( ) and in the limit as     , 

 ̃( ) becomes equal to  ( ) at all points except at the points of discontinuity. 

 

Parseval’s  Power Theorem  

The average power of a periodic signal g(t) is given by: 

Pav   
 

  
∫   ( )  
  

 
   = ∑     

  

    
   =     

  + 2∑     
  

   
 

         =     
  + 

 

 
 ∑ (     

  

   
       

 ) 

Power Spectral Density 

A plot of     
  vs. frequency is called the power spectral density (PSD). It portrays the power 

content of each frequency (spectral) component of a signal. For a periodic signal, the PSD 

consists of discrete values at multiples of the fundamental frequency. 

 

Exercise: Consider again the saw-tooth function defined over one period as  ( )          

a. Use matlab to find the dc terms and the first three harmonics (i.e., let n = 3) in the Fourier 

series expansion 

 ̃( )     ∑(                    )

 

   

 

b. Plot  ̃( ) and  ( ) versus time for        on the same graph. 

c. Find the fraction of the power contained in  ̃( ) to that in  ( ). 

d. Sketch the power spectral density. 
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Example : Find the power spectral density of the periodic function g(t) shown in the figure : 

                                                        g(t) 

                                            2A  

                                                                                                                         

          -A                                                             2                             t 

Solution: Here we need to find the complex Fourier series expansion, where the period T0 =      

  ( )  ∑     
     

 

    
                     

Cn = 
 

  
∫  ( )
  

 
             

Cn =

{
 
 

 
  

 

 
                                          

 
  

    
                            

    
   

    
                            

                             

                      
  = {

(
 

 
)                  

(
  

  
)                

                     

 

  ( )   ∑     
   (     )

 

    
 

                                                 (
  

 
)                     (

  

 
)  

                                                                    (
 

 
)                                 (

  

  
)  

                                                                                                                    (
  

  
)  

-5f0     -4f0       -3f0       -2f0       -f0        0         f0         2f0          3f0       4f0          5f0 

As can be seen, the power spectral density of this periodic signal is a discrete function in 

frequency. 

Exercise: Verify Parseval’s power theorem for this signal, i.e., show that 

    
 

  
∫   ( )  
  

 
   = ∑     

  

    
 =       
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Fourier Transform 

Let g(t) be a non periodic square integrable function of time. That is one for which  

 ∫   ( )  
 

  
   <     

The Fourier transform of g(t) exists and is defined as: 

  ( )  ∫  ( )       
 

  
      

The time function g(t) can be recovered from  ( ) using the inverse Fourier Transform: 

  ( )  ∫  ( )      
 

  
    

Remarks: 

 All energy signals for which    ∫   ( )  
 

  
   <    are Fourier transformable. 

 G(f) is a complex function of frequency f, which can be expressed as: 

            G(f) = | G(f) |    ( ) 

where,   | G(f) | : is the continuous amplitude spectrum of g(t), (even function of f). 

             ( ) : is the continuous phase spectrum of g(t), (odd function of f). 

 

Rayleigh Energy Theorem : 

The energy in a signal g(t) is given by : 

E = ∫   ( )     
 

  
 = ∫   ( )    

 

   
 

The function   ( )   is called the energy spectral density. It illustrates the range of frequencies 

over which the signal energy extends and the frequency bands which are significant in terms of 

their energy contents.  For a non-period signal energy signal, the energy spectral density is a 

continuous function of f. 

A General Form of the Rayleigh Energy Theorem 

For two energy functions g(t) and  ( ), the following result holds: 

 

∫  ( ) ( )    
 

  
= ∫  ( ) ( )    
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Example: Energy spectral density of the exponential signal 

  ( )   {   
          

                 
     

 ( )  ∫  ( )       
 

 

    ∫      
 

 

           

 ( )   ∫   (      ) 
 

 
    = A 

  (      ) 

 (      )
   
  = 

 

      
 . 

 ( )  
 

      
          ( )  

 

(   (   ) )   
 

The energy spectral density is:   ( )    ( ) 
  

  

     
 

Remark: The signal  ( ) is called a baseband signal since the signal occupies the low frequency 

part of the spectrum. That is, the energy in the signal is found around the zero frequency. When 

the signal is multiplied by a high frequency carrier, the spectrum becomes centered around the 

carrier and the modulated signal is called a bandpass signal. 

Exercise : For the exponential pulse verify Rayleigh energy theorem, i.e., show that 

∫   ( )    
 

 
  ∫   ( )    

 

 
 = 
  

  
. 

Example: The Rectangular Pulse   ( )       (
 

 
) 

         ( )  ∫             
 

  

   

    
                                                                           g(t) 

         = A  
      

   
                                                                                         A 

           ( )               

              
    

 
          max. of function                                                  -

 

 
                          

 

 
       t 

          ( )                 = 0  or          =    , n= 1,  2,  3,… 
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Remark: Time duration and bandwidth : 

Note that as the signal time duration              the first zero crossing at    
 

 
 decreases, 

implying that B.W of signal decreases. More on this will be said later when we discuss the time 

bandwidth product.                                                                                 

 

Exercise : For the rectangular pulse  ( )       (
 

 
) verify Rayleigh energy theorem, i.e., show 

that 

∫   ( )    
 

 
  ∫   ( )    

 

 
 =    . 

 

Properties of the Fourier Transform: 

1. Linearity (superposition) 

Let   ( )     (f) and   ( )     (f) , then : 

    ( )+     ( )      ( )+     ( ) ;       are constants 

2.  Time scaling  

             (  )   
 

   
  (  )⁄       

3. Duality  

If   ( )   ( ) , then :  ( )   (  ) 

4. Time shifting  

If  ( )   ( ) , then   (    )   ( )         

Delay in time         phase shift in frequency domain 

5. Frequency shifting: If  ( )   ( ) , then : 
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 ( )          (    ) ; fc is a real constant 

 

                                              G(f)                                          G(f-fc) 

                                             

                                              

                                   g(t)          -w      0     w    f                               fc              f 

 

      6. Area under  ( ) :     ( )   ( ) , then: 

          ( ) = ∫  ( )  
 

  
 

     The value   (   ) is equal to the area under its Fourier transform. 

7. Area under  ( )  If  ( )   ( ) , then: 

                ( ) = ∫  ( )  
 

  
  

     The area under a function g(t) is equal to the value of its Fourier transform G(t)  at f = 0. 

     Where  ( ) implies the presence of a dc component. 

8. Differentiation in the time domain  

If   ( ) and its derivative   ( ) are Fourier transformable, then : 

  ( )  (    ) ( ) 

i.e., differentiation in the time domain         multiplication by j    in the frequency domain. 

( enhances high frequency components of a signal while attenuates low frequency 

components) 

Also,       
    ( )

   
        (    )   ( ) 

9. Integration in the time domain      

          ∫  ( )  
 

  
       

 

    
  ( ) ;  assuming  ( )     

      i.e., integration in the time domain        division by (j2  ) in the frequency domain. 

      ( enhancement of low frequency components of the signal ). 

      When  ( )     the above result becomes : 

x 
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             ∫  ( )  
 

  
        

 

    
  ( ) + 

 

 
  ( ) ( )  

10. Conjugate Functions 

For a complex – valued time signal  ( ), we have: 

                              ( )             (  )    ; 

Also,                   (  )          ( )       ; 

Therefore,  Re{g(t)}          
 

 
  {  ( )  +  (  )} 

                   Im{g(t)}           
 

  
  {  ( ) -  (  )} 

11. Multiplication in the time domain  

             ( )   ( )          ∫   ( )
 

  
  (   )    =   ( )    ( ) 

Multiplication of two signals in the time domain is transformed into the convolution of their 

Fourier transforms in the frequency domain. 

12. Convolution in the time domain 

    ( )     ( )             ( )  ( ) 

Convolution of two signals in the time domain is transformed into the multiplication of their 

Fourier transforms in the frequency domain. 

 

Fourier Transform of Power Signals 

For a non-periodic (energy) signal, the Fourier transform exists when 

E   ∫   ( )  
 

  
   <    

So that  ( )   ∫  ( )         
 

   
 . 

For power signals, the integral ∫  ( )         
 

   
  does not exist. 

However, one can still find the Fourier transform of power signals by employing the delta 

function. This function is defined next. 

 

Dirac – Delta Function (impulse function) 
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This function is defined as 

 ( )      {
         
          

                                                                                          g(t)                  g(0) 

                                                                               ( ) 

Such that   ∫  ( )    
 

  
                                                            t                          0                 t                                                                

and          ∫  ( ) ( )    ( )
 

  
 

(Here, g(t) is a continuous function of time). 

 

Some properties of the delta function: 

1.  ( ) (    )   (  ) (    )  ; (Multiplication) 

2. ∫  ( ) (    )    (  )
 

  
 ; (Shifting) 

3.  (  )  
 

   
 ( ) 

4.  ( )   ( )   ( ) 

5.  ( )  
  ( )

  
          u(t) = ∫  ( )  

 

  
 

6.  ( )    (  ) 

7. Fourier transform : F{ ( )+ = 1 

 

              ( )                                                     F{ ( )+ 

                                                                         1 

                                             

                       t                                                                f 

8. 8. F{ (    )+   
        

 

Applications of delta functions  

1. Dc signal : Since F{ ( )+ = 1, then by the duality property  F{ + =  ( )+ 

      A       g(t)                                                                A  ( ) 

 

                     0                     t                                                     0                    f 

2. Complex exponential function  
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  F{A        + = A  (    ) 

3. Sinusoidal functions  

   F{        +   
 

 
 * (    )   (    )+ 

   F{        +   
 

  
 * (    )   (    )+ 

4. Signum function                                                                       g(t) 

                   sgn(t) =  {
           
           
         

                                                    1 

                                                                                                                            t 

  F{sgn(t)} = 
 

   
                                                                               -1 

 

5.Unit Step function : 

    u(t) = {

           
 

 
          

        

                                                                   u(t)        1 

    sgn(t) = 2u(t) – 1                                                                 0                      t 

    u(t) = 
 

 
{sgn(t) + 1} 

     F{u(t)} =
 

    
  

 

 
  ( ) 

6.Periodic Signals 

A periodic signal g(t) is expanded in the complex form as : 

  ( )  ∑     
     

 

    
  

  * ( )+  ∑     (     ) 
 

    
              

When   ( )  ∑  (     ) 
 

    
 ;  impulse train in time domain 

Cn = 
 

  
∫  ( )
    

     
            = 

 

  
 = f0 
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       F{g(t)} = 
 

  
 ∑  (     ) 

 

    
 

 

                 g(t)                                             G(f) 

 

 

                -T0  0  T0 2T0   t                            -f0  0   f0  2f0   f 

 

Note that the signal is periodic in the time domain and its Fourier transform is periodic in the 

frequency domain. This sequence will be found useful when the sampling theorem is considered.  
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Transmission of Signals Through Linear Systems 

Definition  : A system refers to any physical device that produces an output signal in 

response to an input signal. 

 

Definition  : A system is linear if the principle of superposition applies. 

If  x1(t)    produces output   y1(t) 

 x2(t)    produces output   y2(t) 

then    a1x1(t)+ a2x2(t)   produces an output   a1y1(t)+ a2y2(t)  

Also,  a zero input   should produce   a zero output. 

Example of linear systems include filters and communication channels . 

Definition  : A filter refers to a frequency selective device that is used to limit the 

spectrum of a signal to some band of frequencies. 

Definition  : A channel refers to a transmission medium that connects the transmitter 

and receivers of a communication system .  

Time domain and frequency domain may be used to evaluate system performance.  

Time response :    

 Definition  : The impulse response h(t) is defined as the 

response of a system to an impulse      applied to the 

input at t=0 . 

Definition  : A system is time-invariant  when the shape of 

the impulse response is the same no matter when the 

impulse is applied to the system . 

      h(t),     then                          h(t - td) 

When the input to a linear time-invariant system in a signal 

x(t) , then the output is given by 

y(t) =      ∫                   
 

  
   

       = ∫                
 

  
  ;    convolution integral  
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Definition  : A system is said to be  causal  if it doesn't respond before the excitation 

is applied , i.e.  , 

 h(t) = 0                  t < 0  

The causal system is physically realizable. 

Definition  : A system is said to be  stable  if the output signal is bounded for all 

bounded input signals .                                                                                                                                                                                                                                                                              

If  | x(t) |    M ;    M is the maximum value of the input 

then  | y(t) |     ∫  |      ||        |    
 

  
  

= M  ∫ |      |      
 

  
 

A necessary and sufficient condition for stability (a bounded output) is 

∫ |    |             
 

  
  ; h(t) is absolutely integrable. 

                                        zero initial conditions assumed . 

Frequency Response : 

Definition  : The transfer function   of a linear time invariant system is defined as the 

Fourier transform of the impulse response . 

H(f) = F{h(t)} 

 

Since    y(t) = x(t)*h(t) ,  then 

 

Y(f) = H(f) X(f) 

 

or        
    

    
      

 

The transfer function H(f) is a complex function of frequency, which can be obtained 

as the ratio of the Fourier transform of the output to that of the input. 

 

      |    |        

where  

H(f)  :   amplitude spectrum  

   (f)  :   phase spectrum.  

 

System Input–Output Energy Spectral Density 

Let x(t) be applied to a LTI system , then the Fourier transform of the output is related 

to the Fourier transform of the input through the relation 
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Y(f) = H(f) X(f) 

 

Taking the absolute value and squaring both sides, we get 

 

|Y(f)|
2 

= |H(f)|
2  

| X(f)|
2 

 

SY(f) = |H(f)|
2
 SX(f) 

 

SY(f):   Output Energy Spectral Density 

SX(f):  Input Energy Spectral Density. 

 

Output energy spectral density  = |H(f)|
2
   x   Input energy spectral density 

 

The total output energy 

 

    ∫        
  

  
  

      ∫ |    |         
  

  
. 

 

The total input energy is 

 

    ∫        
  

  
 .  

Example: Response of a Filter to a Sinusoidal Input 

The signal                is applied to a filter described by the transfer function 

     
 

      
. Find the filter output     . 

Solution: 

We will find the output using the frequency domain approach. 

               

      
 

√   
 

 
  

    ;          

 
 ;             

 
 

           
 

 
        

 

 
         

      
 

 
             

 

 
              

      
 

 

 

√   
  
 

  
             

 

 

 

√   
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Taking the inverse Fourier transform, we get 

      
 

√   
  
 

  

 

 
                           ] 

      
 

√   
  
 

  
              

Note that in the last step we have made use of the Fourier transform pair 

                  

Assume, for instance, that     . Then           

 
             and the 

output can be written as: 

       
 

√   
               

       
 

√ 
               

Exercise: The signal               
 

 
          is applied to a filter described by 

the transfer function       
 

      
.  Use the result of the previous example to find 

the filter output     . 

Exercise: Consider the periodic rectangular signal      defined over one period    as: 

      {
               

           
 

If       is applied to a filter described by the transfer function       
 

      
.  Use 

the result of the previous example to find the filter output     . 

Example: 

The signal            
 

 
  is applied to the filter     

 

      
 . Find the output 

energy spectral density. 

Solution: 

         |    |       

        
 

   
 

 
  

|   |       ||  

Example: 

The signal                  is applied to a channel described by the transfer 

function       
 

      
 . Find the channel output. 
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Solution: 

The impulse response of the channel is obtained by taking the inverse Fourier 

transform of     , which is 

                    

Using the linearity and time invariance property, the output can be obtained as: 

                            

                                         

Exercise: The signal                  is applied to a channel described by the 

transfer function       
 

      
 . Find the channel output     . 

 

Signal Distortion in Transmission 

As we have said before, the objective of a communication system is to deliver to the 

receiver an almost exact copy of what the source sends. However, communication 

channels are not perfect in the sense that impairments on the channel will cause the 

received signal to differ from the transmitted one. During the course of transmission, 

the signal undergoes attenuation, phase delay, interference from other transmissions, 

Doppler shift in the carrier frequency, and many other effects. In this introductory 

discussion we will explain some of the reasons that cause the received signal to be 

distorted. 

a. Linear Distortion  

A signal transmission is said to be distortion-less if the output signal y(t) is an exact 

replica of the input signal x(t) , i.e.,  y(t) has the same shape as the input, except for a 

constant amplification (or attenuation) and a constant time delay. 

 

Condition in the time domain for a distortion-less transmission: 

 

 y(t) = k x(t-td) 

  

where     k: is a constant amplitude scaling  

              td: is  a constant time delay 

 

   In the frequency domain, the condition for a  distortion-

less transmission  becomes  

 

Y(f) = k X(f)           
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or      H(f) = 
    

    
 = k                   

 

That is, for  a distortion-less transmission, the transfer function should satisfy two 

conditions: 

 

1. |H(f)| = k          ; where k is a constant amplitude over the frequency range of interest. 

2.                               ; linear phase with negative slope that passes 

through the origin (or multiples of π). 

 

When |H(f)| is not a constant for all frequencies of interest, amplitude  distortion 

results. 

 

When                    , then we have phase distortion  (or delay distortion).   

 

b. Non Linear Distortion 

   When a system contains nonlinear elements , it is not described by a transfer function , 

but by a transfer characteristic of the form  

 

y(t) = a1 x(t) +a2 x
2
(t) +a3 x

3
(t) + … (time 

domain) 

 

In the frequency domain , 

 

Y(f)= a1 X(f) +a2 X(f)*X(f)  +a3 X(f)*X(f)*X(f) + … 

 

 

Here, the output contains new frequencies not originally 

present in the original signal . The nonlinearity 

produces undesirable frequency component for |f|≤ w. 

 

The following examples demonstrate the types of distortion mentioned above. 

 

Example : Amplitude Distortion 

Consider the signal                
 

 
          . If this signal passes through a 

channel with zero time delay (i.e. , td = 0) and amplitude spectrum as shown in the 

figure  

a. Find y(t) 

b. Is this a distortion-less transmission ?   
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Solution : 

x(t) consists of two frequency components, f0 and 3f0 . Upon passing through the 

channel, each one of them will be scaled by a different factor. 

a.                
 

 
    

 

 
          

b. Since y(t) ≠ k x(t), this is not a distortion-less transmission . 

 

 

Example : Phase Distortion 

If x(t) in the previous example is passed through a channel whose amplitude spectrum 

is a constant k. Each component in x(t) suffers a 
 

 
 phase shift  

a. Find y(t). 

b. Is this a distortion-less transmission ?  

 

 

 

Solution : 

            
 

 
        

               
 

 
     

 

 
      (     

 

 
) 

               
 

   
     

 

 
      (      

 

     
 ) 

                       
 

 
                   

Note that td1 ≠ td2       , i.e.,    each component in      suffers from a different 

time delay. Hence this transmission introduces phase (delay) distortion. 
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Harmonic Distortion 

Let the input to a nonlinear system be the single tone signal 

 

  x(t)=cos2πfot 

 

This signal is applied to a channel with characteristic  

 

y(t)=a1x+a2x
2
+a3x

3
 

 

upon substituting x(t) and arranging terms, we get 

 

       
 

 
     (   

 

 
  )     π    

 

 
            

 

 
           

 

Note that the output contains a component proportional to x(t) which is (   

 

 
  )     π    , in addition to a second and a third harmonic term (terms at twice and 

three times the frequency of the input). These new terms are the result of the nonlinear 

characteristic and are , therefore, considered harmonic distortion. 

 

Define second harmonic distortion 

 

   
|                             |

|                             |
 

 

     
|
 
    |

| (   
 
   ) |

        

 

In a similar way we can define the third harmonic distortion as: 

 

   
|                            |

|                             |
 

 

Therefore,     

    
|
 
 

   |

| (   
 
   ) |

        

Remark: In the solution above we have made use of the following two identities: 

 

Cos2x = 
 

 
{       } 
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Cos3x=
 

 
{           }. 

 

 

Filters and Filtering  

A filter is a frequency selective device . It allows certain frequencies to pass almost 

without attenuation wile it suppresses other frequencies  

 

 

A. Ideal Filter: 

Ideal low pass filter : 

 

     {                           | |   
                                         

 

 

                       

 

 
 

 

since h(t) is the response to an impulse applied at  t=0 ,and because h(t) has nonzero 

values for t<0 , the filter is noncausal (physically non realizable)  

 

 

Band Pass Filter 

 

      {                              | |    
                                         

 

 

Filer bandwidth  B = fu ─ fl 
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High  pass filter : 

 

      {                           | |   
                                         

 

 

 
 

Band Rejection or Notch  Filter 

 

      {
                                     

                                          | |    
 

 

 

 

 

 

 

 

 

Real  Filter: 

Here we only consider a Butterworth low pass filter. The transfer function of a low 

pass Butterworth filter is of the form    

     
 

   
  
 

 
 

B is the 3-dB bandwidth of the filter and Pn(jf/B) is a complex polynomial of order n . 

The family of Butterworth polynomials is defined by the property  

 

|  (
  

 
) |     

 

 
    

So that 
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 |    |  
 

√   
 

 
    

  

 

The first few polynomials are: 

              

        √      

                        

 

 

A first order LPF : 

     

 

     

  
 

     

 
 

        
 

Let   
 

    
 

     
 

      
 

 

        
 

 

     
 

 

 

A  Second  order LPF : 

     
 

  
   

 
 (  √   )

  

     
 

   √           
 

         √
 

  
,   

 

  √  
 

 

     
 

   √           
 

 

     
 

        
 

 

Hilbert Transform 

The  quadrature  filter :  is an all pass filter that shifts the phase of positive  

frequency by ( -    ) and negative frequency by ( +    ). The transfer function of 

such a filter is 

 

H(f) ={
                   
                    

  

 

Using the duality property of Fourier transform the impulse response of the filter is  
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                     h(t)= 
 

  
    

 

The Hilbert transform of a signal g(t) is 

 

  ̂   = 
 

  
 * g(t)   =  ∫

     

       

 

  
     

 

Note that the Hilbert transform of a signal is a function of time. The Fourier transform 

of  ̂    is 

 

  ̂    = -j sgn(f) G(f) 

    

Hilbert transform can be found by using either the time domain approach or the 

frequency domain approach depending on the given problem, that is 

 

 Direct convolution in the time domain of g(t) and 
 

  
 . 

 Find the Fourier transform   ̂   , then find the inverse Fourier transform 

 ̂      =  ∫  ̂             
 

  
 

 

Some properties of the Hilbert transform   

1. A signal g(t) and its Hilbert transform  ̂    have the same energy spectral 

density  

 

| ̂   |
 

 |         |    ||  |         | |    |  

         |    |  

 

  The consequences of this property are: 

 If a signal g(t) is bandlimited, then   ̂    is bandlimited  to the same 

bandwidth (note that  | ̂   |  |    | ) 

  ̂      and g(t) have the same total energy (or power). 

  ̂      and g(t) have the same autocorrelation function. 

2. A signal g(t) and  ̂    are orthogonal   

 

  ∫       ̂       
 

  
 

  

This property can be verified using the general formula of Rayleigh energy 

theorem 

    

        ∫       ̂     
 

  
     ∫       ̂       

 

  
∫      {             }   
 

  
 

                                                ∫         |    |   
 

  
 = 0 



13 
 

 The result above follows from the fact that |    |  is an even function of   

while        is an odd function of  . Their product is odd. The integration of an 

odd function over a symmetrical interval is zero. 

 

3. If  ̂    is a Hilbert transform of g(t) , then the Hilbert transform of  ̂    is 

     .  

 

 

 
 

 

Example on Hilbert Transform 

Find the Hilbert transform of the impulse function           

 

Solution: 

Here, we use the convolution in the time domain 

 

  ̂   = 
 

  
       

 

As we know, the convolution of the delta function with a continuous function is the 

function itself. Therefore, 

 

  ̂   = 
 

  
  

 

 

 

 

 

 

 

 

Example on Hilbert Transform 

Find the Hilbert transform of       
    

 
 

 

Solution : 

Here, we will first find the Fourier transform of     , find  ̂   , and then find  ̂    
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      (
 

 
 )                          

         
↔                                              

 

 
 

      (
 

   
 )                     

         
↔                       

 

 
 
      

   
  

 

 

    

 
 

      (
 

   
 )                     

         
↔                       

    

 
 

So by the duality property, we get the pair 

      (
 

   
 )                 

         
↔                       

    

 
 

i.e. ,                       
 

   
  ,  (See the figure below) 

 ̂                 {
                                                         
                                                         

 

 ̂      =  ∫  ̂             
 

  
 

                         =  ∫               
 

     
   ∫               

    

 
 

                         =  
 

  
(      )  

 

  
(     ) 

                         =  
 

 
 

 

  
 
(        )

 
 

 

                         =  
      

 
 

 

 

 

 

 

 



1 
 

Correlation and Spectral Density 

 

Here we consider the relationship between the autocorrelation function and the 

power spectral density. In this discussion we restrict our attention to real signals. 

First, we consider power signals and then energy signals. 

Definition: The autocorrelation function of a signal g(t) is a measure of similarity 

between g(t) and a delayed version of g(t). 

a. Autocorrelation function of a power signal 

The autocorrelation function  of a power signal  g(t) is defined as: 

  ( )  〈 ( ) (   )〉;   〈( )〉 means time average. 

   ( )        
 

  
∫  ( ) (   )  
 

  
  

 

Exercise: Show that for a periodic signal with period T0, the above definition 

becomes 

          ( )  
 

  
∫  ( ) (   )  
  
 

 

Exercise: Show that if  ( ) is periodic with period   , then   ( ) is also periodic 

with the same period   . 

Hint: Expand  ( ) in a complex Fourier series  ( )  ∑    
      

    .  Form 

the delayed signal  (   ), and then perform the integration over a complete 

period   . You should get the following result: 

     ( )  ∑    
      

     

This formula bears two results 

a.   ( ) is periodic with period   . 

b.  The Complex Fourier coefficients    of   ( ) are related to the complex 

Fourier coefficients    of  ( )  by the relation        
 . 
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Properties of R(τ) 

   ( )  
 

  
∫  ( )   
  
 

;   is the total average signal power. 

   ( ) is an even function of  , i.e.,   ( )    (  ). 

   ( ) has a maximum ( positive ) magnitude at τ = 0 , i.e.    ( )    ( ). 

 If g(t) is periodic with period T0 , then   ( ) is also periodic with the same 

period T0. 

 The autocorrelation function of a periodic signal and its power spectral 

density ( represented by a discrete set of impulse functions) are Fourier 

transform pairs 

 

   ( )    {  ( )} 

 

   ( )  ∑     
  (     )

 
     

 

Cross Correlation Function 

 

The cross correlation function of two periodic signals   ( ) and   ( ) with 

period    is defined as; 

 

     ( )  
 

  
∫   ( )  (   )  
  
 

 

 

 

b-  Autocorrelation function of an energy signal 

When  g(t) is an energy signal,   ( )  is defined as: 

   ( )  ∫  ( ) (   )  
 

  
 

Properties of R(τ) 

   ( )  ∫  ( )   
 

  
;   is the total signal energy. 

   ( ) is an even function of  , i.e.,   ( )    (  ). 

   ( ) has a maximum ( positive ) magnitude at τ = 0 , i.e.    ( )    ( ). 
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 The autocorrelation function of an energy signal and its energy spectral 

density ( a continuous function of frequency) are Fourier transform pairs, 

i.e.,  

 

   ( )    {  ( )}  

 

   ( )  ∫   ( ) 
        

 

  
 

 

   ( )  ∫   ( ) 
       

 

  
. 

 

Proof:  
The autocorrelation function is defined as: 

  

   ( )  ∫  ( ) (   ) 
 

  
  

In this integral we have replaced t by  . With this substitution, we can 

rewrite the integral as 

   ( )  ∫  ( ) ( (   )) 
 

  
  

One can realize that   ( ) is nothing but the convolution of  ( ) and 

  ( ). That is, 

 

   ( )   ( )   (  ) 

Taking the Fourier transform of both sides, we get 

 

   *  ( )+   ( ) 
 ( ) 

  

Therefore,    ( )    {  ( )} =   ( )  . 

 

Cross Correlation Function 

 

The cross correlation function of two energy signals   ( ) and   ( ) is 

defined as; 

 

     ( )  ∫   ( )  (   )  
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Example: 

Find the auto-correlation function of the sine signal  ( )       (       ), 

where   and   are constants. 

Solution: 

As we know, this is a periodic signal. So, we find   ( ) using the definition 

   ( )  
 

  
∫  ( ) (   )  
  
 

 

   ( )  
 

  
∫      (       )     (             )  
  
 

 

   ( )  
  

   
∫ ,   (              )     (     )-  
  
 

 

   ( )  
  

   
,     (     )  - 

   ( )  
  

 
   (     ) 

 

Example: 

Determine the autocorrelation function of the sinc pulse  ( )          . 

Solution: 

Using the duality property of the Fourier transform, you can deduce that 

  ( )  
 

  
    (

 

  
) 

The energy spectral density of  ( ) is 

   ( )    ( ) 
  (

 

  
)     (

 

  
) 

Taking the inverse Fourier transform, we get the autocorrelation function 

   ( )  
  

  
        



5 
 

Exercise: 

a. Find and plot the cross correlation function of the two signals 

    ( )  {
         
              

 

    ( )  {
         
           

 

b. Are   ( ) and   ( ) orthogonal? 

 

Exercise: 

Find and plot the autocorrelation function for the periodic saw-tooth signal shown 

below: 

                                                                       g(t) 

                                                                            

                                                                          A 

 

                                                                         

                                                             -T0                       0                        T0                       2T0 
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Example: 

Find the autocorrelation function of the rectangular pulse g(t). 

Solution: 

As we saw earlier, this pulse is an energy signal and , therefore, we can find its 

  ( ) as: 

   ( )  ∫ ( )( )  
 

 
 = A

2
 (1-τ)  ;  0< τ <1 

Using the even symmetry property of the autocorrelation function, we can find 

  ( ) for – ve values of τ as: 

  ( )   = A
2
 (1+τ)  ;  -1< τ <0 

This function is sketched below. Note that that the maximum value occurs at τ = 0 

and that g(t) and g(t-τ) become decorrelated for τ = 1 sec, which is the duration of 

the pulse. 

 

The energy spectral density is Sg(f)  = {Rg(τ)}= A
2
sinc

2
f 

 

 

 

 

 

 

 

 

 

 

 

1 

A 

0 

g(t) 

t 

1+τ 

A 

τ 

g(t-τ) 

t 

1 -1 τ 

  ( ) 

A(1+τ)  A(1-τ) 
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Bandwidth of Signals and Systems: 

Def: A signal g(t) is said to be (absolutely) band-limited to BHz if 

G(f) = 0                   for |f| >B 

Def: A signal x(t) is said to be (absolutely) time-limited if  

x(t) = 0                     for |t| >T 

Theorem: An absolutely band-limited waveform cannot be 

 absolutely time-limited (theoretically has an infinite time duration) and vice versa. 

We have earlier examples that support this theorem. For example, the delta 

function, which has an almost zero time duration, has a Fourier transform which 

extends uniformly over all frequencies. Also, a constant value in the time domain 

has a Fourier transform, which is an impulse in the frequency domain. This is 

repeated here for convenience. 

 

              ( )                                                     F{ ( )+ 

                                                                         1 

                                             

                       t                                                                f 

 

 

      A                                                                           A  ( ) 

 

                     0                     t                                                     0                    f 

In general, there is an inverse relationship between the signal bandwidth and the 

time duration. The bandwidth and the time duration are related through a relation 

of the form, called the time bandwidth product  

Bandwidth *Time Duration  ≥  constant  

G(f) 

B -B 

T -T 

X(t) 
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The value of the constant depends on the way the bandwidth and the time duration 

of a signal are defined as will be illustrated later (Possible values of the constant  = 
 

 
 , 
 

  
 ). 

Remarks:  

1. The bandwidth of a signal provides a measure of the extent of significant 

frequency content of the signal. 

2. The bandwidth of a signal is taken to be the width of a positive frequency 

band. 

3. For  baseband signals or networks , where the spectrum extends from –B to 

B, the bandwidth is taken to be B Hz. 

4. For bandpass signals or systems where the spectrum extends between (f1, f2)  

and (-f1, -f2), the B.W= f2 – f1. 

Some Definitions of Bandwidth: 

1- Absolute bandwidth 

Here, the Fourier transform of a signal is non zero only within a certain 

frequency band. If G(f) = 0 for |f| >B , then g(t) is  absolutely band-limited to 

BHz. When G(f) ≠ 0 for f 1< |f |< f2 , then the absolute bandwidth is  f2 - f 1. 

 

 

2- 3-dB (half power points) bandwidth 

The range of frequencies from 0 to some frequency B  

at which |G(f)| drops to 
 

  
  of its maximum  

value (for a low pass signal). 

 As for a band pass signal, the  B.W =  f2 – f1 

  

 

 

3- The 95 %  (energy or power) bandwidth.  

Here , the B.W is defined as the band of frequencies where the area under 

the energy spectral density (or power spectral density) is at least 95% (or 

99%) of the total area . 

 

 

  
 ( ) 

G(0) 

  ( )  

B f 0 

Gmax 

f2 

f 
0 f1 

G(f) 
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Total  Energy = ∫   ( )  
 

  
   = 2∫   ( )    

 

 
 

 

 ∫   ( )    
 

  
 = 0.95  ∫   ( )  

 

  
   

 

4- Equivalent Rectangular Bandwidth. 

It  is the width of a fictitious rectangular spectrum such that the power in that 

rectangular band  is equal to the power associated with the actual spectrum 

over positive frequency  

Area under  rectangle = Area under  curve 

|G(0)|
2
*2Beq = ∫   ( )  

 

  
df 

|G(0)|
2
*2Beq = 2∫   ( )  

 

 
df 

Beq = 
 

  ( )  
∫   ( )  
 

 
df 

 

5- Null – to –null  bandwidth: 

For baseband signals , B.W is the first null in the envelope of the magnitude 

spectrum above zero. 

 

 

 

 

  

 

rect(
 

 
) → τ sincfτ  = τ 

      

   
  

 

Zero crossing take place when sinπfτ = 0 

                       πfτ = nπ  →  f =  
 

 
  ; n = 1,2,……… 

B.W  =  
 

 
         smaller τ large bandwidth. 

For a band pass signal, B.W= f2 – f1   

 

6- Bounded spectrum bandwidth: 

 

g(t) 
1 

t 0    ⁄    ⁄  

  

 
 

f 

  ( )  

0 
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Range of frequencies as (0,B) such that outside the band , the  power 

spectral density must be down by say 50 dB below the maximum value  

-50 dB = 10 log 
  ( )  

  ( )  
 

     7-  RMS Bandwidth: 

            Brms =(
 ∫     ( )  
 

  
  

 ∫   ( )  
 

  
  

)
1\2

 

The corresponding rms duration of g(t) is  

            Trms = =(
 ∫     ( )  
 

  
  

 ∫   ( )  
 

  
  

)
1\2

 

         (here g(t) is assumed to be centered around the origin). 

Remark: The time bandwidth product is  Trms Brms ≥ 
 

  
 

Time – Bandwidth Product : 

To illustrate the time – bandwidth product, consider the equivalent rectangular 

bandwidth defined earlier as 

Beq = 
 ∫   ( )  
 

  
  

    ( )  
 

Analogous to this definition, we define an equivalent rectangular time duration as : 

Teq = 
(∫   ( )   )
 

  

 

∫   ( )  
 

  
   

 

The time bandwidth product is 

BeqTeq = 
 ∫   ( )  
 

  
  

    ( )  
 . 
(∫   ( )   )
 

  

 

∫   ( )  
 

  
   

 

Note  ∫   ( )  
 

  
   = ∫   ( )  

 

  
    ; Rayleigh energy theorem. Note also that 

 ( )  ∫  ( )  
 

  
. Using these relations, we get 
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         BeqTeq = 
  

  
 
(∫   ( )   )
 

  

 

 ∫  ( )
 

  
     

 

Case 1:   

When g(t) is positive for all time t, then |g(t)| = g(t) and BeqTeq becomes 

BeqTeq =  
  

  
 

Case 2 :  

For a general g(t) that can take on positive as well as negative values, BeqTeq 

satisfies the inequality 

BeqTeq ≥ 
  

  
 

Note : For Brms and Trms , the time – bandwidth satisfies the inequality 

Brms Trms ≥ 
  

   
 

 

Example : Bandwidth of a trapezoidal signal 

Find the equivalent rectangular  bandwidth, Beq , for the trapezoidal pulse shown. 

Solution :  

Teq = 
(∫   ( )   )
 

  

 

∫   ( )  
 

  
   

    

∫   ( )       (      )
 

  
 

∫   ( )      
   

 
 (       )

 

  
 

     
 

 

(     )
 

(      )
 

 

A 

g(t

)0

0))

)) 

tb 
-ta -tb ta 
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Beq = 
   

   
 = 

      

 (     )
 
. 

Remark: Note that using this method we were able to determine the signal 

bandwidth without the need to go through the Fourier transform. 

Exercise: Use the above method to find the equivalent rectangular bandwidth for 

the triangular signal  ( )     (
 

 
). 

Example: Bandwidth of a periodic signal: 

Find the bandwidth For the periodic square function define over one period as 

   ( )  {
   

  

 
   

 

 

      
  

Solution: 

The average power, computed using the time average, is  

     
 

  
∫  ( )      

  

 

 

        
 

  
,         -   

    

  
  
   

 
       

Also, by using the Parseval’s theorem, the average power can be computed as: 

         
    ∑    

 

 

   

 

We recall that the Fourier coefficients for this signal were found in Chapter 1. 

Using these values we get 

      (
 

 
)
 

  ∑
(  ) 

(  ) 
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     ∑

( ) 

(  ) 

 

   

 

Let us take    n = 1 

     
  {           

 

  
}           

  
   

  
       

     
        

(This is the percentage of the total power that lies in the dc and the fundamental 

frequency ). 

For n  = 3 

      
  {       .

  

  
 

  

    
/}           

  

   
  

       

     
         

(Fraction of power in the dc, fundamental and third harmonic terms) 

For n   =  5 

     
  {       ((

 

 
)
 

 (
 

  
)
 

 (
 

  
)
 

)}           

  
   

  
       

     
        

Here , the 93% power band width is     . 

 

Example: Bandwidth of an energy signal . 

If the signal  ( )          ( ) is passed through an ideal LPF with  B.W = B Hz, 

find the fraction of the signal energy contained in B. 
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Solution 

The Fourier transform of g(t) is: 

  ( )   
 

      
 

The energy in g(t), using the time domain, is  

    ∫  ( ) 
      ∫             

  

  

 

 

 

 

 

Energy contained in the filter output y(t) is  

    ∫  ( ) 
      ∫

  

(   (   ) )
    

 

  

 

  

 

     
   

   
     

   

 
 

The ratio of    to the total energy is 

  
  
 
 

 
     

   

 
 

The table below shows this ratio for various values of B . 

 

B (    ⁄ )      

 

 
 

63.9 

 

 
 

80.38 

  89.95 

   94.94 
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Thus, the 95% energy bandwidth is    .  

Exercise: Find the 98% energy bandwidth. 



 

1 
 

Pulse Response and Risetime 

A rectangular pulse contains  significant high frequency  components. When that pulse is 

passed through a LPF, the high frequency components will be attenuated resulting in 

signal distortion. 

We need to investigate the relationship that should exist between the  pulse bandwidth 

and the channel bandwidth. This subject is of particular importance, especially, when we 

study the transmission of data over band-limited channels. In the simplest form, a binary 

digit 1 may be represented by a pulse             , while binary digit 0 may be 

represented by the negative pulse             . So, in order to retrieve the 

transmitted data, the channel bandwidth must be wide enough to accommodate the 

transmitted data. 

To convey this idea in a simple form, we first consider the response of a first order low 

pass filter to a unit step function and then to a pulse. 

Step response of a first order LPF (channel)  

Let x(t) = u(t) be applied to a first order RC circuit. This first order filter is a fair 

representation of a low pass communication channel. 

 

 

The system D.E is: 

x(t) = Ri + g(t) = Rc 
     

  
 + g(t) 

where g(t) is the channel output. 

Rc 
     

  
 + g(t) = u(t) 

The solution to this first order system is 

g(t) = (1-      ) u(t)  

The 3-db  B.W of the channel  is 



 

2 
 

B= 
 

    
 (to be derived shortly) 

        g(t) = (1-      ) u(t)  

Define the difference between the input and the output as: 

 e(t) = u(t) - g(t) =          

Note that e(t) decreases as B increases. Meaning that as the channel bandwidth increases, 

the output becomes closer and closer to the input. In the ideal case, when the channel 

bandwidth becomes infinity, the output becomes a step function. In essence, to reproduce 

a step function (or a rectangular pulse), a channel with infinite bandwidth is needed. 

 

 

 

The Risetime 

The Rise time is a measure of the speed of  a step response. One common measure is the 

10-90 %  rise time defined as the time it takes for the output to rise between 10% to 90%  

of the final (steady state ) value (1) when a step function is applied to a LIT system. For 

the step response g(t) and the first order RC circuit considered above, the rise time can be 

easily calculated as: 

tr = t2 - t1  
    

 
 

From this result we conclude that: increasing the bandwidth of the channel will decrease 

the rise time (a faster response). 

Exercise: For the system above, verify that the rise time is given as    
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Exercise: Find the 10-90% rise time for a second order low pass filter with 3-dB 

bandwidth B and transfer function  

     
 

   
  
  

 

Where          √     .  

(Hints: You may let B=10, for example, use matlab to find the step response, and then 

find the rise time). 

 

Pulse response  

It is the response of the circuit to a pulse of duration τ. For the same circuit let us apply 

the pulse 

x(t) = u(t) - u(t- τ)  

Using the linearity and time invariance properties, the output can be obtained from the 

step response as: 

y(t) ={

                                                  
                                τ

(    
 τ

   )    
   τ

              τ
} 

This is sketched in the figure below. 

 

 

Bandwidth considerations: 

The transfer function of the RC circuit is  

H (f) = 
       

         
 = 
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|H(f)| = 
 

√          
  

Let B = 
 

    
  ; 3-db bandwidth ;           ; f = 

 

    
    

Then ,  H(f) = 
 

      
    

|H(f)| = 
 

√  (
 

 
) 

  

For the rectangular pulse x(t), we have  

                

The first null frequency of X(f) is an estimate of the bandwidth Bx of x(t), which is of the 

order of   
 

τ
 . 

1. When  τ is large, such that signal bandwidth Bx =  
 

τ
 << B   (channel B.W)   

 

                      

 and the output resembles the input .There is enough time for x(t) to reach the 

maximum value . 

2.  When  τ is small, such that signal      
 

τ
 > > B   (channel B.W) 

                   

 

 The signal suffers a considerable amount of distortion  and       is no longer 

proportional to  X(f). 
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Band pass Signals and Systems 

A signal g(t) is called a band pass signal if its Fourier  transform G(f) is non-negligible 

only in  a band  of frequencies  of total extent 2W centered about fc . 

A signal is called narrowband if 2W is small compared with fc. 

A band pass signal g(t) represented in the form: 

g(t) = gI(t) cos  ct - gQ(t) sin ct. 

gI(t) is a low pass signal of B.W = W Hz called the in phase component of g(t) . 

gQ(t) is a low pass signal of B.W = W Hz called the quadrature component . 

g(t) is a modulated signal in which gI(t) and gQ(t) are the low pass signals. Recall the 

modulation property of the Fourier transform  : 

 

x(t) cos  ct → 
 

 
 (X(f- fc)+ X(f+ fc))                                                                                                                                                                                 

x(t) sin   ct →
 

  
 (X(f- fc)- X(f+ fc)) 

Define the complex  envelope of a signal g(t) as: 

    ̃(t)  =  gI(t) + j gQ(t)      

  ̃(t)  is a low pass signal of B.W =W. The signals g(t) and   ̃(t)  are related by : 

 g(t) = Re{  ̃(t)        } 

How to get gI(t) and gQ(t) from g(t): 

If we multiply  g(t) by cos  ct, we get 

  g(t) cos ct = gI(t) cos
2
   t - gQ(t) sin  ct cos  ct 

     = 
 

 
 gI(t) + 

  

 
 gI(t) cos 2 ct- 

 

 
 gQ(t) sin   ct . 

The first term is the desired low pass signal. The second and third terms are high 

frequency components centered about 2 fc.  

gI(t) =low pass{2g(t) cos ct} 
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Or, in the frequency domain 

GI(f)= {
                                   
                                                                     

} 

 

Now if we multiply g(t) by sin ct, we get 

g(t) sin ct= gI(t) sin  Ct cos  C t - gQ(t) sin
2
  ct  

= - 
 

  
 gQ(t) + 

 

 
 gI(t) sin 2 ct+ 

 

  
gQ(t) cos 2 ct 

Again, the first term is a low pass signal, while the second and third are high frequency 

terms centered about 2 fc.  

gQ(t) = - low pass{2g(t) sin ct} 

 

 

 

In the frequency domain, this is equivalent to 

GQ(t)= {
                                         

                                                                        
} 

Band pass systems: 

 The analysis of  band pass systems can be simplified by using the complex envelope 

concept. Here, results and techniques from low pass systems can be easily applied to 

band pass systems .  

       LPF 
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The problem to be addressed is : 

The input x(t) is a band pass signal 

x(t)=xI(t)cos ct - xQ(t)sin ct 

x(t) is applied to a band pass filter represented as: 

h(t) = hI(t)cos ct - hQ(t)sin ct 

The objective is to find the filter output y(t). The output is of course, the convolution of 

x(t) and h(t)  (y(t) = x(t)*h(t)) which can also be expressed as: 

 y(t)=yI(t)cos ct - yQ(t)sin ct 

But due to the band-pass nature of the problem, carrying out the direct convolution will 

be a tedious task. The complex envelope concept simplifies the problem to a very great 

extent. The procedure is summarized as follows: 

a. Form the complex envelope for both the input and the channel: 

  ̃(t)= xI(t) + jxQ(t) 

  ̃(t)= hI(t) + jhQ(t) 

b. Carry out the convolution between  ̃(t) and  ̃(t). Note that both signals are low 

pass signals and so  ̃(t) is also low pass. 

 

2  ̃(t)=  ̃(t) *  ̃(t) 

 

 ̃(t) = yI(t) + jyQ(t) 

c. The band-pass filter output is obtained from the low pass signal  ̃(t) through the 

relation 

y(t) =Re{ ̃(t)      } 

or the relation 

  y(t)=yI(t)cos ct - yQ(t)sin ct 

 

Example : 

The rectangular radio frequency (RF) pulse  
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x(t) = {
                        
                                     

} 

is applied to a linear filter with impulse response (We will see later that this is a filter 

matched to x(t), called the matched filter). 

h(t) = x(T - t) 

Assume that T= nTC; n is an integer, Tc = 
 

  
. Determine the response of the filter and 

sketch it. 

Solution: We follow the three steps outlined above. 

h(t) =                

=                                       t 

=       (
   

  
)                 (

   

  
)        t 

       

               cos2  ≡1                                sin2  ≡0 

Therefore,  h(t) = {
                        
                                      

} 

 

The complex envelopes of x(t) and h(t) are (step a) 

   ̃(t) = {
                   

                                 
} 

   ̃    {
                   

                                 
} 

 

 

 ̃     ̃     ̃    is the triangular signal shown in the Figure (step b). 
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2 ̃   ={
                                                
                                       

} 

The bandpass signal is obtained as (step c) 

y(t)={

  

 
                                      

  

 
                           

} 

   and is sketched as in the figure below. 

 

 

Exercise 

The band-pass signal        
 

                is applied to a band-pass filter with 

impulse response      given as: 

       {
                        
                                     

} 

Find and sketch the filter output. 
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Amplitude Modulation Systems 

 
 

Modulation: is the process by which some characteristic of a carrier )(tc  is varied in 

accordance with a message signal )(tm . 

 

Amplitude modulation is defined as the process in which the amplitude of the carrier )(tc  is 

varied linearly with )(tm . Four types of amplitude modulation will be considered in this 

chapter. These are normal amplitude modulation, double sideband suppressed carrier 

modulation, single sideband modulation, and vestigial sideband modulation. 

 

A common form of the carrier, in the case of continuous wave modulation, is a sinusoidal 

signal of the form 

)2cos()(   tfAtc CC
 

The baseband (message) signal )(tm  is referred to as the modulating signal and the result of 

the modulation process is referred to as the modulated signal )(ts . The following block 

diagram illustrates the modulation process.  

 

 
 

 

We should point out that modulation is performed at the transmitter and demodulation, which 

is the process of extracting )(tm  from )(ts , is performed at the receiver. 

 

Normal Amplitude Modulation 
 

A normal AM signal is defined as: 

 

 )(1)( tmkAts aC  tfC2cos  

where ak  : Amplitude sensitivity (units  1/volt) 

 

Here )(ts  can be written in the form: 

    )()( tAts  tfC2cos  

where     aCC kAAtA )( )(tm  

)(tm  )(ts  Modulator 

)(tc 
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From which we can observe that ( )A t  is related linearly to )(tm  in a relationship of the 

form “ bxay  ". Therefore, the amplitude of )(ts  is linearly related to )(tm . 

 

The envelope of )(ts  is defined as  

 

)(1)( tmkAtA aC   

Notice that the envelope of )(ts  has the same shape as )(tm provided that: 

1. 0)(1  tmka   or  1)( tmka  

Overmodulation results when  1)( tmka  resulting in envelope distortion. 

 

2. wfC   , where w  is the highest frequency component in )(tm . 

           Cf(  has to be at least 10 w ). This ensures the formation of an envelope that has a 

shape that resembles the message. 

 

Matlab Demonstration  

 

The figure below shows the normal AM signal  ( ) (1 0.5cos2 )cos2 (10)s t t t  

a. Make similar plots for the cases (   = 0.5, 1, and 1.5) 

b.Show the effect of Cf  on the envelope. (Take Cf  = 4 Hz, and Cf  = 25Hz) 
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 Spectrum of the Normal AM Signal 
 

Let the Fourier transform of  )(tm  be as shown (The B.W of )(tm  = w  Hz). 

 
 

 )(1)( tmkAts aC  tfC2cos  (dc + message)*carrier 

CAts )( tfC2cos  tftmkA CaC 2cos)(  (carrier + message*carrier) 

 

Taking the Fourier transform, we get 

)(
2

)(
2

)(
2

)(
2

)( C
aC

C
aC

C
C

C
C ffM

kA
ffM

kA
ff

A
ff

A
fS     

The spectrum of )(ts  is shown below 

 

 

 

 
 

 

 

 

 

 

  

  

Carrier 

Carrier 

 Upper 

 Sideband Upper 

Sideband Lower Sideband 

)( fS 

Hzf , 

Hzf , 
w 

 

wfC  
Cf wfC  wfC  

Cf wfC  

w 

)( fM 
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Remarks 

a. )( fM  Has been shifted to Cf  resulting in a bandpass signal. 

b. Two sidebands (upper sideband and lower sideband) and a carrier form the spectrum 

of )(ts . 

c. The transmission bandwidth of )(ts  is: 

            wwfwfWB CC 2)()(.   

                     = Twice the message bandwidth. 

 

 

Power Efficiency 

 

The power efficiency of a normal AM signal is defined as: 

 

carriertheinpowersidebandstheinpower

sidebandstheinpower


  

 

Now, we find the power efficiency of the AM signal for the single tone modulating signal 

( ) cos(2 )m mm t A f t . If we denote m aA k , then )(ts  can be expressed as 

  

tftfAts CmC  2cos)2cos1()(   

tff
A

tff
A

tfAts

tftfAtfAts

mC
C

mC
C

CC

mCCCC

)(2cos
2

)(2cos
2

2cos)(

2cos2cos2cos)(















 

   

 

 

    

Power in carrier 
2

2

CA
  

 

Power in sidebands 
2

1

22

1
2











CA
2

2







 CA
 

                                 
222222

4

1

8

1

8

1
 CCC AAA   

Therefore, 

2

2

22
2

22

2

4

1

2

4

1

















C
C

C

A
A

A

        ;     01    

 

 

 

Carrier 
Upper 

Sideband 
Lower 
Sideband 
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The following figure shows the relationship between   and   

 
 

The maximum efficiency occurs when    = 1 (i.e. for 100% modulation. And even then,   

= 1/3). So that 2/3 of the power goes to the carrier. 

 

Remark: Normal AM is not an efficient modulation scheme in terms of the utilization of the 

transmitted power. 

 

Exercise: 

a. Show that for the general AM signal ( ) 1 ( ) cos(2 )C a cs t A k m t f t , the power 

efficiency is given by 

2 2 2
2 2

2 2 2
2 2 2

1
( ) ( )2

1 1 ( )( )
2 2

C a
a

C a
C a

A k m t k m t

A k m tA k m t
, where 

2 2( )ak m t  is the average power in ( )ak m t  

b. Apply the above formula for the single tone modulated signal 

tftfAts CmC  2cos)2cos1()(   

 

 

AM Modulation Index 

 

Consider the AM signal 

 

 )(1)( tmkAts aC  tfC2cos tftA C2cos)(  

The envelope of )(ts  is defined as: 

 

)(1)( tmkAtA aC   

To avoid distortion, the following condition must hold 

 

0)(1  tmka         or          1)( tmka  

The modulation index of an AM signal is defined as:  

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 

0.05 

0.1 

0.15 

0.2 

0.25 

0.3 

 

 
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max min

max min

( ) ( )
 ( . )

( ) ( )

A t A t
Modulation Index M I

A t A t
 

Example:    (single tone modulation) 

 

Let tfAtm mm 2cos)(   

maCmC

CmmaC

AkwheretftfA

tftfAkAtsthen









,2cos)2cos1(

2cos)2cos1()(,
 

To avoid distortion 1 ma Ak  

The envelope  tfAtA mC  2cos1)(   is plotted below 

 
 

max min
( ) (1 ),               ( ) (1 )

,

(1 ) (1 ) 2
.

(1 ) (1 ) 2

C C

C C C

C C C

A t A A t A

So

A A A
M I

A A A

 

Therefore, the modulation index is . 

 

Overmodulation 

When the modulation index 1 , an ideal envelope detector cannot be used to extract )(tm  

and distortion takes place. 

 

Example: Let tftfAts CmC  2cos)2cos1()(   be applied to an ideal envelope 

detector, sketch the demodulated signal for 25.1,0.1,25.0 and . 

As was mentioned before, the output of the envelope detector is tfAty mC  2cos1)(   

Case1 : (  = 0.25) 

tfAty mC 2cos25.01)(   

 

)(tA 

t 

)1( CA 

)1( CA 
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Here, )(tm  can be extracted without distortion. 

Case2: (   = 1.0) 

tfAty mC 2cos1)(   

 
Here again, )(tm  can be extracted without distortion. 

 

Case3: (  = 1.25) 

tfAty mC 2cos25.11)(   

 

t 

25.1 

75.0 

t 

2 

0 

t 

)(ty 

25.2 

25.0 

)(ty 

)(ty 
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Here, )(tm  cannot be recovered without distortion. 

Note: the block diagram that illustrates the envelope detector process is shown below 

  

 
Generation of Normal AM:  ( Square Law Modulator) 

 

Consider the circuit shown in the figure. 

 

 
 

 

For small variations of )(1 tV  around a suitable operating point, )(2 tV  can be expressed as: 

2

12112 VVV    ;   Where 1  and 2  are constants.        

Let tfAtmtV CC 2cos)()(1


  

Substituting 1( )V t  into the nonlinear characteristics and arranging terms, we get 

)2(cos)()(2cos)(
2

1)( 2
2

2

2

21

1

2
12 tfAtmtmtftmAtV CCCC 



















  

2( ) (1) (2) (3) (4)V t  

The first term is the desired AM signal obtained by passing   )(2 tV  through a bandpass filter. 

tftmAts CC 



 2cos)(

2
1)(

1

2
1 











   

 

)(ts  tfAty mC  2cos1)(   
Ideal Envelope 

Detector 

)(1 tV 

oV 

D 





)(2 tV 
LR 

0 
Cf Cf2 w2 w w w2 wfC  wfC  

1 4 

3 

2 

FPB .. 

)(ts  
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Note: the numbers shown in above figure represent the number of term in )(2 fV . 

(1) = The desired normal AM signal 

(2) = )( fM   

(3) = )(*)( fMfM  

(4) = The cosine square term amounts to a term at 2fc and a DC term. 

 

 

Limitations of this technique: 

a. Variations of )(1 tV  should be small to justify the second order approximation 

of the nonlinear characteristic. 

b. The bandwidth of the filter should be such that wfwwf CC 32   

When wfC  , a bandpass filter with reasonable edge could be used. 

When Cf  is of the order w3 , a filter with sharp edges should be used. 

 

Generation of Normal AM:  ( The switching Modulator) 

 

Assume that the carrier )(tc  is large in amplitude so that the diode –shown in the figure 

below- acts like an ideal switch. 

 

 
 

When )(tm  is small compared with )(tc , then  










0)(;0

0)(;cos)(
)(2

tc

tctAtm
tV

CC 
 

i.e. diode opens and closes at a rate of Cf  (times/sec) (frequency of )(tc , the carrier) 

 

  )()(cos)(2 tgtmtAtV PCC     

Where )(tgP : is the periodic switching function. 









 ...5cos

5

1
3cos

3

1
cos

2

2

1
)( ttttg CCCP 


 

 

Expanding )(tgP  in a Fourier series, we get 

 

)(tm 

)(tc D 

LR 

 

 





)(1 tV 





)(2 tV 
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   

  ...cos)(

3cos
3

2
)(coscos

2

2

1
)(cos)(2































tAtm

ttmtAttmtAtV

CC

CCCCCC










 

 

 

...2cos
3

2

3cos)(
3

2
2coscos)(

2
cos

22

)(
)(2





tA

ttmt
AA

ttmt
Atm

tV

CC

CC

CC

CC

C















 

 
 

With a bandpass filter centered at Cf  with a bandwidth of w2 ; the filter passes the second 

term (a carrier) and the third term (a carrier multiplied by the message). we get: 

ttmt
A

ts CC

C 


 cos)(
2

cos
2

)(   

ttm
A

A
ts C

C

C 


cos)(
4

1
2

)( 







   ;        Desired AM signal. 

Cf wfC  w 0 w wfC  
Cf wfC  

sec,t 

)(tgP  

CT  
4

CT
 0  

4

CT
 CT 

1 

wfC  
Cf2 
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Modulation Index 
max

)(
4

. tm
A

IM
C

  

 

Demodulation of AM signal: (The Envelope Detector) 

 

The ideal envelope detector is one which responds to the envelope of the signal, but 

insensitive to phase variation. If  

  )(1)( tmkAts aC  tfC2cos  

Then, the output of the ideal envelope detector is  

)(1)( tmkAty aC   

  

 

A simple practical envelope detector 

It consists of a diode and resistor-capacitor filter. 

 
During the positive half cycle of the input, the diode is forward biased and C  charges rapidly 

to the peak value of the input. When )(ts  falls below the maximum value, the diode 

becomes reverse biased and C  discharges slowly through LR . To follow the envelope of 

)(ts , the circuit time constant should be chosen such that : 

w
CR

f
L

C

11
  

where: 

w  is the message B.W and Cf  is the carrier frequency 

 

 

)(ts 

SR 

D 

C 
LR 

)(ts 
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Half – Wave Rectifier 

 

 
 

Output of half wave rectifier (without C) 

 

When C  is added, the output follows the envelope of )(ts . The circuit output (with C 

connected) follows a curve that connects the tips of the positive half cycles. 

 

Example: (Demodulation of AM signal) 

   

Let   ttmkts Ca cos)(1)(   be applied to the scheme shown below, find )(ty . 

 

 

                

 

 

 

 
22 2

2 2

( ) ( ) 1 ( ) cos

1 1
1 ( ) 1 ( ) cos2

2 2

a C

a a C

v t s t k m t t

k m t k m t t
 

 

The filter suppresses the second term and passes only the first term, hence 

 2
)(1

2

1
)( tmkt a  

)(ts 

SR 

D 

LR 

 

 
 )(ts  

2

 
)(tv 

FPL .. 
)(t 

 
)(ty )(ty 
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 

)(
2

1
)(

)(1
2

1
)()(

tmkty

tmktty

a

a



 

 

Note that the dc term is blocked by capacitor. 

 

Concluding remarks about AM: 

 

i. Modulation is accomplished using a nonlinear device. 

ii. Demodulation is accomplished using a simple envelope detector. 

iii. AM is wasteful of power; most power resides in the carrier (not in the 

sidebands). 

iv. The transmission B.W = twice message B.W 
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Double Sideband Suppressed Carrier Modulation (DSB-SC) 

 

A DSB-SC signals is an AM signals that has the form:     

    s(t) = Acm(t)cos2πfct.    

where   fc >> w , w is the baseband signal’s band width .                  

                                                                                                                       

The spectrum of s(t) is: 

 

S(f)= 
  

 
M(f- fC)+ 

  

 
M(f+ fc) 

 

 

 

  Remarks: 

1.  No impulses are present in the 

spectrum at   fc and, hence, no carriers 

is transmitted. 

2. The transmission B.W of s(t)=2w. 

(same of AM). 

3. power efficiency 

=
                       

                       
=100%. 

This is a power efficient modulation scheme. 

4. Coherent detector is required to extract m(t) from s(t) (will be demonstrated shortly) 

No envelope detection is used. 

5. Computer simulation: The next figure shows a DSB-SC signal when m(t)=cos2πt and 

c(t)=cos2π(10)t. You can easily see that m(t) cannot be recovered using envelope 

detection. 
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Demodulation of a DSB-SC signals 

A DSB-SC signal is demodulated using what is known as coherent demodulation. This 

means that the modulated signal s(t) is multiplied by  

a locally generated signal at the receiver which has 

the same frequency and phase as the carrier c(t) at 

transmitting side. 

a.  Perfect coherent demodulation. 

   Let   c(t)= Accos2πfct  , c
\
(t)= A c

\
 cos(2πfct)                                                                                               

Mixing the received signal with the version of the 

carrier at the receiving side, we get 

v(t)=s(t)  A c
\
 cos2πfct =Ac A c

\ 
m(t)cos

2
2πfct 
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     =
        

 
m(t)[1+ cos 2 (2πfct)] 

 =
        

 
m(t)+ 

        

 
m(t) cos 2(2πfct) 

 

       Proportional to m(t)        high frequency signals at 2fc  (A DSB-SC) 

The high frequency component can be eliminated using the LPF. The output is 

y(t) =
        

 
m(t) = Km(t), 

Therefore, m(t) has been recovered from s(t) without distortion, i.e., a distortion less 

system. 

 

b. Effect of carrier noncoherence on demodulated signal 

Here we consider two cases. 

Case 1: A constant phase difference between c(t) and c
\
(t) 

        Let c(t) = Accos2πfct             , c
\
(t) = A c

\
 cos(2πfct+Ø) 

We use the demodulator considered above  

v(t)= Acm(t)cos2πfct . A c
\
 cos(2πfct+Ø) 

 =
        

 
m(t)[ cos (4πfct+Ø)+cos Ø] 

=
        

 
m(t) cos (4πfct+Ø)+ 

        

 
m(t) cos Ø 

 

    high frequency term                              low frequency term 

The output of the low pass filter is:     

      y(t) = 
        

 
m(t) cos Ø  

For  0 < Ø <
 

 
 ,  0  < cos Ø < 1,   and y(t) suffer from an attenuation due to Ø. 

However, for Ø= 
 

 
,  cos Ø = 0 and y(t) = 0, signal disappears. The disappearance of a 

message component at the demodulator output is called quadrature null effect. 
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This highlights the importance of maintaining synchronism between the transmitting and 

receiving carrier signals c
\
(t) and c(t). 

 

Case 2:    Constant frequency difference between c(t) and c
\
(t) 

        Let c(t)= Accos2πfct             ,C
\
(t)= A c

\
 cos(2πfc+∆f)t 

In an analysis similar to case a, we get     

   v(t)= Acm(t)cos2πfct . A c
\
 cos(2πfc+∆f)t 

               =
        

 
m(t)[ cos  (4πfct+2π∆ft)+cos 2π∆ft] 

After low pass filtering, 

y(t)= 
        

 
m(t) cos 2π∆ft 

So the demodulated signals appears as if double side band modulated on a carrier with 

magnitude  ∆f. As can be observed, this is not a distortionless transmission. 

 

Example: Let m(t)=cos2π(1000)t and let ∆f=100HZ. 

From the analysis  in case 2 above,  

y(t)= 
        

 
 cos2π(1000)t cos2π(100)t 

             =
        

 
[ cos  2π(1100)t+ cos  2π(900)t] 

The original message was a signal with a frequency of  =1000Hz, while the output 

consists of a signal two frequencies at  f1=1100Hz and  f2=900Hz. 

  Distortion  

Exercise: Use Matlab to plot both m(t) and y(t) and see the distortion caused by the lack 

of synchronization between the transmitting and receiving oscillators. 

Generation of   DSB-SC 

a. Product  modulator : It multiplies the message signal m(t) with the carrier c(t). 

This technique is usually applicable when low power levels are possible and over a 

limited carrier frequency range. 
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b .Ring modulator: 

consider the scheme shown in the 

figure. 

Let c(t)>> m(t). Here the carrier c(t) 

control the behavior of the diodes . 

 

 

 

 

 

 

During the positive half cycle of c(t), 

c(t) > 0, and D1 and D2 are ON while 

D3 and D4 are OFF. 

y(t) = m(t) 

and the circuit appears like this 

  

 

 

During the negative half cycle of  

c(t), c(t) < 0 and D3 and D4 are ON 

while and D1 and D2 are OFF 

y(t) = -m(t) 

and the circuit appears like this 
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So m(t) is multiplied by +1 during the +ve half cycle of c(t) and m(t) multiplied by -1 

during the -ve half cycle of c(t). Mathematically, y(t) hehaves as if multiplied by the 

switching function gp(t) where  gp(t) is the square periodic function with period Tc=
 

  
, 

where fc the period of c(t). By expanding gp(t) in a Fourier series, we get 

 

       y(t) = m(t)[
 

 
 cos2πfct  -

 

  
 cos 3(2πfct)+ 

 

  
  cos5(2πfct)]  

             =m(t)
 

 
 cos2πfct  -m(t)

 

  
 cos 3(2πfct)+ m(t) 

 

  
  cos5(2πfct) 

When y(t) passes through the BPF, the only component that appears at the output is the 

desired DSB-SC signal, which is 

 s(t)= m(t)
 

 
 cos2πfct 

 

C. Nonlinear characteristic 

Consider the scheme shown in the figure  
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Let the non linear characteristic be of the form  

 y(t)=a0x(t)+a1x
3
(t) 

Let x(t)= Acos2πfct+m(t), (m(t) is the message signals)  

 y= a0( Acos2πfct+m(t))+a1 (Acos2πfct+m(t))
3 

   =
 a0 Acos2πfct+ a0m(t)+ a1A

3
cos

3
2πfct+ a1 m(t)

3
+3 a1A

2 
m(t)cos

2
2πfct 

 +3A a1cos2πfct 

After some algebraic manipulations, a DSB-SC term appear in x(t) along with other 

undesirable terms. The band pass filter will admit the desired signal, which is 

 s(t)=
 ( )   

 
 m(t) cos(2)2πfct,  

Note that the carrier frequency=2fc in this case. 

 

Carriers recovery for coherent demodulation  

We consider briefly two circuits that are used to extract the carriers fc from the  incoming 

DSB-SC signal. we recall that demodulation of DSB-SC signal requires the availability 

of  a signal with the same frequency and phase as the carrier c(t) at the transmitter  

a. Squaring loop : 

The basic elements of squaring loop are shown in the figure below. The incoming signal 

is the DSB-SC signal: 

 s(t)=Acm(t)cos2πfct. 

In the figure, we mark five signals that appear at the output of the five blocks. In 

summary these signals are: 
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1- (Acm(t)cos2πfct)
2
=(
   

 
 ( ))2

(1+cos2wct) 

=(
   

 
 ( ))2

+(
   

 
 ( ))2

 (cos2wct) 

                                            

 

             Low pass term             band  pass around 2fc 

2- (
   

 
 ( ))2

 (cos2wct) = Kcos2wct (when the BPF is of narrow B.W) 

3- Kcos2wct (The limiter removes any variation in amplitude but keeps the 

frequency unchanged). The frequency divider produces a signal Kcoswct. 

4- (Acm(t)cos2πfct) Kcoswct  

= AcKm(t)cos
2
wct 

  ( )

 
m(t)+ 

  ( )

 
m(t) cos2wct 

 

5-   
( )

 
m(t) 

Therefore, demodulation has been achieved, even though the receiver does not 

have a copy of the carrier, but was able to generate its own version of the carrier 

via this loop. 
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Costas Loop:  

 

 

 

The VCO: is an oscillator that produces a signal whose frequency is proportional to the 

voltage ec(t). 

When ec(t) = 0, the frequency of the oscillator is called the free running frequency. Let 

this frequency = fc (the incoming carrier frequency) 

When there is a phase difference  Ø, we have  

         V1(t)=  AcA0m(t) cos (wct) cos(wct+ Ø) 

          V2(t)=
    

 
m(t)cos Ø 

          V4(t)=Low pass {A0Acm(t)cos(wct)sin(wct+ Ø)} 

          V4(t)= 
    

 
m(t)sin Ø after LPF 2 
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          e(t)= 
    

 
m(t)

2 
(sinØ)(cosØ) 

               =
    

  
m(t)

2 
sin2Ø 

When the B.W of LPF3 is very narrow, the output can be approximated as: 

            ec(t)= c0sin2Ø 

This is the feedback signal that is applied to the VCO. Ideally, when Ø=0, ec(t)=0 and 

VCO frequency (and phase) are equal to the frequency of the input signal s(t).  

If the phase difference Ø  between the incoming s(t) and the VCO output increases, then 

ec(t) increases forcing the frequency of the VCO to decrease so that it remains in 

synchronism with the input phase. (Recall that the frequency of the VCO decreases if its 

input voltage increases; the slope of the VCO characteristics is negative). 
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Single Sideband Modulation 

 

In this type of modulation, only one of the two sidebands of DSB-SC is retained while 

the other sideband is suppressed. This mean that B.W  of the SSB signal is one half that 

of DSB-SC. The saving in the bandwidth comes at the expense of increasing modulation 

complexity. 

The time-domain representation of a SSB signal is  

 s (t)= Acm(t)coswct±Ac  ̂ (t) sinwct 

 ̂ (t) : Hilbert transform of m(t) 

-sign: upper sideband is retained  

+sign: lower sideband is retained 

 

Generation of SSB: Filtering Method (Frequency Discrimination Method)  

A DSB-SC signal  X(t)=2Acm(t) coswct is generated first. A band pass filter with 

appropriate B.W and center frequency is used to pass the desired side band only 
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The band pass filter must satisfy two conditions: 

a. The pass band of the filter must occupy the same frequency range as the desired 

sideband. 

b. The width of the transition band of the filter separating the pass band and the stop 

band must be at least 1%  of the center frequency of  the filter. i.e., 0.01f0≤∆f. 

This is sort of a rule of thumb for realizable filters on the relationship between the 

transition band and the center frequency. 
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Two remarks should be considered when generating a SSB signal.  

1. Ideal filter do not exist in practice meaning that a complete elimination of the 

undesired side band is not possible. The consequence of this is that either part of the 

undesired side band is passed or the desired one will be highly attenuated. SSB 

modulation is suitable for signals with low frequency components that are not rich in 

terms of their power content. 

2. The width of the transition band of the filter should be at most twice the lowest 

frequency components of the message signal so that a reasonable separation of the two 

side band is possible. 
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Generation of SSB Signal: Phase Discrimination Method . 

The method is based on the time –domain representation of the SSB signal 

 s (t)= Acm(t)coswct±Ac  ̂ (t) sinwct 
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Two- stage generation of SSB signal 

When the conditions on the filter cannot be met in a single-stage SSB system, a two-stage 

scheme is used instead where less stringent conditions on the filters can be imposed. The 

block diagram illustrates this procedure. 

 

m1(t) is the base band signal with a gap in its spectrum extending over (0, fI). 
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y1(t):  is a DSB-SC signal on a carrier frequency f1. 

BPF1 selects the upper side band of y1(t).  The parameters of the filter are f01 (center 

frequency) and the transition band length ∆f1. 

We must maintain that  

∆f1 ≥ 0.01 f01                    and                   ∆f1 ≤ 2 fI 

s1(t) is a single side band signal. The frequency gap of this signal extends over (0, f1+ fL). 

The second modulator views this signal as the baseband signal to be modulated on a 

carrier with frequency f2. 

The second modulator generates a DSB signal. The second BPF with center frequency f02 

and transition band ∆f2  selects the upper side band. Again, we maintain that  

∆f2  ≥ 0.01 f02                  and                   ∆f2  ≤  2 (f1+fI) 
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Demodulation of SSB: Time-Domain Analysis 

A SSB signal can be demodulated using coherent demodulation (oscillator at the receiver 

should have the same frequency and phase as those of transmitter carrier ) as shown in 

the figure: 

 

Let the received signal be the upper single sideband   

  ( )      ( )          ̂( )         

At the receiver this is mixed with the carrier signal. The result is 

  ( )    ( )    ́      

                              ́,   ( )          ̂( )      -       

                                ́( )              ̂́( )               

                          
     ́

 
 ( )  

     ́

 
 ( )        

     ́

 
 ̂( )         

The low pass filter admits only the first terms. The output is: 

  ( )   
     ́

 
 ( ) 

The following steps demonstrate the demodulation process viewed in the frequency 

domain .  

  ( )   
   ́

 
 (    )   

   ́

 
 (    ) 

  ( )            { 
   ́

 
 (    )   

   ́

 
 (    ) } 
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Demodulation of SSB signal : Why one side band is enough ?: A frequency-domain 

perspective 
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Demodulation of SSB : Coherent Demodulation  

a. perfect coherent  

 

 

 

when      ( )              ́( )   ́         ,  

we have perfect coherence and   

  ( )  
    ́

 
 ( )    

as  was  derived  earlier 

b.  Constant phase difference  

 

The local oscillator takes the form 

 

 ́( )   ́    (     );   

                ( )  ,   ( )           ̂( )       - ́    (     ) 

                            ́  ( )          (     )     ́  ̂( )          (     ) 

                         
   ́ 
 

 ( )    (      )  
   ́ 
 

 ( )    ( ) 

                         
   ́ 
 

 ̂( )    (      )  
   ́ 
 

 ̂( )    ( ) 

      ( )  
   ́ 

 
 ( )    ( )  

   ́ 

 
 ̂( )    ( ) 

Note that there is a distortion due to the appearance of the Hilbert transform of the 

message signal at the output. 

c.  ́( )   ́       (     ) ;  Constant frequency shift 

                       ( )  ,   ( )           ̂( )       - ́       (     )  
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   ́ 

 
 ( ),   (      )          - 

     
   ́ 

 
 ̂( ),   (      )          - 

   ( )  
   ́́ 

 
 ( )          

   ́ 

 
 ̂( )          

 

Once again we have distortion and  m(t) appears as if single sideband modulated on a 

carrier frequency =   f. 

 

Example : 

Let  m( t )        (    )          100Hz and let s ( t ) be an upper sideband signal . 

Then , 

   ( )   
   ́ 

 
     (    )       (   )  

   ́ 

 
     (    )        (   )  

                 (   )                    

  ( )       (   )       (    )  

     Distortion  

So, a message component with f = 1000Hz appears as a 900Hz component at the 

demodulator output. 

Again , distortion results as a result of failing to synchronize the transmitter and receiver 

carrier frequencies. 
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Vestigial sideband (VSB) modulation : 

 This type of modulation finds applications in the transmission of video signal . 

 Unlike the audio signal , the video signal is rich in low frequency components 

around the zero frequency . 

 The B.W of a video signal is about 5MHz. 

 If a video signal is to be transmitted using DSB, it requires a 10 MHz B.W ; 

too large . 

 If a video signal is to be transmitted using SSB (B.W = 5MHz) distortion will 

results due to the inability to suppress one of the sidebands completely using 

practical filters. 

 A compromise between DSB and SSB was proposed called vestigial sideband 

modulation . 

 Here, a DSB-SC signal is first generated The DSB is applied to a band pass 

filter (called a vestigial filter ) that has an asymmetrical frequency response 

about ( -+fc).  

 The filter allows one of the sidebands to pass almost without attenuation , 

while a trace or a vestige of the second sideband is allowed to pass (most of 

the second sideband is attenuated ) 

 A typical spectral density of an audio and a video signal is shown below. 
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Generation of a VSB : Filtering method 

 

 

 

Let Hv(f) be the transfer function of the vestigial filter. We need to find a condition on the 

characteristic of the filter such that the demodulated signal at the receiver is proportional 

to the message signal. Now we proceed to find such a condition.  

  ( )     ( )         ;  A DSB-SC signal 

  ( )    ( )  ( )  ; The Fourier transform of the filter output. 

           
  

 
* (    )   (    )+  ( ) ; VSB signal 

 

 

 

 

 

 

 

The objective is to specify a condition on Hv(f) such that V0(t) is an exact replica of m(t) . 

   ( )    ́  ( )        

   ( )  
  ́

 
* (    )   (    )+ 

    
    ́

 
* (     )   ( )+  (    ) 

    
    ́

 
* (     )   ( )+  (    ) 

 

The LPF will eliminate the high frequency component and retains only the low frequency 

terms. 



23 
 

    ( )  
    ́

 
*  (    )    (    )+ ( ) 

In order for V0(f) to be proportional to M( f ) , we require that  

   (    )    (    )              (  ) 

When this condition is imposed on the filter, the output becomes 

   ( )  
    ́

 
  (  ) ( ) 

   ( )  
    ́

 
  (  ) ( ) 
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Two remarks :  

1. B.W =      ;     is the size of the vestige . 

2. VSB can be demodulated using coherent demodulation . 

 

Generation of VSB: phase discrimination method  

The time-domain representation of a VSB signal is  

  ( )      ( )            ( )        

Where ms(t) is the response of a vestigial filter (in the base band spectrum) to the message m(t). 

Using the time-domain representation , 

 the following scheme may be used 

 to generate a VSB signal  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The – sign means that most of the upper sideband is admitted  

       + sign means that most of the lower sideband is admitted  
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The transfer function HS(f) of the low pass filter is related to the band pass characteristic 

by: 

             ( )           *  (    )    (    )+  

 

Coherent Detection of VSB : Time Domain Analysis 

Let the received VSB signal be given as: 

 

 ( )     ( )            ( )        

This signal is mixed with a version of the  

transmitted carrier of the same phase and frequency. 

 ( )   ( )  ́          

     ́ , ( )          ( )       -        

     ́  ( )    
         ́   ( )              

 
    ́

 
 ( )  

    ́

 
 ( )         

    ́

 
  ( )         
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The low pass filter admits only the low pass component, which is nothing but a scaled 

version of the message signal. 

 ( )  
    ́

 
 ( ) 

 

Envelope Detection of VSB + Carrier : 

This type of modulation takes the form : 

 ( )              

         ( )               ( )             ( )        

  is a scaling factor chosen to minimize envelope distortion. The addition of the carrier is 

meant to simplify the demodulation of the video signal in practical TV systems and 

avoids the complexity of coherent demodulation. It is also less expensive since a simple 

envelope detector, of the type described in demodulating a normal AM signal, can be 

used. 

 ( )  (       ( ))             ( )        

 ( )  √(       ( ))
 
   

     
 ( )     (      ) 

If s( t ) is applied to an envelope detector (which is insensitive to phase variations), the 

output is 

 ( )  √(  (    ( ))
 
   

     
 ( ) 

If        ( ) , then  

 

 ( )    (    ( )) 

 

 

Hence , m(t) can be demodulated, almost without distortion,  using simple envelope 

detection techniques if the above condition is satisfied . 
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Example: A VSB is generated from the DSB-SC signal   ( )        .  M(f) and Hv(f) 

are shown below . Find the spectrum of the transmitted signal s(t). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 +FC 
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Baseband Signal :  

The input signal consists of five frequency components. It is represented as: 

  ( )                           

                                   

 

Transmitted signal : 

The spectrum of the transmitted signal is: 

   

 ( )    ( ) (    )    ( ) (    ) 

If we perform the multiplication in the frequency domain and take the inverse Fourier 

transform, we get the time domain representation of the transmitted signal.  

 ( )           (     )          (     )  

         (     )          (     )        (     )  

           (     )           (     )  
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Frequency and Phase Modulation 

To generate an angle modulated signal, the amplitude of the modulated carrier is held 

constant and either the phase or the time derivative of the phase is varied linearly with the 

message signal m(t). 

The expression for an angle modulated signal is: 

  ( )       (      ( )) ,   c  is the modulated carrier 

frequency. 

 

The instantaneous frequency of s(t) is : 

 

   ( )= 
  

  
 

 

  
(     ( ))      

 

  
 

  ( )

  
 

 

For phase modulation, the phase is directly proportional to the modulating signal : 

  ( )     ( ),  kp is the phase sensitivity measured in rad/volt. 

 

The peak phase deviation is 

           ( ( ))   

 

For frequency modulation, the frequency deviation of the carrier is proportional to the 

modulating signal: 

 

 

  
 
  ( )

  
    ( )            ( )   

 

The frequency deviation from the un-modulated carrier is 

   ( )     
 

  

  

  
 

The peak frequency deviation is 

        *
 

  
 

  

  
+. 
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The time domain representation of a phase modulated signal is : 

  ( )       .       ( )/  

 

The time domain representation of a frequency modulated signal is : 

 

  ( )       .        ∫  ( )  
 

  
/  

where   ( )      ∫  ( )  
 

  
 

 

The average power in  ( ), for frequency modulation (FM) or phase modulation (PM) is: 

     
(  )

 

 
           

 

 

Example:  Frequency Shift Keying. 

 

The periodic square signal m(t), shown below,  frequency modulates the carrier   

 ( )          (      ) to produce the signal  ( )        ( (      )  

    ∫ ( )  ) where kf =10 HZ/V. 

 

a. Find and plot the instantaneous frequency fi(t). 

b. Find and sketch s(t). 
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Solution: 

a) The instantaneous frequency is 

           ( ) 

 

      { 100+10 =110 Hz    when m(t) =+1. 

        { 100 -10 = 90Hz    when m(t) =-1. 

 

For                110 Hz 

 

                 90 Hz 

The instantaneous frequency hops between the two values 110 Hz and 90 Hz as shown 

below 

 
 

In digital transmission, we will see that a binary (1) may be represent by a signal of 

frequency f1 for        and a binary (0) by a signal of frequency f2 for     

   .  

 

b)  The two signal possible to transmitted signal are : 

 ( )      (  (   )  )       ( )     

 ( )      (  (  )    )                 ( )     

 

For         , the transmitted signal may look like as in the figure. 
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Single Tone Frequency Modulation: 

Assume that the message  ( )          . 

The instantaneous frequency is: 

         ( )                 . 

 

This frequency is plotted in the figure. 

The peak frequency deviation (from the un-modulated  

carrier) is : 

 

          

 

The FM signal is: 

 

 ( )        (             )  

 

Where   is the FM modulation index: 
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Spectrum of a Single-Tone FM Signal 

The objective is to find a meaningful definition of the bandwidth of an FM signal: 

Let  ( )              be the message signal, then the FM signal is: 

 

  ( )       (                 ) 

 

Where    
  

  
 

                        

                 
  is the modulation index. 

 

  Recall that: 

 ( )       (                 ) 

 

which can be rewritten as: 

 

  ( )    {  (               }  

 

                  *  (     )    (         )+ 

 

Remember that:                    and that         *   + 

The function [           - is “sinusoidal” and periodic with    
 

  
  . Therefore, 

  (         ) is also periodic with    
 

  
  . 

  As we know, a periodic function g(t) can be expanded into a complex Fourier series as: 

  ( )  ∑     
      

              
 

  
∫  ( )        
  

 
    . 

 

  If we let   ( )    (         )   
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then,     
 

  
∫    (         )           
  

 
   

 

It out that          ( )  

Where    ( ) is the Bessel function of the first kind of order n. 

Hence,      ( )  ∑   ( )  
      

    

 

Substituting into   ( ), we get: 

    ( )       * 
 (     )   ∑   ( )  

      
   +  

                        * ∑   ( )   
   (      )  + 

    

                  ∑   ( )     (  (      ) )
 
   

Finally, the FM signal can be represented as 

 

   ( )     ∑   ( )     (  (      ) )
 
   

 

Bessel Functions:       

         The Bessel equation of order n is: 

             
  

   

 

  
  

  
 (     )    

This is a second order differential equation with variable coefficient. We can solve it by 

the power series method, for example: 

Let    ∑      
  

          
  

  
 ∑        

    
           

  

   

 
 ∑  (   )     

    
    . 

Substituting    
  

  
     

  

   

 
 into the differential equation and equating terms of equal 

power results in: 

      ∑
(  )  (

 
  )

    

  (   ) 
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The solution for each value of n (see the D.E where n appears) is   ( ), the Bessel 

function of the first kind of order n. 

 

Some Properties of   ( )  

 

1-   ( )  (  )    ( ). 

 

2-   ( )  (  )   (  ). 

 

3- Recurrence formula          ( )      ( )  
  

 
  ( )   

 

4- For small values of x:       ( )   
  

      
   

 

Therefore,   ( )    

                     ( )   
 

 
 

                      ( )               

 

5- For large value of  : 

  ( )  √
 

  
    (  

 

 
 

  

 
) ,      ( ) behaves like a sine function with progressively 

decreasing amplitude. 

6- For real   and fixed,   ( )             

 

7- ∑ (  ( ))
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The Bessel Functions Table for various values of   and n. 

  Table 1, notice that  x =  . 

 

Table 2. 
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The FM Signal Series Representation 

 

We saw earlier that a single tone FM signal can be represented in a Fourier series as :  

 

    ( )     ∑   ( )     (  (      ) )
 
   

 

The first few terms in this expansion are: 

 

 ( )     *   ( )    (     )    ( )      (     )     ( )      (     )    

      ( )      (      )      ( )      (      )         

 

The FM signal consists of infinite number of spectral components concentrated around 

  . Therefore, the theoretical bandwidth of the signal is infinity. That is to say, if we need 

to recover the FM signal without any distortion, all spectral components must be 

accommodated. This means that a channel with infinite bandwidth is needed. This is of 

course  not practical since the frequency spectrum is shared by many users. 

 

In the following discussion we need to truncate the series so that say 99% of the total 

average power is contained within a certain bandwidth. But first let us find the total 

average power using the series approach. 

 

 The total average power in s(t) 

 

Note that s(t) consists of an infinite number of Fourier terms, and the power in s(t) will be 

equal the power in the respective Fourier components . 

 

Any term in s (t) takes the form:     ( )    (  (      ) ) 

 

 The average power in this term is:    
(  )

 (  ( ))
 

 
 

 

Hence the total power in s(t) is: 

 

   ( )       
  

    
 ( )

 
 
  

   
 ( )

 
 
  

    
 ( )

 
 
  

   
 ( )

 
 
  

    
 ( )

 
   

                       

                         
  

 

 
 {   

 ( )    
 ( )    

 ( )   
 ( )    

 ( )     } 

 

=    
  

 

 
 * ∑    

 ( )  
    + , where  ∑    

 ( )  
      , ( A property of Bessel 

Functions) 
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  The average power becomes 

 

    ( )        
  

 

 
 . 

 

 

  Spectrum of an Fm Signal 

 

 
 

 

 Fourier transform of   ( )        (             )  (only + ve frequencies 

shown) 

 

 

Note that in the figure above  as               the spectral lines become closely 

concentrated about       

 

 

 The power spectral density, which is a plot of     
  versus  , is shown below: 
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Example:   

Plot the FM spectrum and find the 99% power bandwidth when      and       

 

Solution: 

 

    ( )     ∑   ( )    (  (      ) )
 
   

 

Case a:       

 

For     , there are five significant Bessel terms (but we may not need all of them to 

achieve the 99% power bandwidth) 

 

  ( ) = 0.7652,    ( ) = 0.4401,     ( ) = 0.1149,    ( ) = 0.01956,     ( ) = 

0.002477 

 

 

 

 

 

 

 

 

 

 

 

The power in s(t) is        ( )         
  

 

 
  

Let us try to find the average power in the terms at     ,      ,      ,       , 

       

The average power in these five components can be calculated as: 

1.    :                      
  

    
 ( )

 
  

2.      :                
  

   
 ( )

 
 

3.      :                 
  

    
 ( )

 
 

4.       :             
  

   
 ( )
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5.       :              
  

    
 ( )

 
 

 

The average power in the five spectral components is the sum: 

 

  
   

 
[  

 ( )     
 ( )     

 ( )] 

= 
   

 
 ,(      )    (      )  (      ) -          

   

 
 

 

So, these terms have 99.9 % of the total power. 

 

Therefore, the 99.9 %  power bandwidth is  

 

               B.W= (      )  (      )      

 

Case b:         

For          (   )         (   )              (   )              

 

The power in the carrier and the two sidebands (at    ,      ,      ) is  

   
   

 
[  

 (   )     
 (   )]  

                
   

 
,      -  

Therefore, 
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The 99% bandwidth is 

B.W= (     )  (     )      

 

Remark: 

We observe that the spectrum of an FM signal when     ( called narrow band 

FM)  is “similar” to the spectrum of a normal AM signal, in the sense that it 

consists of a carrier and two sidebands. The bandwidth of both signals is    . 

 

Carson’s Rule 

A 98% power B.W of an FM signal is estimated using Carson’s rule: 

     (   )     

 

 

Generation  of an FM Signal 

First:  Generation of a Narrowband FM Signal 

 

Consider an angel modulated signal: 

  ( )          (       ( )) 

When   ( ) is an FM signal,       ( )      ∫ ( )   

 ( ) can be expanded as: 

  ( )       (     )    ( ( ))       (     )    ( ( )) 

 

When   ( )    ,         ,    ( )    and  ( ) , termed narrowband, can be 

approximated as: 

           ( )       (     )        (     )  
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This expression can serve as the basis for the generation of a narrowband FM or PM 

signals. 

 

To Generate a narrowband FM, consider the block diagram below: 

                       

   

 When  ( )       (     ) 

                 ( )       (     ) 

And the modulated signal takes the form 

  ( )       (     )        (     )     (     ) 

 

To generate  a narrow band PM signal, we can use the scheme: 
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Spectrum of a single- tone NBFM: 

For an FM signal,  ( )       (     )  

  ( )       (     )        (     )     (     ) 

  ( )       (     )  
   

 
,   (  (     ) )      (  (     ) )] 

The spectrum of  ( ) is shown below: 

 

 

The spectrum consists of a component at the carrier frequency    , and at the two 

sidebands        and      ). Note the negative sign at the lower sideband. The 

bandwidth of this signal is    .  

 

Now consider the normal AM signal with sinusoidal modulation.  

  ( )        (     )          (     )     (     ) 

It can be represented as 

  ( )       (     )  
    

 
,   (  (     ) )      (  (     ) )] 

As we recall this signal consists of a term at the carrier and two terms at       and 

     . 
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Frequency multiplier 

It is a device for which the frequency of the output signal is an integer multiple of the frequency 

of the input signal. It is primarily a nonlinear characteristic followed by a band pass filter. Now 

we illustrate the operation of this device.  

 

The Square law device:                                                                                                 

Let the input be an FM signal of the form: 

  ( )       (    
 
            )  

 ( )        ( ) 

The output of the square law characteristic is: 

 ( )   ( )    
      ( )  

  
  

 
,      (  )-  

  
  

 
 

  
  

 
   (  )

 
  

  

 
 

  
  

 
   [  (   

 
)         (     )] 

The bandpass filter 

If  ( ) is passed through a BPF of center frequency      , then the DC term will be suppressed 

and the filter output is: 

   ( )  
  

  

 
   [  (   

 
)         (     )] 

   ( )  
  

  

 
   ,  (  )       (     )- 

As can be seen from this result, the output is a signal with twice the frequency of the input signal 

and a modulation index twice that of the input. To get frequency multiplication higher than two, 

a cascade of units, similar to what was described above, can be formed with the number of stages 

that achieve the desired frequency. 

    

Indirect Method for Generating a Wideband FM: 

A wideband FM can be generated indirectly using the block diagram below (Armstrong 

Method). First a narrowband FM is generated, and then the wideband FM is obtained by using 

frequency multiplication. Next, we analyze the operation of this modulator. 
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If   ( )               is the baseband signal, then 

   ( )       (    
                )  ;     

    

  
 

is a narrowband FM with      . The frequency of   ( ) is    
 
   

                 .  

Multiplying     by    , we get the frequency of   ( ) as        
                 . This 

result in 

  ( )       ,  (   
 )             - 

                   ,               - 

Where        is the desired modulation index of WBFM 

                   
  is the desired carrier frequency of WBFM                

                                                                            

Direct method for generating FM signal: 

In a direct FM system, the instantaneous frequency of the carrier is varied in accordance with a 

message signal by means of a voltage controlled oscillator (VCO). The voltage – frequency 

characteristic of a VCO is given by 

            ( )  

and is plotted in the figure below. 

 

 

 

  

 

  

0 
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A realization of the CVO may be obtained by considering an oscillator (like the Hartley 

oscillator) shown below in which a varactor ((voltage variable capacitor) is used. The 

capacitance of the varactor varies in response to variations in the message signal. The variation is 

linear when the variation in the message is too small. 

 

 

 

 

 

 

 

 

The frequency of the oscillator is  

  ( )  
 

  √(      ) ( )
 

Let       ( )        ( )         

 k:  is a constant,  

When m(t) = 0,  ( )    , and the 

unmodulated frequency of oscillation is 

     
 

√(     )  
     

When m(t) has a finite value, the frequency of oscillation is 

  ( )  
 

  √(      )(      ( ))

 

 

 
 

  
  

 

√(      )  

  
 

√(  
   ( )

  
) 

 

 

Hartley Oscillator 
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   (  
   ( )

  
)

  
 ⁄

                          ,(   )      - 

When   
   ( )

  
   , we can make the approximation   

  ( )    (   
   ( )

   
)         ( ) 

Here it is clear that the instantaneous frequency varies linearly with the message signal. 

 

Demodulation of the FM signal: 

An FM signal may be demodulated by means of what is called a discriminator.  

Let     ( )       (     ( ))  be an angle 

modulated signal. The output of an ideal  

discriminator is defined as: 

 ( )      
 

  
      

  

  
 

When         ∫  ( )  
 

  
  , then   

  

  
        ( ) and y(t) becomes  

 ( )        ( ) 

 

One practical realization of a discriminator is a differentiator followed by an envelope detector. 

The operation of this discriminator can 

be explained as follows: 

 

Let       ( )       (     ( )) 

  ( )

  
    (   

  

  
)    (     ( )) 

The output of the envelope detector is      .   
  

  
/     

The capacitor blocks the DC term and so output is: 

Discriminator  ( )  ( ) 

Differentiator Envelope 

detector 
||    

  

  
 

 ( ) 
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Secondary circuit tuned to       Primary circuit tuned to carrier freq.      

 ( ) 

         
  

  
         ( )     

We know what an envelope detector is when we considered amplitude demodulation. Now we 

explain how differentiation is accomplished.  

From the properties of Fourier transform we know that if   * ( )+   ( ) , then  

 {
  ( )

  
}        ( ) 

This means that multiplication by         in the frequency domain 

amounts to differentiating the signal in the time-domain. Hence, we 

need a circuit whose frequency response is linear in     to perform 

time differentiation. A circuit that performs this task is a tuned 

circuit, provided that the signal frequency falls within the linear part 

of the characteristic, i.e., between either  (     )    (     ). 

A balanced FM detector called balanced discriminator is such a 

circuit. 

 

Tuned circuit demodulator 

 

 

 

 

 

 

 

 

To extend the dynamic range of the differentiating circuit, two tuned circuits with center 

frequencies              are used as will illustrated next. 
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 ( ) 

Balanced slope detector: 

Two tuned circuits are tuned to two different frequencies  

   
    

 . The primary circuit is tuned to     .  

 This circuit has wider width of linear frequency 

response. 

 No DC blocking is necessary.  

 

 

 

Phase shift discriminator: 

The quadrature detector:  This demodulator converts frequency variations into phase variation 

and detecting the phase changes. The block diagram of the demodulator is shown below  

 

 

 

 

 

 

Output 
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Let    ( )       (        ( ))      ( )      ∫  ( )
 

 
      

  (    )       ,    (    )   (    )-  

                                  ,                  (    )- 

The delay    is chosen such that          
 ⁄  

Hence,  

  (    )       0      
 

 
  (    )1 

                                   ,       (    )-  

  ( )   ( ) (    ) 

           
    ,       (    )-    ,       ( )-  

          
  

 

 
   ,  (   )   ( )   (    )-   

  
 

 
   , ( )   (    )-   

The high frequency component is suppressed by the LPF. What remains is the second term  

  
 

 
   , ( )   (    )-    

  
 

 
, ( )   (    )-  

Where    is small to justify the approximation     ( )     

Hence,  

  ( )  
  

 

 
, ( )   (    )- 

  ( )  
  

 

 
          

 ( )  (    )

  
  

The second term is the derivative  
  ( )

  
 . The output then becomes 

  ( )  
  

 

 
         

  

  
 

But               ( )      ∫  ( )
 

 
   and  

 

  
 ( )       ( ) 

  ( )  
  

 

 
           ( ) 

    ( )     ( ) 

     ( ) is proportional to  ( ). It performs demodulation.  
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  ( )   ( ) 

Transfer function of the delay:  

From Fourier transform properties  

  ( )   ( )  

  (    )   ( )         

The transfer function of the time delay is 

  ( )            

  Therefore, a circuit whose phase characteristic is linear in   can provide time delay of the type 

that we need.  

A circuit with linear phase characteristic is the network shown  

 

 

 

 

If     
 

  √  
,      

 

   
 

then it can be shown that arg ( ( )) for this circuit is  

    ( ( ))   
 

 
 

  

  
(    )  ,    

  

  
 

Remark: To perform time differentiation, we searched for a circuit whose amplitude spectrum 

varies linearly with frequency, while to perform time delay, we searched for a circuit with a 

linear phase spectrum. 

 

The Super heterodyne Receiver: 

Practically, all radio and TV receivers are made of the super heterodyne type. The receiver 

performs the following functions : 

o Carrier frequency tuning: The purpose of which is to select the desired signal. 

o Filtering: the desired signal is to be separated from other modulated signals. 

o Amplification: to compensate for the loss of signal power incurred in the course 

of transmission. 
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The description of the receiver is summarized as follows: 

 

 

 

 

 

 

 

 

 

o The incoming signal is picked up by the antenna and amplified in the RF section 

that is tuned to the carrier frequency of the incoming signal. 

o  The incoming RF section is down converted to a fixed intermediate frequency 

(IF).                  

o The IF section provides most of the amplification and selectivity in the receiver. 

The IF bandwidth corresponds to that required for the particular type of 

modulation.  

o The IF output is applied to a demodulator, the purpose of which is to recover the 

baseband signal. 

o The final operation in the receiver is the power amplification of the recovered 

signal. 

o The basic difference between AM and FM super heterodyne lies in the use of an 

FM demodulator such as a discriminator (differentiator followed  envelope 

detector) 

            

Quadrature Carrier Multiplexing (QAM) 

Quadrature Carrier Multiplexing: Modulation 

This scheme enables two DSB-SC modulated signals to occupy the same transmission B.W and 

yet allows for the separation of the message signals at the receiver. 

  ( ) and   ( ) are low pass signals each with a  B.W = W Hz . 

The composite signal is: 

  ( )      ( )              ( )         

  ( )    ( )    ( ) 

 where   ( ) and   ( ) are both DSB-SC signals. 
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× 

× 

∑ 

           

           

  ( ) 

  ( ) 

 ( ) 

          

          

 ( ) 

  ( ) 

  ( ) 

    ( ) 

    ( ) 

B.W of    ( ) = 2W 

B.W of    ( ) = 2W 

B.W of   ( ) = 2W 

This method provides bandwidth conservation. That is, two DSB-SC signals are transmitted 

within the bandwidth of one DSB-SC signal. Therefore, this multiplexing technique provides  

bandwidth reduction by one half. 

 

 

 

 

 

 

 

 

 

 

Quadrature Carrier Multiplexing: Demodulation 

 Given  ( ), the objective is to recover   ( ) and    ( ) from    ( ) . Consider first the in-phase 

channel 

   ( )               ( ) 

 

             (    ( )              ( )        ) 

 

        ( )   
            ( )                

 

        ( ) .
         

 
/      ( )         

       ( )       ( )             ( )        

After low pass filtering, the output of the in-phase channel is 

× 

× 

LPF 

LPF 

Modulation  Demodulation  
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    ( )      ( ). 

Likewise, it can be shown that 

    ( )      ( ) . 

Note:  Synchronization is a problem. That is to recover the message signals it is important that 

the two carrier signals (the sine and the cosine functions) at the receiver should have the same 

phase and frequency as the signals at the transmitting side. A phase error or a frequency error 

will result is an interference type of distortion. That is, A component of   ( ) will appear in the 

in-phase channel in addition to the desired signal   ( ) and a component of   ( ) will appear at 

the quadrature output.  

 

Frequency Division Multiplexing: 

A number of independent signals can be combined into a composite signal suitable for 

transmission over a common channel. The signals must be kept apart so that they do not interfere 

with each other and thus they can be separated at the receiving end. 

 

 

 

 

 

 

Illustration of FDM 

Let               be three baseband message signals each with a B.W = w. 

The composite modulated signal  ( ) is  

 ( )      
  ( )             

  ( )             
  ( )              

    ( )     ( )     ( )  

             are DSB-SC signals with carrier frequencies               , respectively. If the 

spectrum of   ( )   ( )       ( ) are as shown, the spectrum of  ( ) can be found as shown 

below.  
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  ( ) 

  ( ) 

  ( ) 

           

           

  ( )   ( ) 

  ( ) 

 ( ) 

Demodulation Modulation 

 

 

 

 

 

 

 

 

 

 

 

To prevent interference we demand that  

                             

                             

The structure of the receiver is as follows: 

 

 

 

 

 

 

 

 

 

  

  

BPF           

center freq.        

B.W = 2w 

BPF              

   

BPF                

   

  

  

  

LPF 

LPF 

LPF 
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Random Processes 

 

A random process  ( )  is defined as an ensemble of time functions together with a 

probability rule that assigns a probability to any meaningful event associated with an 

observation of one of the sample functions of the random process. 

Consider the following experiment: An oscillator produces a waveform of the form 

      (     )  where θ is a discrete R.V with a probability mass function 

  (   )         .   
 

 
/      

  (   )         .  
  

 
/      

 

Here the sample space of the experiment consists of four time functions: 

 

   ( )         (      )                                (  ( ))      

  ( )       .     
 

 
 /                            (  ( ))       

  ( )         (       )                            (  ( ))      

       ( )         (     
  

 
 )                           (  ( ))         

                                                                                       

 

 

 

 

Plot four signals: 

  ( )       (     ) 
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          ( )                         ( )    

                                             

         ( )                         ( ) 
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      ( )         (     ) 

 

 

  ( )        (     ) 

 

 

  ( )        (     ) 

 

 

Each realization of the experiment is called a sample function  ( ). The sample space 

(ensemble) composed of functions is called a random or stochastic process denoted 

by  ( ). The value assumed by a random process at a particular time is a random variable 

with a certain probability density function. 
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                                                                                                           Pmf of   

For the example above,  ( )                               0.5 

P { ( )     +      

P * ( )     +                                                   0.3 

 * ( )   +                                                                    0.2  

 (Corresponding to  
 

 
 
    

        
)                                                                                 

                                                                                   -         0                

 

Pmf of X at t = 0. 

 

 (   ) = 0.2+0.3 = 0.5 

 (     )      

 (      )      

 

The mean value of  the random variable X is 

 

  ( )                       

  ( )                      

 

Pmf of   at           

 

                                   (     
 

 
)                                                     Prob. 

 

Possible values:                      . 
 

 
  /      √                                      0.2 

 

                                            . 
 

 
 
 

 
 /      √                                      0.2 

 

                                            . 
 

 
   /      √                                      0.3 

 

                                            . 
 

 
 
  

 
 /      √                                     0.3 
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The Pmf of   at      
 

 
  is sketched here. 

 
                          Pmf of   

                                  0.5            0.5 

 

 

                                √           √                       

        

   * .    
 

 
 /    

⇛  Process is not stationary [mean at     is not the same as the mean at 

     
    

 
- 

 

  In general,   ( )       (       ) 

 * ( )+  ∑ (    )  (    ) 

                                      .     
 

 
 /        (      )  

                               (     
   

 
 ). 

 

Mean is not a constant (function of time). 

 

⇛ Process is non stationary. 

                                                        

     

Stationarity of a random process: 

The mean of a process  ( ) is defined as the expectation of the r.v obtained by observing 

the process at some time t as  

  ( )   * ( )+  ∫     ( )  
 

  

 

  

  ( )                                        ( ). 
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The autocorrelation function of the process  ( ) is defined as the expectation of the 

product of two r.v  (  )      (  ) obtained by observing the process  ( ) at times    

and   . 

   (     )   * (  ) (  )+  ∬       (   

 

  

  )        

 (      ) is the second order (joint pdf) of    and   . 

 

  random process is said to be wide sense stationary or (stationary) when the following 

two conditions hold: 

 

1)  * ( )+      constant for all   

 

2)   (     )   * (  ) (  )+    (      ) 

i.e.,        a function of the time difference and not on the absolute values of 

   and   . i.e., 

 

   ( )   * ( ) (   )+                

 

 

Properties of the autocorrelation function of a stationary process: 

 

1)   ( )   *  ( )+  the mean square value (second  moment of x) { 

total power in  ( ) } 

 

2)   ( )    (  )   ( )                           

 

3)   ( )                                  

  |  ( )|    ( ) 

Proof:  

Consider the quadratic quantity 

 ,  ( )   (   )-    

Taking the expectation of both sides, and then expanding, we get 
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  *, ( )   (   )- +    

  *  ( ) +   *  (   ) +    *  ( ) (   )+    

But,  *  ( ) +    ( ) and   ( )   *  (   )
 + as well. Combining these results, 

we get 

     ( )     ( )    ( ) 

 

4) If the sample function are periodic with period   , then the 

autocorrelation function    is periodic with period   . 

 

 

5) If the sample functions have a deterministic average value (dc) term 

A, then  ( ) can be represented as  ( )     ( ) . 

 ( )                                ( )   
    ( ). 

 

6) If the sample function are non periodic, then 

 

   
   

  ( )   * ( )+
  

 

Here, as      ( )      (   ) become independent and so 

   
   

  ( )      * ( ) (   )+   * ( )+
  

 

Decorrelation Time : The decorrelation time     of the a stationary process  ( ) of zero 

mean is taken as the time taken for the magnitude of the autocorrelation function   ( ) to 

decrease say 1% of its maximum value    ( )  

 

A Result we Recall from ENEE 331: If θ is a r.v with pdf  θ(θ) and     (θ) , then 

 * +  ∫  (θ) (θ)  θ 

  * (θ)+  ∫ (θ) θ(θ)  θ 
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     Example: A sinusoidal signal with random phase 

Let   ( )       (       ) 

A,    are constants,   is  a continuous  r.v uniformly distributed over (    ) 

  ( )  {
 

  
           

                               

  

The mean value of  ( ) is 

 *  ( ) +  ∫         (        )⏟          
 ( )

        
 

  ⏟
 ( )

       

   

  

 

Which is a constant (independent of time). The autocorrelation function is: 

   ( )   * ( ) (   )+ 

           ∫     (        )      ,    (   )   -⏞                          
 ( )

 

  
      ⏞  

 ( )

    

                       
  

  
∫

 

 
*              (  ( )            )+   

 

  
 

We can easily recognize that the second integral is zero, leaving only the first term. 

Hence,    ( ) becomes 

    ( )  
  

  
 
        

 
    

  

 
         

Note that: 

 The mean value is a constant and   ( ) is a function of  . These are the two 

conditions necessary for the process to be stationary. So  ( ) is a stationary 

process. 

 The process  ( ) is periodic with period    
 

  
 .The autocorrelation function 

  ( )  
  

 
          is also periodic with period    

 

  
. 

Exercise: show that the first order pdf of   is  

   ( )  {
 

 √          
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Exercise: Let X and Y be two independent Gaussian random variables each with mean 

zero and variance   . Define the random process 

 ( )                      

a. Find the mean and variance of  ( ). 

b. Find the autocorrelation function   ( ). 

c. Is this process stationary? 

Example: Random digital signal 

The figure shows a random sample  ( ) of a process  ( ) consisting of a random 

sequence        of pulses each with   possible amplitudes (symbols)            

within each signaling interval T. The possible symbols occur with probabilities 

          .  

                                                                                                                        

 

                                                                                                   

                                                                                        

                                                                                                                                      

                                                       

 

 The time delay    is a continuous r.v uniformly distributed over         

where   is the symbol duration   (  )  {
 

 
          

                         
 

 The amplitudes in different intervals are independent. 

 

 The mean value of the process is 

  ( ( ))                   

Without loss of generality, let  ( ( ))    

 

The variance of the process is 

    ( ( ))       
       

           
    

 The average power of the process is also    ( )   
 . 

 

 The autocorrelation function of the process is   
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   ( )   
    (

 

 
). 

 This function is sketched below 

 

                                            ( ) 

   

 

               

                                  0                                   

 

Example: Random Binary Signal (also known as polar non return to zero) 

 

Here, the possible symbols of X(t) in each signaling time interval T are: 

 

      with probability  ½  for        

      with probability   ½  for        

Find the mean, variance and autocorrelation function of X(t). 

 

Solution 

The mean value is   ( ( ))     
 

 
   

 

 
   

The variance is         
 

 
 (  )  

 

 
    

Therefore,   ( )   
    (

 

 
) 

 

                    ( )  {
  .  |

 

 
 |  /       | |   

                                | |   
 

 

Exercise: Unipolar non return to zero signaling 

Let the transmitted symbols of Z(t) in each signaling time interval T be: 

 

      with probability  ½  for        

     with probability   ½  for        

a. Show that Z(t) is related to the polar NZR in the previous example by  

   ( )  ( ( )   )    

b. Find the mean and variance of Z(t). 
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c. Show that    ( )  {

  

 
 
  

 
.  |

 

 
 |  /       | |   

          
  

 
                     | |   

 

 

Exercise: Polar non return to zero signaling with non-equal symbol probabilities 

Let the possible symbols of X(t) in each signaling time interval T be: 

 

      with probability  p  for        

      with probability       (1-p)  for        

a. Find the mean and variance of X(t). 

b. Find the autocorrelation function of X(t). 

 

Exercise: M-ary pulse amplitude signal 

Let the possible symbols of X(t) in each signaling time interval T be (   ,   , 

  ,     ) with equal probabilities 

a. Find the mean and variance of X(t). 

b. Find the autocorrelation function of X(t). 

 

Ergodic processes: 

Given a sample function  ( ) of a random process  ( )  we define the following 

 two time averages: 

 

  〈 ( )〉        
 

  
∫  ( )  
 

  
 

   〈 ( ) (   )〉        
 

  
 ∫

  
 ( ) (   )  

 

  
 

Here,    is an observation interval. 

 

Def: A random process is said to be ergodic if statistical properties can be 

determined from a sample function representing one realization of the process. 

 

Statistical average = Time Average. 

 

The two quantities of interest are the mean value and the autocorrelation function. 

For an ergodic process, they can be computed using time average as: 

 

  * ( )+  〈 ( )〉          . 

   ( )   * ( ) (   )+  〈 ( )  (   )〉   function of  . 
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Remark: An ergodic process in stationary, but a stationary process is not 

necessarily ergodic. 

 

Example: consider again the process  ( )      (        )  θ is uniformly 

distributed over (-π < θ < π). 

 

The two time averages are calculated as follows: 

 〈 ( )〉  
 

  
∫     (        )     
  

 
 ;           

〈 ( ) (   )〉  
 

  
∫     (       )      (              )  

  

 

 

                               
  

  
∫    (               )              
  

 
 

 

                                
  

 
         

 

These are the same values found in the previous example. 

      ⇛      process is ergodic. 

 

 

Power spectral Density and Autocorrelation Function: 

 

Consider a stationary random process  ( ) that is ergodic. Consider a truncated 

segment of  ( ) defined over the observation interval –      . Let      be 

the truncated signal: 

 

   ( )  {
 ( )                           
                                             

 

 

The Fourier transform of     is: 

   ( )  ∫ ( )         

 

  

 

The energy spectral density of    ( )  is |   ( )|
 . Since  ( )   is only one 

realization of a random process, then we need to find its mean value 

 *|   ( )|
 +. Dividing this by the observation interval 2T, and letting T becomes 

very large, we get the power spectral density of the whole process, averaged over 

all sample functions and over all time.  

 

The power spectral density, of a stationary process, may then be defined as: 
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  ( )     
   

 

  
  *|    ( )|

 + 

The Wiener –Khintchine Thorem: 

 

The power spectral density    ( ) and the autocorrelation function   ( ) of a 

stationary random process  ( ) form a Fourier transform pairs: 

 

   ( )  ∫   
 

  
( )          

   ( )  ∫   
 

  
( )         

 

 

 Properties of the power spectral Density: 

 

1. The zero frequency value of the power spectral density of a stationary 

process equals the total area under the graph of the autocorrelation 

function ; 

 

  ( )  ∫   

 

  

( )   

 

2. The mean squared value (the total signal power) of a stationary process 

equals the area under the power spectral density curve. 

 

 * ( ) +    ( )  ∫   ( )  

 

  

 

 

3. The power spectral density of a stationary process is always nonnegative ;  

i.e.,    ( )        for all  . 

 

4. The power spectral density of a real-valued random process is an even 

function of  . 

 

  ( )    (  ) 

 

Example: Sinusoidal signal with random phase (revisited) 
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Find the power spectral density of the random process   ( )        (       );  

θ is a uniform r.v over (    ).                                                           
  

 
               

  

 
            

For this process, we found earlier that   ( )  
  

 
          

Since   ( )   *   ( ) +  then                                                                                               

   ( )  
  

 
*  (    )   (    ) + 

 The total average power is obtained by integrating   ( ) over all frequencies. 

 ∫   ( )  
 

  
 ∫

  

 
, (    )   (    )-  

 

  
 

                              
  

 
 
  

 
 
  

 
 

                                     ( ) 

 

Example: Random Binary Signal (revisited) 

The autocorrelation function of the random binary signal was found to be 

  ( )  {
  .  |

 

 
|/            | |   

                                    | |    
 

The power spectral density is the Fourier transform of   ( ) which is 

                ( )   *   ( )+   
           

Exercise: For the random binary signal X(t), find the total signal power. 

Exercise: Unipolar non return to zero signaling (revisited) 

Let the transmitted symbols of X(t) in each signaling time interval T be: 

      with probability  ½  for        

     with probability   ½  for        

a. Find the power spectral density of X(t). 

b. Find the null to null bandwidth of X(t). 

Example: Random Binary Signal (Revisited) 
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Here, the possible symbols of X(t) in each signaling time interval T are represented by a 

pulse + g(t) and – g(t): 

 

    ( )   with probability ½   for        

    ( )   with probability  ½  for        

The power spectral density for this signal is 

  ( )   *   ( )+  
 

 
| ( )|  

Where  ( ) if the Fourier transform of g(t). As we will see later, the transmission of 

digital data by means of signals with opposite polarity is called antipodal signaling. 

 

Exercise: Manchester Coding 

Let g(t) in the previous example be given by  

 ( )  {
           

            
 

Find the power spectral density of the transmitted signal. 

 

Example: Mixing of a random process with a sinusoidal signal. 

A random process  ( ) with an autocorrelation function   ( ) and a power spectral 

density   ( ) is mixed with a sinusoidal function     (       ) ;   is a r.v uniformly 

distribution over (    ) to form a new process 

  ( )   ( )    (       ) 

Find   ( ) and    ( ) 

Solution 

We first find   ( ) 

   ( )   *  ( ) (   )+ 

              * ( )    (       )   (   )    (             )+ 

When  ( ) and θ are independent, then 
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              * ( )  (   )+ *   (       )     (             )+ 

               ( ) *
   ( π     π      )      π   

 
 + 

            ( )  
  ( )

 
          

The power spectral density is 

            ( )  
 

 
*  (    )    (    )+ 

Which is quite similar to the modulation property of the Fourier transform. 

 

Exercise: Binary Phase Shift Keying 

Consider again the random binary signal m(t) which assumes the values     and    in 

each signaling time interval T as: 

      with probability  ½  for        

      with probability   ½  for        

A new modulated signal  ( ) is generated from X(t) as:  

 ( )    ( )    (       ) 

where    is a random variable uniformly distribution over (    ) and independent of 

m(t), 

a. Find the null to null bandwidth of  ( ) 

b. Find the autocorrelation of  ( ) 

c. Find and sketched the power spectral density of  ( ) 

d. Find the null to null bandwidth of  ( ). 

 

Exercise: Binary Amplitude Shift Keying 

Consider again the unipolar NRZ signal m(t) which assumes the values     and   in each 

signaling time interval T as: 

      with probability  ½  for        

     with probability   ½  for        
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A new modulated signal  ( ) is generated from X(t) as:  

 ( )    ( )    (       ) 

where    is a r.v uniformly distribution over (    ) and independent of m(t) 

a. Find the null to null bandwidth of  ( ) 

b. Find the autocorrelation function of  ( ). 

c. Find and sketched the power spectral density of  ( ) 

d. Find the null to null bandwidth of  ( ). 

 

Exercise: Binary Frequency Shift Keying 

Consider again the random binary signal m(t) which assumes the values     and   in 

each signaling time interval T as: 

      with probability  ½  for        

     with probability   ½  for        

A new modulated signal  ( ) is generated from X(t) as:  

 ( )    ( )    (        )    ́( )    (        ) 

where     and    are independent random variables uniformly distribution over (    ) 

and  ́( )  (   ( )) 

a. Show that  ́( )      ( ) have the same autocorrelation function. 

b. Show that 

  ( )  
  

 
  ( )         

  

 
  ( )         

c. Find and sketched the power spectral density of  ( ) 

d. Find the null to null bandwidth of  ( ). 

 



Transmission of a Random Process Through a LTI Filter 

Suppose that a stationary process X(t) is applied to a LTI filter of impulse 

response h(t) producing a new process Y(t) at the filter output. 

 

 

The input Signal X (t) is a stationary process characterized by an auto-

correlation function Rx (𝜏)  and a power spectral density Sx (f).  

Mean Value of Y(t) 

Y (t) is related to X(t) through  the  convolution  integral  

   Y (t) =∫   ( ) (  
 

  
 )       

The mean value of Y(t) is  

  E{Y (t)} = ∫   ( ) * (  
 

  
 )+   

Since X (t) is a stationary process, then  E{X (t-λ)} = μx , a constant, so 

E{Y (t)} = ∫   ( )
 

  
  μx  d λ = μx ∫  ( )  

 

  
 

μy = μx  ∫   ( )  
 

  
 = μx H(0)   

where, H(0) is the value of the transfer function evaluated at f = 0. 

Autocorrelation Function of  Y(t) 

The autocorrelation function of Y(t) can be evaluated as: 

   RY (t,u) = E{Y(t). Y(u)}            ;  u=t+𝜏 

               = E{∫  ( λ ) (  λ )  λ   ∫  (  ) (    )   
 

  

 

  
 

                  =∬  (  ) (  ) * (    ) (    )+      
 

  
 

                 = ∬  (  ) (  )
 

  
   ,(  λ )  (  λ -  λ λ  



   ,(  λ )  (  λ - =    ,(  λ    λ - =    ,(  λ  λ - 

Where,      . With this,   (   ) becomes 

  (𝜏)  ∬  (  )  (  )     (  λ  λ ) λ   λ     

 

  

 

Which can be expressed in a compact form  as: 

         R y  (𝜏) = h (𝜏)* h(-𝜏)* Rx(𝜏)   

Mean Square Value of Y(t) 

Setting     in the expressions for    ( ), we get 

 E { Y(t)
2
} = Ry (0) = ∬   (λ )  (λ )

 

  
 Rx (λ2-λ1) dλ1 dλ2 

Power Spectral density Sy (f) of Y(t) 

The power spectral density of Y(t) is related to the autocorrelation function 

through the relations 

Sy(f) = F{ R y(𝜏)} = F { h (𝜏)* h(-𝜏)* Rx(𝜏) } 

                              =H(f) . H
*
(f) . Sx(f) 

                      ( )  ∫   ( )    ( )  
 

  
                         

Total Input and Output Power 

The total input and output powers can be found as the total area 

under the power spectral density curve. 

E{X(t)
2
} = ∫   ( )  

 

  
  = Rx (0) 

E{Y(t)
2
} = ∫   ( )  

 

  
  = Ry (0) 

 



The Gaussian Random Process 

A  random variable  X is said to be Gaussian if its probability density 

function is : 

fx(x) = 
 

√    
 
   –(    )

     
   

where, 

 µ
x

= E(x) is the mean value of X 

𝜎x
2
 = E{(X-µx)

2
} is the variance of X. 

Defenition 

A random process X(t) is said to Gaussian  if  the  random variables  X1, 

X2,., Xn  (obtained by observing the process at times t1, t2,…., tn ) have a 

jointly Gaussian probability density function for all possible values of n and 

all times t1, t2,…., tn. 

Two Virtues of the Gaussian Process  

First : The process has many properties 

that make analytic results possible (easy 

to handle mathematically). 

Second:  The random process produced 

by physical phenomena is often such 

that a Gaussian model is appropriate . The use of a Gaussian model to 

describe the physical phenomena is usually confirmed by experiments. 

The Central Limit Theorem 

Let X1,X2,.,Xn be a set of independent and identically distributed  (iid) 

random variables such that E(Xi) =
     and Var (Xi) = 𝜎x

2 
. Define the 

random variable  



   
∑    
 
 

 
 

The probability distribution  of U approaches a Gaussian distribution  with 

mean    and variance 𝜎x
2 

/n in the limit as n    . 

The theorem provides a justification for using a Gaussian process as a model 

for a large number of physical phenomena in which the observed random 

variable at a particular instant of time, is a result of a large number of 

individual events. 

Properties of the Gaussian Process 

1- If a Gaussian process X(t) is applied to a stable linear filter, then the 

random process Y(t) at the output of the filter is also Gaussian . 

To see that we consider the convolution integral relating Y(t) to X(t) 

Y(t) = ∫  ( )  (    )  
 

  
 

Which comes from the approximation 

Y(t) =  ∑ (  )  (    ) 

Note that Y(t) is a linear combination of Gaussian random variables, and so 

Y(t) is Gaussian for any value of  t  (any linear operation on X(t) produces 

another Gaussian process). 

2- Consider the set of  random variables X(t1), X(t2) ,…., X(tn), obtained by 

observing a random process X(t) at times t1 , t2 , … , tn . If the process X(t) is 

Gaussian , then this set of random variables is jointly Gaussian for any n. 

The joint pdf is completely determined by specifying 

the mean vector   

µ = [ µ1 , µ2 , … µn]
T 

 

and the covariance matrix  



 ∑   [

       
   
       

]  , c i j  =  E{( Xi - µi )( Xj - µj )} , i , j =1 , … , n 

The joint pdf  of the n random variables is 

  f ( X1,….,Xn ) = 
 

(  )     √   ∑
       (      )

  ∑    (     )  

3- If a Gaussian process is stationary in the wide sense, then it is also 

stationary in the strict sense (this follows from property 2 above ). 

4- If the random variables  X(t1), X(t2) ,…., X(tn) obtained by sampling a 

Gaussian process X(t) at times t1 , t2 , … , tn  are uncorrelated, that is 

  E{( Xi - µi )( Xj - µj )} = 0;   i ≠ j   

then these random variables are statistically independent. Here the 

covariance matrix  is diagonal. 

   ∑    [

𝜎 
    

   
  

    
 

]  

The joint pdf becomes a product of the marginal pdf’s.  

 fx(x) = ∏  (  )
 
    = ∏

 

√    
 

 
    –(     )

     
 

 

A diagonal covariance matrix is a necessary and sufficient condition for 

statistical independence .  

  



Noise in Communication Systems 

The term noise is used to designate unwanted signals that tend to disturb the 

transmission and processing of signals in communication system and over 

which we have no control . 

The noise may be external (man-made noise, galactic noise ) or internal 

(arising from spontaneous fluctuation of current or voltage in electronic 

devices ), example of which are shot noise and thermal noise .  

 

Shot Noise 

The noise arises in electronic devices such as diodes, transistors  and photo-

detector circuits, due to the discrete nature of current flow in these devices. 

Remember that current is a result of the flow of electrons, which have a 

discrete nature. The Poisson distribution is often used to model this type of 

noise. Using this model the number of electrons emitted in an interval of  

length T is a random variable with the pdf 

P(X=x) =  –     
(  ) 

   
   , x = 0, 1, 2,…  

  : average number of electrons  emitted /unit time (rate of emission). 

 

 

 

  



Thermal Noise :- 

Voltages and currents that exist in a network due to the random motion of 

electrons in conductors is referred to as thermal noise (Johnson’s noise). 

Quantum mechanics  shows that the power spectral density of the thermal 

noise associated with a resistor with a resistance R is given by  

     ( )  
      

 
    
      

          V
2
/Hz 

K: Boltsman constant  ( 1.38 *10
-23

 J/degree ) 

h : Planck constant (6.62 *10
-34 

 Joules-sec) 

T: degree in Kelvin 

 

 

 

 

 

 

 

 

For frequencies up to 10
12

 =1000 GHz, this power spectral density is almost 

constant having the value  

   Sv(f) = 2kTR   V
2
/Hz . 

The thermal noise voltage in a zero –mean Gaussian random process. 



 

 

 

 

 

 

 

E{V(t)}=0;     zero mean. 

Sv(f) = 2kTR;   constant power spectral density. 

The autocorrelation function corresponding to this constant power 

spectral density is: 

Rv(𝜏)  = 2kTR δ(𝜏); 

This result shows that two random variables Vt1 , Vt2 taken at times t1 and t2 

are statistically independent for any value of  𝜏 = t2 - t1  𝜏 >0. 

White Noise 

White noise is one whose power spectral density  is constant over all 

frequencies. The power spectral density and autocorrelation function for this 

type of noise are: 

Sw(f) = N0/2 

Rw(𝜏) = N0/2 δ(𝜏) 

 

 

This is the type of noise (model) that we will use in the analysis of 

communication systems. 



The assumption made is that this noise is additive  white  Gaussian 

(AWGN). If s(t) is the transmitted signal and  r(t) is the received signal, then  

r(t) = s(t) + w(t);  additive channel noise . 

Filtered White Noise 

Assume that a white Gaussian noise w(t) of zero mean and psd = N0/2 is 

applied to an ideal LPF of B.W = B. Let n(t) denote the filtered noise, then 

 

 

 

 

 

Sn(f) = |H(f)|
2
 Sw(f) 

Sn(f)= {       –      
                        

;  Output psd       

Rn(𝜏) = ∫
  

 
   (     )

 

  
  df 

Rn(𝜏) = N0B sinc 2B𝜏;  Output autocorrelation function 

E{n(t)} = 0;    zero mean noise 

E{n(t)
2
} = ∫   ( )  

 

  
 = 

  

 
 (2B) = N0B; Total output noise power 

 

The pdf of the filtered noise at any particular time t is 

  fn(n) = 
 

  √  (   )
  
  
    

 (   )
  
     ,  -  < n <  

Remark: note that the pdf is not a function of time indicating that this 

filtered Gaussian process in stationary in the strict sense. 



Correlation of White Noise with a Sinusoidal Signal 

Let w(t) be a white Gaussian noise with zero mean. This noise is multiplied 

by a sinusoidal basis function and integrated over an interval of duration T to 

produce the scalar N. This scheme is repeatedly used in the coherent 

demodulation of digital signals. The interval T corresponds to one symbol 

interval and    is the frequency of the carrier. The carrier period and the 

symbol period are related by T=nTc where n is an integer. We wish to study 

the properties of  N. 

 

 

 

 

Mathematically, the correlation process is represented as: 

N = ∫  ( )√
 

 
  

 

 
             

The mean value of N is: 

E{N} = ∫  * ( )+√
 

 
  

 

 
             = 0. 

The variance of N is: 

E{N
2
} = 

 

 
 ∬  * (  ) (  )+                             

 

 
 

E{w(t1)w(t2)} = Rw(t2 – t1) = N0/2 δ(t2 – t1) 

 E{ N
2 
} = 

 

 
 
  

 
  ∫ (∫ δ(   –   )     

 

 

 

 
          )              

   = 
 

 
 
  

 
 ∫               
 

 
; T=nTc 

The last step comes by virtue of the sifting property of the delta function. By 

performing the integration, we get 



E{N
2
} = 

  

 
 = 𝜎2

 

=> N is a zero mean Gaussian r.v with variance 𝜎2 
= 
  

 

 
. Its pdf can be 

written as 

fN(n) = 
 

√  (
  
 
)

   
 
    

  (    )  

fN(n) =  
 

√   
    

    

  
 

 

 

  



Narrow-band Noise 

Now let the white Gaussian noise w(t) of  psd Sw(f) = N0 / 2 be applied to an 

ideal band pass filter with center frequency fc and bandwidth 2B.  

 

The noise is described as narrow band when 2B << fc. The analysis is similar 

to that done for the LPF and the results are summarized as follows: 

 

Sn(f) = N0/2     for    fc-B <|f|< fc+B;    Output psd 

E{n(t)}= 0;       zero mean noise 

E{n(t)
2
}= 2 .

  

 
.2B =  (2B) = 𝜎2

;   Total output power 

fN(n) = 
 

√  (    )
   

    

 (    )
       

, -  ≤ n ≤  ;  output noise pdf. 

Rn(0) = E{n(t)
2
} = ∫   ( )  

 

  
 ;   Mean square value. 

  



 

Narrow-band Noise: In-phase and Quadrature Representation 

Let  w(t) be applied to a bandpass filter of B.w = 2B centered at fc to 

produce a narrow band noise n(t). 

The narrow band noise n(t) can be represented in terms of an in-phase nI(t) 

and a quadrature component nQ(t) as: 

 

 

 

 

 

n(t) = nI(t) cos 2   fct – nQ(t) sin 2   fct 

The in-phase and quadrature components nI(t) and nQ(t) can be recovered 

from n(t) as demonstrated in the block diagram. 

 

 

 

 

 

 

 

nI(t) = Lp{2n(t)cos 2 fct};  in-phase noise component 

SNI(f) = Lp{Sn(f-fc)+Sn(f+fc)}; in-phase noise psd. 

nQ(t) = - Lp{2n(t)sin2 fct}; quadrature noise component 



SNI(f) = SNQ(f);  both components have the same psd 

Finally, nI(t) and nQ(t) can be retrieved from n(t) as: 

   ( )   ( )           ( )̂          

   ( )   ( )̂           ( )         

Properties of the Noise Components 

 The in-phase component nI(t) and the quadrature component nQ(t) of 

narrow band noise n(t) have zero mean . 

 If the narrow band noise n(t) is Gaussian, then nI(t) and  nQ(t) are 

jointly Gaussian . 

 If n(t) is wide sense stationary, then nI(t) and nQ(t) are jointly wide 

sense stationary . 

 Both nI(t) and  nQ(t) have the same power spectral density 

SNI(f) = SNQ(f) = {    (  –   )    (      )         
                                                

 

 nI(t), nQ(t) and n(t) have the same variance  

E{n(t)
2
} = E{nI(t)

2
} = E{nQ(t)

2
} = 𝜎2 

 The cross-spectral densities of  nI(t) and  nQ(t) are imaginary  

SNINQ(f) = - SNQNI(f) = {   
 ,   (      )      (      )-          

                                                  
  

 If n(t) is Gaussian with zero mean and a power spectral density Sn(f) 

that is symmetric about fc, then nI(t) and  nQ(t) are statistically 

independent. The joint pdf of nI(t) and  nQ(t) is the product of the 

marginal pdf’s 

   (     )  
 

√    
  
    

 

       .  
 

√    
  
    

 

     

(i.e, when the cross spectral density = 0   f, then nI and nQ are independent) 



Polar Representation of Narrow-band Noise 

Let n(t) be a narrow band zero-mean, white Gaussian noise with a symmetric 

psd about some center frequency fc . 

 n(t) = nI(t) cos 2 fc t – nQ(t) sin 2 fc t. 

Because Sn(f) is symmetric, it follows that nI(t) and  nQ(t) , observed at a 

fixed time t, are independent Gaussian r.v with zero mean and variance 𝜎2 
. 

n(t) can also be represented as 

n(t) = R(t) cos ( 2 fc t +  (t) ) 

where  the envelope R(t) and the phase  (t) are given as: 

R(t) = [ nI(t)
2
  +  nQ(t)

2
 ]

1/2 
  

     (t) = tan 
-1

 (nQ(t) / nI(t)) 

It can be shown (Go back to your ENEE 331 lecture notes and go over the 

proof) that R and   are independent random variables with pdf ’s 

fΦ (Φ) = {     
 

  
                          

                 
 ; (Uniform pdf) 

fR(r) = {
 

  
      ,  (        )-      

                                       
;  ( Rayleigh distribution) 

 

 

 

 

 

If Sn(f) has the psd shown then , 𝜎2 
= 2 (N0/2)(2B) = 2N0 B and the pdf of R 

is as given above .  



A Test Sine Signal Plus Narrow-band Noise 

If a test sine signal Acos2  fct is added to the narrow band filtered noise, 

then the signal plus noise can be expressed (using the in-phase and 

quadrature representation of the noise) as: 

X(t) = Ac cos2  fct +  nI(t) cos 2 fc t – nQ(t) sin 2 fc t  

X(t) = (Ac +  nI(t)) cos 2 fc t – nQ(t) sin 2 fc t 

The noise components NI and NQ are independent zero mean Gaussian r.v 

(psd of n(t) is symmetric ) each with variance  𝜎2 
. X(t) can also be 

represented in polar form as: 

X(t) = R(t)  cos ( 2 fc t +  (t)) 

Where 

  ( )  √(     ( ))
    ( )

  

  ( )       
  ( )

(     ( ))
 

It can be shown that the pdf of  R is  

fR(r) = {
 

  
  Exp -[ (r

2
 + A

2
) / 2 𝜎2

 ] Io (Ar/ 𝜎2
 );  ( Rician distribution) 

Io (.) is the modifies Bessel function of the first kind of zero order, and 

𝜎2 
= E{n(t)

2
} = E{ni(t)

2
} = E{nq(t)

2
}. 

 

The Rician distribution arises in the study of the performance of some digital 

communication applications like the noncoherent demodulation of  ASK and 

FSK. 
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